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Abstract

We investigate the scalability of feedback in multicast
communication and propose a new method of probabilis-
tic feedback based on exponentially distributed timers. By
analysis and simulation for up to 10° receivers we show

¢ Reliablemulticast: Reliable multicast guarantees the
delivery of data from the sender to every receiver.
Feedback messages (FBMs) are needed in order to
signal the loss (NAK), or the successful reception of
data (ACK).

that feedback implosion is avoided while feedback latency
islow. The mechanismis robust against the loss of feed-
back messages and works well in case of homogeneous
and heterogeneous delays. We apply the feedback mecha-
nismto reliable multicast and compareit to existing timer-

Estimation of the number of receivers: is required to
stop transmission, when no receivers are listening, to
adapt scalable protocols to the number of receivers,
e.g. by adjusting the amount of FEC [1], or to adjust
the period of periodic control message emission.

based feedback schemes. Our mechanism achieves lower
NAK latency for the same performance in terms of NAK
suppression. No topological information of the network is
used and data delivery is the only support required from
the network. The mechanism adaptsto a dynamic number
of receivers and leads to a stable performance for implo-
sion avoidance and feedback latency.

The amount of potential feedback increases linearly
with the number of receivers and may lead to a high traf-
fic concentration at the sender, wasted bandwidth, and
high processing requirements. Feedback implosion im-
poses high requirements to the mechanismféedback
implosion avoidance. Several solutions exist for implo-
sion avoidance based on hierarchies, timers, tokens, and
obing, see section 7 on related work.

Very little work [2, 3, 4] was done on the analysis of
timer-based schemes for multicast feedback. We give an
analytical foundation of timer-based feedback where the
timer choice, the sender-receiver delays, and the delays
between receivers can be modeled by arbitrary distribu-
ions. The analysis allows to compute:

Keywor ds: Feedback, Multicast, Reliable Multicast, Perp '
formance Evaluation, Extreme Value Theory.

1 Introduction

t
Multicast communication is gaining in importance with
the deployment of Multicast in the Internet and with the e The expected numbé?[X] of FBMs returned to the
increasing number of satellites. A major challengein mul-  sender.
ticast communication is th@edback implosion that oc- e The expected feedback delag[M] due to the
curs when a large number of receivers sends feedback to ..
timers.
the sender.
In this paper we investigate feedback of groups of up to We propose a new probabilistic feedback method for
10° receivers towards a single sender as needed for: multicast based on exponentially distributed timers and



show by analysis and simulation for up 166 receivers can be avoided. In section 6 the necessary modifications

that feedback implosion is avoided. We show the robustre given for the case where receivers return feedback via

ness of our mechanism to loss of FBMs, to homogeneauwsicast.

delays, and to heterogeneous delays. Our timer-based feedback mechanism works as fol-
We further evaluate our mechanism in the context of resws:

liable multicast with respect to NAK implosion avoidance 1 Th d " for feedback

and to NAK latency. A comparison of our mechanism ~ € sender mUt'C"’.‘Sts agquest. or fecabac

to existing timer-based feedback schemes shows that the (, A, T) to the R receivers. is the identification for

feedback latency of our mechanism is lower for the same the fgedback round} a parameter of the feedback

performance in NAK suppression. algorithm, andl” the interval size.

Our mechanism requires very little state and has a lowp, Receivei receives theequest (I, \, T') afterd; time
computational complexity at every receiver —independent ynits and schedules exponentially distributed
of the group size. No knowledge about the network topol-  timer z; in the interval[0,T]. The parameter for
ogy, nor support from the networkis required to allow for  the truncated exponential distributionisWhen the
implosion avoidance. timer z; expires, receiver.

Using an estimate of the numb@&r of receivers, our
feedback mechanism allows to adjust the average number ~ ® Sends the feedback message FBM() back

of FBMs returned to any value larger than one by trading to the sender if no other FBM(z;) was re-

off fewer FBMs for an increased feedback latency. Esti- ceived byi.

mating the number of receivers is outside the scope of this e suppresses its feedback, if a FBM{;) of

paper; the interested reader is referred to [5, ch. 5], [6], some other receivgrwas received before (see

and [7]. figure 1 for an illustration of the suppression
The paper is organized as follows. In section 2 we of i's feedback); this requires thatsends its

present an analysis for timer-based feedback schemes. In feedback earlier thanand that the delay; ;

section 3 we evaluate the performance for reliable multi- between receiverand receivey is such that:

cast feedback. Section 4 shows the robustness of timer-

based feedback for loss and heterogeneous delays. The di+zi>dj+ 2z +di;

control of the amount of feedback is discussed in section

5. How to use the timer-based feedback scheme for net3- On the receipt of the FBMs, the sender computes an
estimateR for the number of receivers, using the

works providing only a unicast feedback channels is dis- k - )
cussed in section 6. Section 7 discusses the work in the Knowledge about the timer settings of all receivers
context of related work and section 8 concludes the work, ¢ that returmned feedback;, A, T', see [5, ch. 5].

4. The sender computés and A for the nextrequest
. for feedback based onk and its requirement for the
2 Timer-based Feedback feedback latency and the mean number of FBMs it

. . wants to receive.
Consider the case where a sender needs to receive at least

one FBM fromR receivers and where the total number of The SRM protocol [3] uses a similar mechanism for the
FBMs returned should be small in order to avigetlback  sending of NAKs,with two major differences: First, SRM
implosion. uses ainiformly distributed timer choice z; from an in-

We consider a feedback mechanism wétdback sup-  terval that depends on the sender-receiver délaySec-
pression: A receiver that receives a FBM of another reend, SRM prevents loss of FBMs by scheduling a second
ceiver will suppress its own feedback sending. FBM®quest via an exponential back-off in a larger interval in
are sent on a multicast feedback channel to be receivhd future.
at other receivers. If every receiver delays its multicastin the following, we analyze the expected number
feedback sending by a random time, feedback implosid@#{X] of FBMs returned to the sender froR receivers



| ' | VI ' | Receiveri timer choice is kept general:

d; fz:\p; (zi|d;) (1)
| | | Receiver] Then, the density of; = D; + Z; can be calculated by a
d z, d transform changing variables [8, ch. 6.3], resulting in:
} ! ! ! time
0 fvi(vi) :/ fpi(si) - fz:p: (vi — silsi)ds;  (2)
Figure 1: The timing for the feedback and the suppressidhe same way the density @f; ; = D; ; + V; can be de-
of receiveri’s FBM. rived. SinceD; ; andV; are independent, the joint density
is given by:
and the expected feedback latengj\/] due to timers, fpi;vi(dij,vi) = fp,, (di) - fv, (vs)

when FBMs are not subject to loss. In section 4 we in-
vestigate the performance under loss of FBMs. First, v%‘
introduce the following random variables: cn.

ch that the density d; ; using the transform in [8,
6.3] is given by:

fwi; (wi ;) :/ [ vi(sij,wi — sij)dsi; (3)

D; - one-way delay between the -
sender and receivér The delay We assume delayB;, andD; ; to be independent among
paths are symmetric an); ex- receivers. For a single request for feedback, the Bernoulli
presses also the one-way delay berandom variableX; describes whether the FBM from re-
tween receivef and the sender. ceiveri is sent X; = 1) or not (X; = 0). Receiver;

Z; - time receiver; delays its feed- sends feedback only when no other recejveuppresses
back. the feedback of. The probability for receivei sending
Vi=D; + Z; - the time between the sending of feedback is:
the request for feedback and the - R
time the timer expires at P(X;=1)= / v, (v2) H (1= Fw, , (v7)) dv;
D; ; - one—way delay between receiver 0 PRriry '
i and receiverj. The delay paths 4)
are symmetricand; ; = Dj ;. The analysis of the timer settings given above is valid for

Wi =Vj+D;; -time between the sending of the arbitrary delay distributions ab; andD; ;.
request for feedback and the re- For a better understanding of the timer mechanism

ception ofj’s feedback at. and the feedback suppression we will first consider the
Xi - Bernoullir.v., describes the num- case where thelelays are homogeneous: All receivers
ber of FBMs fromreceiver, either  j = 1,..., R have the same delay = c from the sender
0,orl. and the same delaj; ; = c to any other receivey:
X = Zf:l X - total number of FBMs received

at the sender from the group of re-  /D:(di) =d(di —¢)  fp,;(di;j) = 6(di,; —¢) (5)
Cewers. In section 4.2 we analyze the timer mechanism for hetero-

" . geneous delays.
The densitiesfp, (d;) and fp, ,(d;;) describe the de- " \ye consider the case wheait receivers = 1, ..., R
lay d; of receiveri to the sender and the delay,; be- o506 4 timer out of an intervil, 7] — independent of
tween two receivers j. Different timer choices and timer o delayd; between sender and receiver:
choices dependent on the source-receiver délasan be '

compared in their performance when the density for the fzp; (zildi) = fz,(2:) ,2; €10,T] (6)



We are especially interested in the minimal timer, . Expected number E[X] of FBMs for different T
which is the one expiring first. Let/ = min® | {Z;} be 10 ‘ ‘

the random variable describing the minimal timer. Since — T=10'0
the Z; are identically and independently distributed, the T=10@
o . LN _ --- T=5@
distribution of the minimal timer is given by [9, ch 2]: 10°H .. Toom
Fy(m)=P(M <m) = 1—(1=Fyz(m)" | T
Ll

Our performance measures for evaluating the timer .2
mechanisms are:

e The expected feedback latency E[M] due to the k
timer mechanism, given by the minimal timer: 10047

10 10 10" 10
number of receivers R

T
Bon = [ (- Fyeyan @)
0 Figure 2: Expected numbé?[X] of FBMs for uniform

o The expected number E[X] of FBMsat the sender distributed timer choice from intervals of sizd" =
given as: ¢, 2¢, 5¢,10c, 10*c for R receivers.

R
E[X] = Z E(X;) = RP(X; =1) (8) Let the interval sizd” be a multiple of the delay be-
i1 tween receivers. For a large numlierof receivers, the
expected number of FBMs B[X] ~ R and thus in-

Using these two performance measures, three differgnéases linearly with the number of receivers, see figure
distributions for the timer choice are examined in terms @f The feedback latency Eq. (11) on the other hand de-
feedback suppression and feedback latency:uftirm creases with, see figure 3. As already reported in [3],
distribution, thebeta distribution, and theexponential this means that there exists a tradeoff between suppression

distribution. and latency. The approximatiof R for E[X] and the
feedback latency Eq. (11) show the occurrence of a rea-

2.1 Uniformly Distributed Timers sonable tradeoff between the two considerations around
T = Rec.

A uniformly distributed timer choice out of the interval Figure 4 illustrates how suppression works: All re-

[0, T] for receiveri is given by the density: ceivers independently set their timers in the intefVal].

All k receivers that set their timer in the interial, m+c]

1 )
T 0<% <T will send feedback. The othdét — k receivers with timers

T

fz.(zi) = . ©) z; > m+c will suppress their feedback sending, since the
0 ,otherwise FBM of the receiver with the minimum timen reaches
The expected numb@#[X] of FBMs is: them beforg their_timer expires.
For a uniform timer choice, thenly way to adapt the
R ,c>T >0 feedback mechanism to the numberof receivers is to
E[X] = { 1+ LR (E)R O<e<T (10) change the interval siZE, which makes the performance
T T ’ of the scheme dependent on the accuracy of the receiver
The expected feedback latenEyM ] due to the uniform estimate:
distributed timer choice is: o If the numberR of receivers is overestimated, the
T interval sizeT will be chosen too large and a high
E[M] = il (11) feedback latency will be encountered.



Expected feedback latency E[M] for different T receiver estimate.

10
. T=10% We investigate two other distributionfs;, for the timer
ol o 1om choice: thebeta distribution and theexponential distri-
o s T=5@ bution. Both distributions have parameters that allow us
5 - T=28 to change the shape of the distribution.
.‘*é'” 61— T1=¢ |
=} . . .
£, 2.2 BetaDistributed Timers
=
o The beta distribution [10] has two parameteendb. For
2b 1 parameter$ = 1,a > 1 a beta distributed timer choice
O on the interval0, T'] is given by the density:
20’ \\::;7162 10" 10° a (Zi)a’l 0< 2 <T
number of receivers R T\ 7 Sz 4
fry=4 T (12)
Figure 3: Expected feedback latengyA/] for uniform 0, otherwise

distributed timer choice from intervals of sizd" =

¢, 2¢, 5¢, 10¢, 10 for R receivers. Fora = 1 the beta distribution equals the uniform dis-

tribution. The weight of the density shifts towarfisvith

timer settingsz; an increasing and results in a dense timer setting at high

m c values.
| ‘ ‘ ‘T The expected numbeE[X] of FBMs for a beta dis-
‘ H— H t tributed timer choice is:
0

\——Y‘/\’—YQJ

k answering R-k suppressed EX] = R ,c>T >0
c a
Figure 4: Timer Setting. EX] = R (T) 0<e<T (13)

_|_

1 a\ R—1
Ra/ 22t (1 — (m — %) ) dzx
o If the numberR of receivers is underestimated, the /T

small interval sizel" will lead to a feedback implo- 114 feedback latency of Eq. (7) is given as:
sion. ' ’

1
An alternative to theniformdistributed timer choice and E[M] = T/ (1-=m* % dm (14)
to the difficulties arising from the need to carefully choose 0

the interval sizel" is to change the shape of the distribu- Figure 5 shows the suppression performance of the beta
tion. Fixing the interval size gives a bound on the feegistribution with parametez = 10 for different interval
back delay. In order to also achieve a low number @fzes7 — ¢, 2¢, 5¢, 10c. First, we observe that suppres-
FBMs, the minimal timer needs to be separated as fardgn is achieved by beta distributed timers for a wide range
possible from the mass of the timer settings. Therefogg, numbers of receiver®. Second, a moderate interval
the following properties are desirable for the dengify sjze 7 = 10c is sufficient to keep the expected num-
determining the timer choice: ber of FBMs E[X] < 15 for up to 10° receivers. As a

« The minimal timer is separated from other timers b nsequence, feedback suppression with beta distributed

enabling a few timers to be set in a broad range a ger choice is, compared with uniform distributed timers,
by grouping most timer settings in a small range less sensitive to an error in the estimate of the number of

receivers. Also the feedback latency of beta distributed
e Feedback suppression is not sensitive to errors in ttimers, shown in figure 6, is relatively insensitive to an



6Expected number E[X] of FBMs for different T, a = 10

Expected feedback latency E[M] for different T, a = 10

10 10
T=10@ T=10@
T=5@ 8l -~ T=5@
T=2@ - - T=28
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10% =
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number of receivers R number of receivers R
Figure 5: Expected numb&[.X] of FBMs forbetadis-  Figure 6: Expected feedback latengy)] for beta dis-
tributed timer with parameter, = 10 from intervals of tributed timer with parameter, = 10 from intervals of
sizeT = ¢, 2c, 5¢, 10c for R receivers. sizeT = ¢, 2¢, 5¢, 10¢ for R receivers.

error in the estimate o?: ForT" = 10c, the feedback by minimizing E[X] for a given numberR of receivers,
latency varies only byic for the range froml00 to 10®  not taking the interval siz& into account. Once, is de-
receivers. termined for optimal suppression, the interval sizean
As in the case of uniformly distributed timers, a tradeéde used to trade-off feedback latency (Eq. (14)) against
off exists between the numbdf[X] of FBMs and the suppression (Eq. (13)).
feedback latency[M]: the price to pay for good feed- In section 3 we will look at the question if a better sup-
back suppression is an increase of the feedback latencpression is achieved by beta distributed timers or by uni-
Next, we study the performance of different beta distrform distributed timers, given the feedback latency is the
butions by varying parameter Figure 7 shows the im- same in both cases. We now investigate the exponential
pact of parameter on suppression fakR = 10* receivers, distribution.
the corresponding feedback latency is shown in figure 8.

We observe from figure 7 that the expected nunibeY | . o )
of FBMs is convex inz with a minimum at some,. For 2.3 EXxponentially Distributed Timers

he number of FBMs is increasing wi in . L .
@ > Go the u ber o $ is increasing with since The exponential distribution has one parametemd is
the timer settings are forced on a narrow range close to

T. The feedback latendy[ )] indicates that the minimal tr?lj:;gg Iirr?”nrgr_cor?oggeofr; tﬁet:z?eiited;ﬁzor}\?g:ﬂlytg'es'
timerm also moves towardg with an increasing > a,. @®,T]isg y

As a result, the timer settings of an increasing number%?ns'ty:

receivers fall in the intervaln, m + ¢| and the number 1 \ s

E[X] of FBMs increases. N1 ?eT“ 02, <T
Fora < a, the minimal timer is close toand the other ~ fz:(2:) = ¢ (15)

timers are not well separated from the minimal timer, re- 0, , otherwise

sulting in feedback implosion.

We further observe from figure 7 that the mininggflX] As with the beta distribution, the weight of the density
at a, does not depend on the interval siZewhenT is shifts towardsI’” with an increasing\ and results in a
large enough. Therefore optimal suppression is achievéehse timer setting at high values, see figure 9.



Expected number E[X] of FBMs, R = 10* Expected feedback latency E[M], R = 10*
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Figure 7: Expecte_d numbéi’[X]_of FBMs, dependence Figure 8: Expected feedback laten&ifM], dependent
on parameteu for intervals of sizel' = 2¢,5¢,10c for  on parameter from intervals of sizél’ = 2¢, 5¢, 10¢ for
R = 10* receivers. R = 10* receivers.

The expected numbée?[X] of FBMs is: : .
timer settingsz;

EX] = R , 2T >0

e)‘% -1 h
BIX] = B5—g 0<e<T (8) e Hi-hHh e ——

AS 1-— 6_)‘% R 0 | ——

-t 1— e -1 k answering R-k suppressed
The feedback latency is: Figure 9: Timer Setting.
1 erm — 1 B
EM] = T/ <1 - ﬁ> dm  (17) resulting in an increasing number of FBMs, as indicated
o _

in figure 10.

Figure 10 shows the suppression performance of an exfor the uniform and the beta distribution we observed a
ponentially distributed timer choice with parameler= trade-off between suppression and feedback latency with
10. We observe a&onstant suppression performance forthe interval sizel". This trade-off exists also for exponen-
a wide range of number of receivers. For an interval siti@lly distributed timers, as shown in figures 10 and 11.

T = 10c, suppression results in an expected number of The impact of parameter on suppression is shown in
FBMs E[X] < 3.5 for up to 10* receivers. Therefore, figure 12. As for beta distributed timerB[X] is again a
exponentially distributed timers outperform uniform andonvex function with a minimum at some,. We observe
beta distributed timers: their suppression performancetfgt the minimal number of FBMs with exponentially dis-
less sensitive to a poor estimateff This can be seen bytributed timers is lower than the minimal number of FBMs
comparing figure 2 and figure 5. with beta distributed timers for the same interval size

For more thari0* receivers) = 10 is too small to sep- This is seen by comparing figure 12 and figure 7.
arate the minimal timer from all other timers. The feed- As with beta distributed timers, the minim&l[ X] is
back latency shown in figure 11 goes to zero, and an inearly independent of the interval siZg if T is large
creasing number of receivers fall in the interfral m+¢|, enough (see figure 12). The feedback latency dependency



Expected number E[X] of FBMs for different T,A = 10 Expected feedback latency E[M] for different T,A = 10
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Figure 10: Expected numbél X of FBMs forexponen-  Figure 11: Expected feedback latengj)] for expo-
tially distributed timer choice with parametek = 10 nentially distributed timer choice with parametek =
from intervals of sizél" = ¢, 2¢, 5¢, 10c for R receivers. 10 from intervals of sizel' = ¢, 2¢,5¢, 10c for R re-

ceivers.

on )\, shown in figure 13 exhibits the same behavior: For

different interval sizes[', the feedback latency converges | the next section we evaluate the performance of
to 0 around the sama. Therefore,\, for optimal sup- the three timer schemes in the context of reliable mul-
pression can be determined with the number of receivefigast feedback and will take a close look on the trade-

regardless of the interval size. In section 5 the choice off between latency and suppression for the three timer
of the parameters andT is further investigated. schemes.

We can draw the following conclusions regarding feed-
back suppression for the three distributions evaluated:

e Itis possible to avoid feedback implosion with probS Reliable Multicast Feedback

abilistic timers by a parametric distribution for the o )
timer choice, while keeping the interval siZesmall. Different applications exist where feedback should be so-

As a consequence, the feedback latency is small, lIicited fast from a subgroup of unknown size:

e The beta and exponential distribution are less sensi-® A server selection process. From a large numer
tive to poor estimates of the number of receivers than ~ Of servers only those being idle should respond to a
is the uniform distribution: request for a task assignment.

Dynamic changes in the number of receivers by or-
ders of magnitude do not lead to feedback implosion
and have only a minor effect on feedback latency
with beta and exponential distributions.

e Multicast flow control. FromR receivers, only the
R, receivers that cannot keep up with the sending
rate should respond.

Access Control. A large numbet of stations are

connected to a medium that is limited in access. A

monitor controls the access to the medium and polls

all R stations for the interest in access. Only the sub-

e Exponentially distributed timers outperform uniform group of R; stations wishing to access the medium
and beta distributed timers for feedback suppression. responds.

¢ The parameter of the beta and exponential distribu-*®
tion can be adjusted for a desired suppression behav-
ior in a tradeoff with feedback latency.



Expected number E[X] of FBMs, R = 10* Expected feedback latency E[M], R = 10*
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Figure 12: Expected numbel{ X ] of FBMs forexponen-  Figure 13: Expected feedback latenEyA/], dependent
tially distributed timer choice, dependent on parametesn parameteh from intervals of sizel” = 2¢, 5¢, 10c¢ for
X from intervals of sizel' = 2¢, 5¢,10c for R = 10* R = 104 receivers.

receivers.

We examine the timer distributions for:

We focus on reliable multicast feedback. In re-
liable multicast communication, negative acknowledg-
ments (NAK) are shown to achieve a higher throughput
performance than positive acknowledgments (ACK) [11].
Unfortunately, the meaning of an ACK is coupled with
the receivers identity, and feedback suppression is there-

fore not possible for ACKs. NAKs on the other hand are \qte that the feedback latency increases with a decreas-
redundant feedback and can be suppressed: a single '\ﬁ'ﬁé R,. For this reason we examine latency for the
received by the sender is sufficient, given that the retra@ége case, whereR; < R receivers are potential NAK
missions are multicast. senders.

The subgroup of receivers that are potential NAK For each distribution, we evaluate the tradeoff between
senders depends on the loss of data packets. The subgtaepexpected numbet[X] of NAKs in the worst case
consists of all receivers that detect a loss and subseque@ihere R receivers want to send a NAK and the expected
want to send a NAK. Without a priori knowledge of lossjeedback latencyz[M,,] in the average case where only
the numberR; of receivers in this subgroup is unknowrg,; receivers want to send a NAK.
and may vary from) to R. Feedback implosion must be For both cases, the same interval sizés used. For
avoided for theworst case whereall R receivers want to the uniform distribution{ E[M,], E[X]) is uniquely de-
send a NAK. Loss measurements [12] on the Internet hag@mined byZ". The exponential and beta distribution have
shown that this worst case is not unusual. another paramete or a. This parameter is adjusted to

Let R; be a fixed number of receivers out of @lre- the worst case, where dll receivers are willing to send a
ceivers that lost data. In the following we evaluate feetAK: E[X] is minimized for a group oft receivers, and
back latency and chood®; to be1% of all R receivers, the corresponding, or a, is used to evaluate the tradeoff
corresponding to a packet loss probabilitypof= 1072 inT.
and an average number @R potential NAK senders out Theexpected NAK latency E[M,] is the feedback la-
of R receivers. tency in the average case. It is obtained by substitufing

¢ NAK implosionin the worst case: AIR receivers are
potential NAK senders.

e NAK latency in the average caseR; receivers are
potential NAK senders.



Latency E[Mp] versus Suppression E[X], R = 102, p=0.01

Latency E[Mp] versus Suppression E[X], R = 106, p=0.01
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Figure 14: NAK latencyE[M)] for optimal implosion Figure 15: NAK latencyE[M,] for optimal implosion
avoidance with? = 102 receivers. avoidance with? = 10° receivers.

Due to the superior performance of exponentially dis-
tributed timers we will henceforth just consider those.
In the following section we investigate the robustness of
Figure 14 shows the expected NAK laterfgj\/,] ver- feedback suppression for exponentially distributed timers

sus the expected numbBfX] of NAKs for R = 10” re- in case of loss and heterogeneous network delays.
ceivers. This shows that on the average just one receiver

will see a loss and send a NAK. The exponential distri-

bution outperforms the other two distributions for up t¢] Robustness of Exponentially Dis
E[X] < 30 NAKs in the worst case: For the same ex- . .

pected numbeF[X] of NAKs in the worst case the first tributed Timers

NAK of the average case is returned faster with the expo-

nential distribution than with the other distributions. Fo#.1 I mpact of Loss of FBMs

a larger group of? = 10° receivers, the benefit of using

the exponential distribution is even higher, compare figufe 1St FBM will not suppress the sending of FBMs by
15. other receivers. While one might expect that loss of FBMs

_ o i ) will result in feedback implosion, we show in the follow-
Figure 15 shows that it is possible to adjust the exppyy that this is not the case.

nential distribution forR = 109 receivers such that.in the We consider the worst case, where a FBM is lost di-
worst case an average 6NAKs are returned and in the oy 4t the feedback sender and is therefore not received
average case, the first NAK is delayed by oblgne-way v any of the other receivers. We simulatea) feed-
delaysc. back rounds and used parametgrs- 10 and7 = 10¢

We adjusted the three timer distributions for the sanire order to achieve simulation results that correspond to
performance in feedback suppression for the case whehre former analytical results (see figure 10). FBMs were
all R receivers want to send feedback and examined tlest with different probabilitie®rpyr = 1%, 10%, 50%
feedback latency for the case where only a subgrouparid compared to the case of loss-free conditions. Figure
R, < R receivers want to send feedback. Exponentially6 shows that the suppression performance of the timer
distributed timers result in faster feedback from the sulmechanism is not sensitive to loss of FBMs for loss rates
group than with the other two timer distributions. uptoprerm = 10%. We experienced a similar robustness

by R; in E[M]. The expected numbef[X ] of NAKs is
given as before.
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Avg nr of FBMs with loss p_,, FBMs, c=1, T = 10c, A=10 e Heterogeneous sender-receiver deldydut homo-
2 .
10 ‘ ‘ geneous delays; ; = c between receivers.

no loss e Homogeneous sender-receiver delays= ¢, but

heterogeneous delays ; between receivers.

- - =10
Pegu = 1%

“ Pegy = 10%
101 L FBM

 so% Both cases are compared to the case where the delays be-

tween sender and receivers and between receivers are ho-
mogeneous, i.ed; ; = d; = c.

Heterogeneous delays, or d; ; are in both cases beta
distributed (see [10]) on the intervil, 2¢] with parame-
tersa = 2 andb = 2. This means that the average hetero-
geneous delay equals the homogeneous ddliag. either
d; = ¢, ord; ; = c). The given beta distribution models
a realistic delay distribution. Wei showed [13] for differ-
Figure 16: Average number of FBMs with logg-5,,, €Nt routing algorithms executed on random networks that
A=10,T = 10c. the delay distribution follows roughly the beta distribu-

tion. Intuitively, this can be explained as follows: Start-
ing from an origin in the network, the number of nodes
also for the average feedback delay. For the very high lossichable within a certain delay will increase as the de-
rate ofprgar = 50%, the average number of FBMs is delay increases. Since networks are limited in diameter, the
creased compared to loss free conditions and the averageber of nodes reachable within a certain ddlawill,
feedback latency is slightly increased. The reason for tiswever, go to zero ab approaches the maximum delay
behavior is twofold. First, the FBM due to the minimafrom the origin to any node.
timerm is lost with a probability of only z5,,. Second, We simulated the FBM suppression by exponentially
if the FBM due to the minimal timer is lost, the FBM ofdistributed timers witthh = 10 for this heterogeneous case
the next smallest timen' > m that is not lost jumps in for R = 1,...,10° receivers and use@% confidence
and performs suppression. The number of timers expirifgervals. The interval size for the timer choicelis=
in [m', m' + ¢] is higher than ifm, m + ¢| due to the ex- 10c.
ponential distribution. However, feedback implosion does
not happen since these un-suppressed FBMs themseNeger ogeneous delays to the sender

are subject to loss. ]
The investigated feedback mechanism results in th&! US consider the case where the delays between the
nder and the receivers are heterogeneous and the de-

sending of a few FBMs. These un-suppressed FBMs cﬁ-

pFBM

avg nr of FBMs

=
o

receivers R

stitute a natural redundancy useful in a lossy environmelity PEtWeen any pair of receivers; is homogeneous,

The results show that feedback suppression using exffoi =

nentially distributed timers is very robust with respect to Figure 17 illustrates that FBM suppression performs
the loss of EBMS. better for small groupsR < 10, in the case of het-

erogeneous sender-receiver delays than for homogeneous
sender-receiver delays. This is caused by a wider spread
4.2 |mpact of Heterogeneous Delays of timer settings ovel0, 2c+ 7' due to the heterogeneous
reception timesl; of the request for feedback, instead of
In a real network, receivers have different delays to tleemore narrow setting ife, ¢ + T'] with homogeneous
sender and different delays between each other. In sender-receiver delays = c.
der to understand the influence of heterogeneous delay#s the group sizeR increases, FBM suppression does
on the timer mechanism, we examine the following twoot increasingly benefit anymore from heterogeneous
cases: sender-receiver delays, since the impact of the number

11



Avg. number of FBMs for heterogeneous d, homo dij =c Avg. number of FBMs for heterogeneous duj' homo di =c
1 b 1 .

10 : \ 10
E(X) homo d, —— E(¥homod,
§ =~ avg X hetero di é’ «—+ avg X hetero dij
= 2
o 5
- c
j=2]
¢ g
0
10 ! ’ 0 ; :
10° 10" 10 10° 10775 1 2 3
receivers R 10 10 10 10

receivers R
Figure 17: Expected pumbé?[X] of FBMs for hetgro- Figure 18: Expected numbéf[X] of FBMs for hetero-
geneous sender-receiver delaysc (0,2c),d; ; = ¢, in- . i ! .
terval sizeT — 10c. ) — 10 ’ geneous inter-receiver delayg; € (0,2d), interval size
= 6Aa= 0 T = 10¢, \ = 10.

R of receivers on the density of the timer settings, and,.,
therefore on suppression, is higher than the difference in”

the delays. From this section we can conclude that feedback sup-

pression byexponentially distributed timersis:

Heter ogeneous delays between receivers .
e not sensitive to loss of feedback messages.

Let us now consider a homogeneous sender-receiver de- .

lay, d; = c, but heterogeneous delays, between re-  * not sensitive tq heterogeneous delays between
ceivers, withd;; € [0,2c]. Therefore, the request for ~ Senderand receiver.

feedback is received at all receivers at the same time ang
all receivers set a timer in the interyal 7).

This is, for instance, the case for a forward channel
via a satellite, where receivers are additionally connectéitgtead, these cases contribute to feedback suppression
among each other and to the sender via a terrestrial mdith probabilistic exponential timers and so lead to even
ticast feedback channel. The request for feedback is seatter suppression performance.
via the satellite (homogeneods = c¢) while the delay
d; ; between receivers via the terrestrial multicast feeg- .
bajck channel is heterogeneous. % COﬂ'[I‘O”Iﬂg the Feedback Band-

Figure 18 shows that for all values &, suppression width
benefits from heterogeneous delays between receivers.

The reason is that not only does the minimal timer FBI&iven limited network resources, the bandwidth available
perform suppression, but FBMs triggered by other smdtir feedback is limited. With the feedback mechanism
timers also perform suppression. For example, the FBfbm section 2, the feedback bandwidth is determined by
due to the2nd smallest timer may suppress the feedbatke amount of feedback returned in the time between two
sending of the3rd smallest timer. Heterogeneous delaysuccessive feedback rounds. For a fixed FBM siz& of
between receivers therefore result in the suppressionbgtes, the amount of feedback is given By X, where
FBMs that would have been sent in the homogeneoisis the number of FBMs returned. Therefore, control

not sensitive to heterogeneous delays between re-
ceivers.
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)\0 minimizing E[X]

10,...,10° receivers.

20
- T=28 | [[T=2c|T=5][T=10c]| T =20c|
M 1= a|| 1.0383 | 1.0740 | 1.1000 | 1.185
T=20@ B b || -0.4214| 0.4651| 0.7326 | 0.8563
a0l - Table 1: Polynomial fitting oA/ to \,.
5- - 1 Table 1 shows the fitted parameterandb for differ-
) / ent interval size§" = 2¢, 5¢, 10¢, 20c. The value ofz is
stable betwee.0383 < a < 1.185, while b deviates for

goo . 162 164 0 a small interval sizd" = 2c¢ from the other values df.
number of receivers R Such small interval sizes do not allow for good suppres-
sion for most of the numbers of receivers used in the fit-
Figure 19: The\, minimizing the numbef[X] of FBMs ting process —with, b for T = 2cin case ofl0° receivers
dependent ot. already62.3 FBMs are expected. Therefore, the deviation
for small interval sizes is ignored and the parameters are

o . . chosen ag = 1.1 andb = 0.8. The adjustment ok, is
over the feedback bandwidth is provided, if the numbeggap, given by:

of FBMs of all receivers can be adjusted.

In the following we consider desired number N of
feedback messages and show how the parametardT
can be tuned to obtain, on averagéfeedback messagesGiven ),, the tradeoff between the expected number of
with low feedback latency. To keep the sender implemeRBMs Eq. (16) and the feedback latency Eq. (17) is deter-
tation simple, we give closed-form expressionsXand mined solely by the interval siZE. For increasing’, the
T. expected numbeE[X] of FBMs is decreases and the ex-

First, assume that the numh&rof receivers is known. pected feedback latency due to timers increases linearly.
For how to estimate the number of receivers see [5, ch. Bherefore, T" is chosen as the smallest value for which
In section 2.3 it is shown tha[X] is a convex function E[X] = N, whereN is the desired number of FBMs for
with a minimum at), that is nearly independent @f. R receivers. The expected number of FBMs can be ap-
This allows us to determine.s, for optimal suppression proximated, since a large numbgBrof receivers makes
- dependent only on the number of receivefs:— A,. the following term converge to for 7' > ¢:

Figure 19 shows thg, obtained for a given interval size,
T, by minimization of E[X] based on a golden section . 1—e M \" _
search and parabolic interpolation [14]. This is one way to Rh—n;loo < 1—e 2 > =0
adjust), to the number of receivers. Another possibility
is to approximate\, by a closed-form expression. Thus, E[X] is approximated by:
¢ From figure 19 we observe thaf depends almost lin-

Ao = 1.1-log,(R) + 0.8 (18)

early onlog, (R). We further observe that the dependency B(X) ~ ReA% —1 ey (19)
of )\, on the interval siz€" is minor. Taking this observa- er —1

tions into accounty, is approximated by, for a given If more FBMs are desired than there are receivéfsX
R:

, R), the interval size is set t& = 0 and every receiver

Ao ~ a-log,(R) +b sends feedback immediately. If suppression is needed
Parameters andb are found by numerically fitting the (N < R), A, is used and’ set such that the minimum
polynomial\! (z) = a -z + bto \,(z) fore® = R = of E[X] equals the desired numbée¥], of FBMs. By
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Adjusting A, T: N desired and E[X] obtained Adjusting A, T: E[M] for N FBMs desired

25
10%
2r /////.(
--- N=3 o
--- N=10 -
—— N=100 215 :
< £ |
Wi N T T T T T T T S e = !
S
1] i /<</7<///‘><//_>/
e B S 0.5r ‘ |
0 | r/
10 i ‘ 0 |
10 o L 10° 10° 10° 10* 10°
number of receivers R number of receivers R

Figure 20: Error in adjustment of parametarand7’ to Figure 21: Feedback latency for the adjustment of pa-

a desired mean number of FBM& = 3, 10, 100. rameters\ and 7T to a desired mean number of FBMs
N = 3,10,100.
solving Eq. (19) forT" we obtain the expression for the
adjustment of the interval siZg: desired mean numbe¥ of FBM. ParameteA is chosen
such that the number of feedback messages is minimized
0 N>R for a given number of receivers. Paraméiers chosen
such that the desired numh®rof FBMs equals this min-
Ao - C imum. Due to the tradeoff between number of FBMs and
T= log, (N + Rﬁ) —log, (1 + Rﬁ) feedback latency this adjustment yields low feedback la-
tency.
\ N<R Throughout this section we assumed that the number,

(20) R, ofreceiversis either known exactly, or that there exists

The error incurred by the approximation via Egs. (18) arfl estimateR for the number of receivers. In the follow-

(20) is evaluated in the following. Figure 20 shows thig we investigate the robustness of the parameter adjust-

expected numbeE[X] of FBMs for N' = 3,10, 100 de- mMent in case of an error in the receiver estimate.

sired FBMs. We observe that the desired numNeof

FBMs is approached very fast. The discontinuity in th@rroneous Receiver Estimate

curves comes from the fact that fof > R all receivers

send immediately feedback. It can be observed that thire number of receivers might change, or the estimate of

adjustment o andT" in the given fashion works well for the number of receivers might be erroneous. We examine

widely differing V. the danger of feedback implosion if the actual numRBer
The corresponding feedback latency shown in figure 2 receivers is different from the estimafe Parameters

is low and does not vary significantly with the numbek andT are adjusted via Egs. (18) and (20) f§r= 10

of receivers. Even in the case whe¥e= 3 FBMs are desired feedback messages and for estimates of the num-

desired fromR = 10° receivers 999, 997 suppressions) ber of receiversk = 102,103, 10*. From figure 22 we

on average, the first FBM is delayed only f, which observe that the parameter adjustment results in the de-

corresponds to one round trip time. sired number of FBMs obtained just at the end of the flat
We gave closed-form expressions in Egs. (18) and (289gment o[ X], right before the expected numhgfX]

for the adjustment of parameteksand T' to achieve a of FBMs starts slowly to increase when the actual num-
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E[X] with A, T adjusted to estimate R , N=10 ery multicast sender, even if the senders belong to

10° X : ; the same group. Receivers that multicast feedback
R are senders and the state in the network is therefore
10", E proportional to the number of receivers.
108l R ] e Feedback suppression is possible for satellite net-
< : i works, using a terrestrial unicast feedback channel.
3 .
10% 5 ot ! Feedback suppression requires receivers to be aware of
: B st feedback sent by other receivers.
10% B S . For unicast feedback, the missing multicast feedback
channel isemulated. On the receipt of the first unicast
107 - - . feedba(?k message, the sender multicasts information to
10 10 10 10 all receivers to indicate that the feedback round is closed.

number of receivers R . . .
On the reception of this message, receivers suppress feed-

back for this round.
For a multicast feedback channel, a natural robustness
against FBM loss exists that assures feedback suppres-

ber of receivers is higher than the estimateFirst, at this Sion, see section 4, since multiple FBMs are sent, each
point the feedback latency is low, compare figure 10 af Which is able to suppress other feedback sending. To
figure 11. Second, we observe that the parameter adjbaghieve a similar robustness to FBM loss for unicast feed-
ment is robust against a poor receiver estimate. If the ré&ack, the sender must indicate to the receivers the end of
number of receivers is one order of magnitude higher thﬁ?ﬁ feedback round several times. Several possibilities ex-
estimated, the number of FBMs only doubles or triples. i$t:
the real number of receivers is one order of magnitude
lower than estimated, the number of FBMs stays roughly
constant. e The sender indicates several times, using the forward
To assure that feedback implosion is avoided, we pro- multicast channel, the end of feedback round
pose to adjust the parameterand7 using a worst case
receiver estimaté? ., > R. If the receiver group is
known to be stableR,,.. can be chosen close 8 to
decrease feedback latency.

Figure 22: Impact of a wrong receiver estimdte

e The sender forwards every FBM received.

e The sender starts a new feedback rodind 1. Re-
ceivers that have pending feedback for rouhd<
I + 1, then suppress this feedback.

The advantages of unicast feedback are offset by a
. larger feedback delay. This larger feedback delay, in turn,
6 Unicast Feedback must be taken into account, when determining timer in-
) ] ] ] tervals. The round trip of the feedback via the sender re-
Feedback suppression as introduced in section 2 reqUigfs in a delayl; ; between two receiverisand that is

a multicast feedback channel fevery receiver. In this given by the sum of the symmetric delaysandd; to the
section we show how the same mechanism can be m%@ﬁder: /

to work in the presence of unicast feedback channels from di:=d; +d;
the receivers back to the sender. _ ! !
Unicast feedback has several advantages: For unicast feedback and homogeneous delays d; =

¢, the distancel; ; between receivers becomes; = 2c,
¢ The state in the routers is reduced for multicast routs opposed to the case of multicast feedback, whgre=
ing algorithms, such as DVMRP [15], that keep state The interval sizd” adjusted with Eq. (20) in proportion
not per multicast group but per multicast sender. o the distance between receivers; therefBralso dou-
such a case a separate multicast tree is built for dles. Since the feedback latency (Eq. (17)) is proportional
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to T, it will also double. The expected numhEfX] of SRM [3] exploits heterogeneous delays for a determin-
FBMs in Eq. (16) will not change, since it is determinedstic suppression, but needs a delay estimatdo the

by the ratio of the distance between receivers and the 8ender. This involves at least one packet sending from
terval size: ¢/T for the case of multicast feedback an@évery receivei, resulting for large groups a® receivers
2¢/2T = ¢/T for unicast feedback. As a consequenc# a high amount of control traffic proportional #. The

the results from previous sections hold also for the caseagtimal deterministic timers setting of Grossglauser [26]
unicast feedback, except that the expected feedback dedagures only one NAK. However, the scheme requires the

E[M] due to timers will double. knowledge of the delay and network support for the timer
setting.
. . Our mechanism does not suffer from any of these draw-
7 Discussion and Related Work backs, since itis a pure end-to-end mechanism. It does not

i rely on a full table of delay estimates to all receivers and
Am!“ar has defined the feedpack problem as response ?t%l'complexity is independent of the number of receivers.
lection via se\(eral C‘?St functions [16]. Most r.esearch 9Pdoes not need any network support except for data deliv-
the feedback implosion problem has been driven by reg’ry and it does not need topological information. It can be

able multicast feedback. employed in any kind of multicast capable network, also

Two major c_lasses of feedba_ck me_chanisms e.xist At etworks where the feedback channel is only unicast.
provide a solution to théeedback implosion problem: Another end-to-end solution based on probabilistic

e Hierarchical approaches[17, 18, 19, 20, 21]: Are an feedback with exponential steps is the probing method of
inherent solution to théeedback implosion problem Bolot [6] that proceeds in discrete rounds. Using discrete
and ensure a limited number of FBMs by accumulaeunds leads to very good performance for suppression
tion/filtering in subgroups. but incurs a higher feedback latency than our scheme that

e Approaches based on MAC protocols [22, 23, 3, 4]: uses a single round.
The feedback problem in multicast communication
is related to the problem of Medium Access Contr@ Conclusions
[24]: The multicast channel constitutes the shared
medium and messages sent on the multicast chanwel investigated probabilistic feedback for multicast
are seen by every connected group member. A tgroups of up tal0® receivers by analysis and simulation.
ken mechanism as in token ring is proposed in [2Z)ur main results are:
and random timers with exponential back-off as in

CSMA/CD [25] are used in XTP [23] or the SRM Exponentially distributed timer settings lead to a
protocol [3, 4]. lower feedback latency and better feedback suppres-

) ) ) sion than existing schemes based on uniform dis-
Both classes of solutions are not without disadvantages:  triputed timer settings.

Hierarchical approaches require the setup of the hierar-

chy of subgroups and can not be employed in a scenarice Probabilistic feedback with exponential timers is
like satellite distribution with unicast backward channels. ~scalable with the number of receivers and avoids
Approaches based on MAC protocols suffer from scala- feedback implosion while assuring moderate feed-
bility problems. Tokens lead to high feedback latencies back latency.

and random timers in [3, 4] are based on a uniform distrj;

buti Th vsis in [2 lticast feedb ased on these results we proposed a new timer-based
ution. 1he analysis in 2] compares multicast 1eetbagk, yack scheme that requires very little state, does not
with random uniform timers to unicast feedback with r

) Sheed any network support other than data delivery, and
spect to the cost in terms of number of control packets pg&apts to the number of receivers:
link. The authors conclude that unicast control packets ’
outperform multicast control packets for a small number e It avoids feedback implosion and assures low feed-

of receivers. back latency.
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