Public Safety Networks

ABSTRACT

Disaster can be defined as the onset of an extesewt causing profound damage or loss as percbiyved
the afflicted people. The networks built in ordedietect and handle these events are called Podlaty
Networks (PSNs). These networks have the fundarmewla of providing communication and
coordination for emergency operations. Many of freblems of the PSN field come from the
heterogeneity of systems and agencies involvetianctisis site and from their mobility at the disas
site.

The main aim of this book chapter is to provider@ad view of the PSN field, presenting the différen
emergency management phases, PSNs requiremeritsolegies and some of the future research
directions for this field.

1 INTRODUCTION

Public Safety Networks (PSNs) are networks estadtidy the authorities to either warn and prefaee t
population for an eminent catastrophe, or as supaning the crisis and normalization phases. The
characteristics and requirements of these netwog§svary considerably depending on their purposk an
placement. They are always mission critical; oneplayed, PSNs have to be reliable since lives may
depend on them. As an example, reports from Sdqgemilth point out that communications failures
contributed directly to the loss of at least 30@-fighters and prevented a good management of the
rescue efforts which contributed to the loss of ynather lives, (9/11 Commission, 2004), (McKinsey
Co, 2002). Moreover, communication failures weme of the obstacles in the co-ordination of theues
resources in the 1995 Kobe earthquake (Lorin, Urigelling & Ytterborn, 1996). These failures furthe
prevented outsiders from receiving timely inforroatiabout the severity of the damages. The
communication breakdowns delayed the relief effaftsich could have prevented the loss of numerous
human lives.

Reliability of equipments and protocols is a sesionatter for any type of network, but it is evenreno
important on the context of PSNs. Maintaining comroation capabilities in a disaster scenario is a
crucial factor for avoiding preventable loss okbvand damages to property (Townsend & Moss, 2005).
During a catastrophe such as an earthquake, poutag® or flooding, the main wireless network
structure can be severely affected and “histogicatiajor disasters are the most intense generafors
telecommunications traffic” (Townsend & Moss, 200Bjhe public communication networks, even when
available, may fail not only because of physicaindges, but also as a result of traffic overload.
Therefore, the regular public networks alone aterohot sufficient to allow rescue and relief opierss
(Townsend & Moss, 2005).

However, equipment failures and lack of connegtivdre not the only problems faced by PSNs.
Traditionally, PSNs have been owned and operatdddiyidual agencies, such as law enforcement| civi



defense and firefighters. Even further, they mdpiog and obey to commands related to federal, state
municipal governments. All these different PSNe aften not interoperable, which may represent a
problem in the case of a catastrophe (Balachan&adtka, Chu, Doumi, & Kang, 2006). During the last
few years some initiatives, such as MESA, havalttee solve the problem of interconnectivity among
different agencies.

The main objective of this book chapter is to diwdhe reader a broad view of Public Safety Network
and to highlight some of the next challenges aséaech issues on this field. The rest of this avaist
organized as follows: Sections 2 and 3 introduspeetively the disaster management phases and the
most important factors for Public Safety Networkseimergency situations. After that, on Section &, w
present some of the most important tools, projactd initiatives on the field of PSNs. Section 5
describes some of the most challenging aspectseobigoing research on PSNs, and finally, Section 6
presents some final considerations about the field.

2 EMERGENCY MANAGEMENT PHASES

Disasters can be of different types: natural désastas hurricanes, floods, drought, earthquakes an
epidemics, or man-made disasters, as industrial raraflear accidents, maritime accidents, terrorist
attacks. In both cases, human lives are in dangkthee telecommunication infrastructures are ngéon
operational or seriously affected.

Disaster management involves three main phases:

1. Preparednessiust be to some extent envisaged:

- PSN must be operational when some disaster occurs.
- To observe the Earth, to detect hazards at an stadye.

2. Cirisis from break-out (decision to respond) to immedaisaster aftermath, when lives can still
be saved. Crisis is understood as the societylsons® to an imminent disaster; it must be
distinguished from the disaster itself.

3. Return to normal situatiomust be envisaged with provisory networks.

Figure 1 represents the three main phases of ateéismanagement in a temporal scale underlining eac
different state.

CONFIRMATION
EVIDENCE OF|OF THE HAZARD FIRST CRISIS
A HAZARD CRISIS 36 HOURS END

v ! v v

- oy

IDLE READY  MASS ALERT CRISIS — time
HANDLING

-k CRISIS P

Figure 1: Successive phases of an emergency situati
In this way it is possible to represent all theg#sin a state diagram as shown in Figure 2.
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Figure 2: Emergency state diagram

2.1 Preparedness

The first phase called preparedness involves mmss@ccomplished in normal situation. They are
basically of three kinds:

1. ObservationThe observation system has two main functions:

- Detection of hazards. Satellite can play a rolthé&d respect by means of observation
and scientific satellites. A typical case when litde can detect hazards prior to any
other means is meteorological hazards.

- Location of the source of hazards. Satellite is aays the best means to provide the
geographical coordinates of any object thanks t8/GRBlileo/Glonass constellations.
The idea is to have terrestrial sensors coupleld aviEPS/Galileo/Glonass sensor.

2. Maintenance of the systerAn emergency system must be ready to start atiarey To that end,
it must be tested at regular time intervals in gtiees from end to end.
3. Educationof professionals and citizens.

2.1.1 Detection of a hazard
In terms of networks, detection may be consideredha essential function offaeder linkor uplink
Detection of a hazard may be done by several means:
- Emergency call: this is the case where a citizeralbng a dedicated emergency call centre
e.g. dialing 112 in Europe to witness of the breakof a hazard.
- Systematic watch by professionals e.g. helicopfigiag over forests in summertime to
detect fires.
- Sensors involved in a complex network with machovachine connections. Sensors are
useful in places where human being can not go ¢anckactor) or actually rarely goes (water
level sensor upward a river to detect inundations).

2.2 Crisis

In a situation of crisis the involved parties candiassified in the following way, taking also irgocount
the degree of mobility they need:
- Local Authority (ies) (LA) fixed the person (or group of persons) in the adminisis
hierarchy competent to launch a warning to the fagjmn and to the Intervention Teams ;
- Citizens (Cs)either mobile or fixednon professional people involved in the crisis.
- Intervention Teams (ITs)mobile professionals (civil servants or militaries) ihacge of
rescuing Citizens in danger, preventing hazardnsid® or any time critical mission just
after the break out of the crisis; in charge ofr@aimjured people once the crisis is over.




- Risk Management Centre (RMCjixed group of experts and managers in charge of
supervising operations. The Risk Management Cembr&s in close cooperation with Local
Authorities.

- Health Centers (HCYixed infrastructure (e.g. hospital) dedicated to agiiimjured citizen
and backing intervention teams as for this aspietttedr mission.

2.3 Warning

It is important to manage properly this criticalagk as it is the moment where a quick respondeeis t
most efficient in terms of lives and goods saveldis Tneans advertising professionals of the incoming
hazard.

Warning makes sense if and only if there is a déletyveen the very break out of the hazard and the
damages it could cause which leaves time to pdomscape. Warning to the population is always Loca
Authorities’ responsibility since they are the oplye who can clearly appreciate the danger depgrafin
local circumstances. Deciding that the situationriical may be taken at governmental, nationaéle
This is the case for examples for earthquaked iBuabpean countries.

2.3.1 Crisis handling

Coordination of Intervention Teams begins whendtigis breaks out. The Local Authorities alert them
just before the population and then transfer theesdsion to the Risk Management Centre. Later on,
Intervention Teams still receive instructions fraheir Local Authorities, from the Risk Management
Centre and from the Health Centre. In generalylntions are transmitted through a back-up network
made up by a satellite terminal which links theadter area to terrestrial backbanes

It is worth to create a “cell” surrounding the digt terminal within which Intervention Teams
communicate by terrestrial mobile radio means. Thisalled an EDECC (Easily Deployable Emergency
Communications Cell). It is a very flexible solutibased on radio mobile communication. In an EDECC,
it is possible for example recreate a GSM commuiuinacell by means of a mini Base Transceiver
Station linked to a Mobile Switch Centre of any gter. Other technologies are possible too (e.g. Wi
Fi).

Intervention Teams return information to Local awities, to the Risk Management Centre, to Health
Centers about the situation and request for hefgyTuse one and the same network for receiving
instructions and returning feedback.

2.4 Return to normal situation

At that point, the crisis is over and the situati@s come back to a stable point. The ordinary ordsv
are down and it is necessary to set up a netwdektalwork on a regular basis.
The main functions of the network are the following

- Coordinating intervention teams and returning feettb from the field which is still

necessary at that point.

- As far as possible enabling the same servicesfasshthe crisis and offering public access.
The architecture may be the same as the one alitibeve with a satellite link but the network shibloé
more stable and powerful.



3 IMPORTANT FACTORS FOR PUBLIC SAFETY NETWORKS IN
EMERGENCY SITUATIONS

A flexible Public Safety Communication infrastrutuhas some specific requirements that need to be
considered within the context of emergency respa@tsmarios (Dilmaghani, & Rao, 2006). They are
summarized in the following.

Disaster categories:

Disasters differ from each other depending on tke#@le, which is crucial to consider in designimg a
appropriate response/recovery system. This can dimed by the degree of urbanization or the
geographic spread. Degree of urbanization is usdailermined by the number of people in the affixcte
area, which is very important in disaster handéisghe impact of the event changes based on thearum
of people involved and the breadth of spatial disip@, both of which impact response and recovery
from disasters.

Another key factor, which makes a big differencethie response and recovery stage, is whether the
disasters have been predicted or not. Clearly, sudatural or man-made disasters do not give serfitic
warning time. Other disasters may give a longetetwindow to warn people and take appropriate
actions. Thus, if there is advance notificatiorisipotentially possible to set up a better commatidn
infrastructure and possibly even have a backumtaoly in place before the disaster occurs.

Specific technology reguirements:

Sometimes depending on the nature of disastere the more specific communication needs. For
example, telemedicine communication may requireradtive real-time communication. Transferring
data, audio and video require special bandwidtluireqpents and high network security. The service
needs to be reliable and continuous and work witterodifferent first responder organizations’ desidf
necessary. Users may have different devices suldptps, palms, or cell phones which may work with
different network technologies such as WLAN, WIMAXYWAN, Satellite, or wired networks.
Additionally a communication network needs to bsilgaconfigurable and quickly deployable at low
cost.

M obility, reliability and scalability:

In order to help emergency personnel to concentmatthe tasks, emergency network should be mobile,
deployed easily and fast with little human mainte®a Therefore devices must be capable of
automatically organizing into a network. Proceduiggolved in self-organization include device
discovery, connection establishment, schedulindres$ allocation, routing, and topology management.
The reason for reliability is twofold. First, in engency situations each rescue worker must nefter
isolated from the command center nor from othemteaembers. Second, mobility is likely to occur
frequently in an emergency network. Thus, abildyadapt to network dynamics and harsh situations
plays a major role in the design.

Scalability refers to the ability of a system tgpart large number of parameters without impactime
performance. These parameters include number oéshadaffic load and mobility aspects. Limited
processing and storage capacities of some of the davices are also a concern.

I nter oper ability and inter dependency:

Communication technology provides the tool to selatia; however when information is sent over
different channels or systems, interoperability may necessarily have been provided. First resgonde
should be equipped with devices capable of usirifigrdint technology by choosing the appropriate
interface card and still working together to formmesh network and communicate data. Therefore,
regardless of what technology each individual migée, they are uniformly connected to the relaying
mesh nodes and able to exchange data.




Another factor which needs to be considered in design of future communication technology is
minimizing possible interdependencies in a systéhis helps to design a more robust system which is
resilient to failures in sub-components of the ayst

M ultimedia br oadband services:

Communications for the benefit of local rescueratiamal authorities or international assistance are
mainly to coordinate efforts of field teams and mect teams to remote decision-making centers. In
particular, to retrieve monitoring data from theaditer site and to distribute data to local teamerote
expertise centers are important requirements foeraargency communication system. Thus, providing
broadband communication capacity during emergencyrisis times is becoming more and more
necessary. Concerning services, users’ basic maints are voice and data communications with short
and long range capabilities, but users require mslbimedia communications with large volume ofedat
able to provide the logistics of the situation, imatldata, digital map, blueprints or intelligerdaga.

Knowledge and training:

An important factor to be considered as addressehei lack of knowledge on exact capabilities &f th
new technology being deployed and lack of trainifige new technology needs to be installed and fully
tested in drills and preparation exercises wellotefit is used in an actual disaster. It is alsoyve
important to consider who will be the users of tieishnology and what level of knowledge and teddinic
background they have. We would like to design fatemergency communication tools and public
awareness systems to be user friendly with mintraating requirements, yet also secure.

Information sharing and data dissemination:

In some disaster scenarios when people have inmgortformation, they may share this information wit
the first responders if they feel safe to do sat didy privacy is a factor that needs to be considéut
also mechanisms to verify the accuracy of the mfiron provided.

Warnings and alerts:

Warning messages should be provided with the cerdidn that some people may disregard the
warnings, therefore even the well-designed warsygjem must consider human error or resistance.
People may not evacuate to safe areas even if askettlered to do so for different reasons such as
family, belongings, and pets, or they may not ttbstaccuracy or source of the warning. They may no
take the warning serious if they hear different sages from different sources, or if the sourcehef t
warning has not proven to be accurate or reliabléehe past. The warning should provide a clear
explanation of the nature of the disaster and apjat® actions to be taken.

4 TERRESTRIAL AND SATELLITE PUBLIC SAFETY SYSTEMS FOR
EMERGENCY COMMUNICATIONS: STATE OF THE ART

4.1 Terrestrial-based solutions

When faced with a situation of a disaster, resoueck often rely on very simple communication gyste
as analogue and digital radio systems describezhfter.

4.1.1 HF, VHF, UHF equipments

In times of crisis and natural disasters, Amateadia is often used as a means of emergency
communication when wired communication networks$lutar wireless networks and other conventional
means of communications fail.



High Frequency (HF) designates a range of electyoeiic waves whose frequency is between 3 MHz
and 30 MHz. Very High Frequency (VHF) designatearage of electromagnetic waves whose frequency
is between 30 MHz and 300 MHz. Ultra High Freque(idi#F) designates a range of electromagnetic
waves whose frequency is between 300 MHz and 3.9. @Hs the actual most common tool used for
communications by rescue teams because UHF is e@sy to use and widely deployed in most of
countries. Different rescue organizations can bheesame frequency and so can communicate with each
another (firemen, police officers). This solutianquite limited because the basic services provimed
HF, VHF and UHF communication devices are voice.

41.2 PMR

The Professional Mobile Radio (PMR) is a commurndcatsystem, which is composed of portable,
mobile, base stations and some console radiosaitemna must be mounted in height. The coverage can
vary significantly (between 3 and 7 km for pointpint, up to 50 km for an extend networks). TheFPM
system is actually used by police centers andbfiilgades. It is easy to use and to deploy. Mangues
teams are now familiar with these equipments ithalkinds of crises.

Some standards have been developed for specifye wsal the Trans European Trunked Radio (TETRA)
(TETRA, 2009) is the most developed. Several maufars propose different terminals for the
communications, but all these equipments offerraterability. The user can choose the manufacturer
and the product he prefers.

41.2.1 TETRA

It is an open digital standard defined by the EsespTelecommunications Standard Institute (ETS1g T
purpose of TETRA is to cover the different needsradlitional user organizations such as publictgafe
transportation, military and government.

TETRA is based on a suite of standards that arstantly evolving. It can support the transportatdn
voice and data in different ways. It is able torape in direct mode (DMO) by building local radiets
and in standard mode (TMO). TETRA can thus be asedalkie-talkie (DMO) or as cell phones (TMO).
Another mode, called “Gateway” allows TETRA terni;d@o use a gateway in order to extend the
coverage zone.

The different network elements of a typical TETR&tecture makes it fully operational with other
infrastructures (PSTN, ISDN and/or PABX, GSM, ettETRA provides excellent voice quality through
individual calls (one-to-one) but also through graommunication. This technology can be utilized fo
emergency calls and ensure secure encrypted coroatioms. The Release 2 of TETRA improves the
range of the TMO (up to 83 km), introduces new gaiodecs and speeds up the transmission of data up
to 500 kbps.

Thus, the high coverage provided by TETRA, the €aditset-up (less than 1 s), both direct and gayew
modes make of TETRA an interesting communicatichnelogy.

4.2 Satellite-based solutions

International rescue forces have nowadays started and more to use satellite communications. Adfter
disaster, even if the terrestrial network is cortglle out of order, it remains always possible to
communicate using the satellite network.
Satellite communications are highdurvivable independentf terrestrial infrastructure, able to provide
the load sharing amslirge capacity solutiofor larger sites, best for redundancy: they adlyar ofpath
diversityandlink availability.
Thus, the benefits of using satellite in emergetmymunications are:
- Ubiquitous Coveragea group of satellites can cover virtually theirenEarth’s surface.
- Instant Infrastructuresatellite services can be offered in area whaeret is no terrestrial
infrastructure and the costs of deploying a fibemicrowave network are prohibitive. It can also
support services in areas where exiting infrastimgcis outdated, insufficient or damaged.




- Independent of Terrestrial Infrastructuisatellite service can provide additional bandiwvitt
divert traffic from congested areas, provide owerflduring peak usage periods, and provide
redundancy in the case of terrestrial network cegag

- Temporary Network Solutiongor applications such as news gathering, homekewrity, or
military activities, satellite can often provideetlonly practical, short-term solution for getting
necessary information in and out.

- Rapid Provisioning of Servicesince satellite solutions can be set up quickhmmunications
networks and new services can be quickly recovanedreconfigured. In addition, it is possible
to expand services electronically without traditibterrestrial networks, achieving a high level of
communications rapidly without high budget expemais.

In times of disaster recovery, solutions providéa satellite are more reliable than communications
utilizing land-based connections.

4.2.1 Fixed satellite services

Fixed Satellite Service (FSS) has traditionallyeregd to a satellite service that uses terreggrahinals
communicating with satellites in geosynchronousitofdew technologies allow FSS to communicate
with mobile platforms.

4.2.1.1 Satellite VSAT network

A satellite Very Small Aperture Terminal (VSAT) meirk consists of a pre-positioned, fixed, or
transportable VSAT that connects to a hub statoprbvide broadband communications to hospitals,
command posts, emergency field operations and asites. Very small aperture terminal refers to $mal
earth stations, with antennas usually in the 1.2.4om range. Small aperture terminals under Odren
referred to Ultra Small Aperture Terminals (USAT3)here are also variants of VSATs that are
transportable which can be on-the-air within 30ut#ss and require no special tools or test equiprioent
installation. Remote FSS VSAT equipment requireancgard AC power for operation, but comes
equipped with lightweight, 1 and 2KW, highly efficit and self-contained power generator equipment fo
continuous operation, regardless of local poweialvidity.

Internet access and Internet applications (i.ePYare supported through the remote VSAT back tirou
the FSS provider teleport location which is conaddb the PSTN and/or the Internet. A typical VSAT
used by a first responder may have full two-way nemtivity up to several Mbps for any desired
combination of voice, data, video, and Interneviser capability. VSATs are also capable of supporti
higher bandwidth requirements of up to 4 Mbps outlaband up to 10 Mbps inbound.

4.2.2 Mobile Satellite services

Mobile Satellite Service (MSS) uses portable séefphones and terminals. MSS terminals may be
mounted on a ship, an airplane, truck, or an aubilsmoMSS terminals may even be carried by an
individual. The most promising applications aretable satellite telephones and broadband termthats
enable global service.

4.2.2.1 Satellite phones

Several manufacturers offer mobile phones providiiifierent coverage of the earth (IRIDIUM, 2009),
(GLOBALSTAR, 2009), (THURAYA, 2009). In general,tedlite phone is very user friendly; it looks
like GSM mobile phone with one telephone number and mini personal subscriber identity module
(SIM). Satellite phones are water, shock and desistant for rugged environment and offer voice and
data services with additional capabilities as dallwarding, two-way SMS, one touch dialling,
headset/hands-free capability. The major advanthgieis solution is the possibility to phone anywde
any time, using a satellite link and then the ndrnpuodblic terrestrial phone network.



4.2.2.2 BGAN system

Broadband Global Area Network (BGAN) from Inmar&GAN, 2009) operates in L-band and offers a
number of innovative services (3G like) in the areh mobile multimedia, video and audio multicagtin
and advanced broadcasting, with three land portabheinal types. Target users are professional imobi
users (on-ground, maritime, aeronautical) in anyise area worldwide, except Polar Regions. The
service is IP-based and allows data transfer spaeds 492 kbps, streaming up to 256 kbps. The high
levels of portability of BGAN terminals, as well d@se easiness of use, make BGAN attractive for
emergency services. It is also the first mobile cumications service to offer guaranteed data raes
demand.

It is relatively easy to plug a laptop on this guuént and to have an Internet access; this entidasse

of IP facilities like Visio conference or other fémne applications, with a correct quality thartksthe
guaranteed data rate.

Currently the solution yet is not very exploitedt ends to be developed. Its major advantage is the
guasi-total cover of planet thus same that therpmaes and oceans.

4.2.3 COTM solution

Communications On The Move (COTM) is the most ping solution for emergency communications.
FSS and MSS COTM solutions can provide fully moledata and voice services to vehicles on the
move up to 100 km/h (Figure 3). The comprehensiy® EOTM offering includes the terminal, teleport,
and satellite capacity to provide high performa@€TM IP connectivity.

Typical applications supported:

- Any vehicle can also serve as a mobile commandwlo¢ in-route and as a fixed command
access point for personnel upon arrival at thegmesed location when local Telco terrestrial
and wireless infrastructures are not available.

- A full 10 Mbps downlink channel is delivered via $$o the vehicle and 512 Kbps uplink
channel transmitted from the vehicle to the Inteuséng IP support for voice, video and data
simultaneously.

- Support for 802.11x wireless access allows vehléunction as wireless hot spot access
point for a First Responder convoy while in-routeaofixed hot spot for personnel upon
arrival.

& MSS Comm-on-the-Move Equipment _)

Figure 3: COTM equipments
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4.3 Hybrid satellite/terrestrial solutions

4.3.1 TRACKS

TRACKS (TRACKS, 2005) deals with the development tbé prototype of a van transportable
communication station (VSAT terminal, GSM Micro $ei, BSC and BTS, internet access) dedicated to
support pre-operational applications. It representgood candidate telecom solution in case ofs;risi
when terrestrial communication are damaged or ogestirafter a disaster.

TRACKS is deployed on the disaster area by locatue teams. A local command centre can be
deployed using the services provided by the varankbé to the satellite link, the teams are directly
connected to a global command centre, which colddicthe information (weather forecast, satellite
images) and coordinate the local actions.

Thanks to the Wi-Fi Equipments, the rescue teansittncan use the network developed by TRACKS
with the office tools: PC, PDA and laptop. The $e#® are not limited. Some applications like
videoconference, telemedicine, cartography carskd thanks the internet access provided by the van.

4.3.2 Emergesat

Emergesat (EMERGESAT, 2009) is a system develogetinales Alenia Space as an initiative funded
by the French government in response to needspbneling to humanitarian crises.

Emergesat is basically a container specially desigim its dimensions, weight and the composite
materials used in its construction, for transporthie luggage hold of any passenger line airchafias
rings for slinging under a helicopter, and is degit under the most extreme weather conditions and
totally autonomous in terms of power supply. Theib&ontainer incorporates its own communication
equipment, and can also be used to transport alesm@autonomous water purification plant or small
medical centre.

The core of the Emergesat communication systemsigtellite transceiver unit, providing for higheat
communication from any point on the globe. Its audtic dish antenna ensures that the system can be
placed in service immediately. A GSM transmissionSBconnected to the satellite system makes it
possible to set up a complete GSM network. A lcemge Wi-Fi network system provides for connection
with a large action perimeter.

A remote server collects all information requirgdtbe rear support bases. A software suite endbées
operational teams to keep themselves fully infornabdut the evolution of the crisis, treatment of
victims, civil engineering problems, etc. in reiahé. This system is fully open to all users. Thante in

the field can hook up using a conventional tool (POA, etc.), and obtain information and decision-
making aid services, including cartography, metemy languages and dialects, and also access
collaborative working tools such as videoconferemoessaging, application sharing.

4.4 Emergency alert systems

Emergency alert systems play an important role anyrcountries and have also evolved and received
considerable investment through time. For examgaify; in 2009 the budget requested to develop the ne
American EAS, the Integrated Public Alert and WagniSystem (IPAWS), was 37 million dollars,
(Congressional Budget Office, 2008). IPAWS develept is under the responsibility of the Federal
Emergency Management Agency, (FEMA, 2009). Whempiete it will permit the broadcast of
emergency messages not only through radio and T\also by e-mail, cell phones and other different
mediums. During a test pilot conducted in 2007 lab&ma, Louisiana, and Mississippi the system was
able to send alerts to 60,000 residential phondernnminutes and also with Spanish and Viethamese
translations, (FEMA, 2009).

The Japanese nationwide warning system, J-Aler§ laanched in February 2007. It uses satellite
wireless communication to issue a simultaneous warto all municipal governments and interested
agencies, (Kaneda, Kobayashi, Tajima, & Tosaki, 7200 J-Alert works with warn sirens and an
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emergency broadcast system. The system is aut@iatctivated and, from the time an emergency is
confirmed, it is able warn the population in |dsart 7 seconds.

Ratcom project, (RATCOM, 2009), depicted at Figdrés one of the next generation EAS dedicated to
detect and warn tsunamis on the Mediterranean\8kan Ratcom will become operational, sensors will
capture data and, if a real anomaly is detectedping messages will be distributed automaticallgrov
the endangered region. The Ratcom alert systerangpased of two main components: one ascendant
and one descendant. The ascendant component Bnsiisle for sensing the related data, filter false
positives and retransmitting the relevant collectédrmation to the coordination center. The desesn
component is responsible for spreading the infalonadf the imminent dangerous situation among the

authorities and population in general.
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Figure 4 - Ratcom project main architecture

4.5 Public Safety Network projects

Public Safety Networks have attracted much resdatehest on the last few years. This section will
present some research projects conducted on theofi@SNs.

The CHORIST project, (CHORIST, 2009), is fundediy European Commission, and addresses
Environmental Risk Management in relation to ndtbeezards and industrial accidents, (CHORIST,
2009). The backbone topology, depicted in Figyris Bomposed of Cluster Heads (CHs), Mesh Routers
(MRs) and Relay Nodes (RNs). All the nodes’ rolasstrbe defined dynamically and based only on local
information.
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------ End user connection
——— Backbone connection

Figure 5 — CHORIST network description and comptsien

The WIDENS project, (WIDENS, 2006), was a Europeanject that aimed to design and prototype a
next generation of interoperable wideband PublietgaNetworks. The project was concluded in 2006
and successfully proposed an easily deployablesisy$or PSNs. Many of the results of the WIDENS
project were incorporated in the MESA project.

MESA project, (MESA, 2009), is an international omyy project in partnership between the European
Telecommunications Standards Institute (ETSI) dnedTtelecommunications Industry Association (TIA)

to create a global specification for mobile broaubaublic safety and disaster response networks. Th
mobile broadband specifications produced by the MB®ject will touch the most different aspects and
technologies related to PSNs, from remote patienhitoring to broadband satellite constellations
interconnection, passing through mobile robotiad metwork reliability algorithms.

5 FUTURE RESEARCH DIRECTIONS

When a large scale disaster strikes, first respsndee sent to the site immediately. One of thenmai
needs of these teams is communication to effigiemitganize the first responders operations.
Unfortunately the disaster site may either not @més previous network infrastructure or this cdude
been damaged by the disaster itself. The commuaicanfrastructure needs to be reliable and
interoperable with the existing responder orgaionat devices in a distributed system. Additionalily
needs to be easily configurable and quickly dediey/at low cost. The system should be designed in a
modular fashion that is easily upgradeable withtdahnology evolvement without the need to replace
the entire system. This leads to an economic demoy solution which is affordable for different piab
and private agencies. Furthermore, it is desirdbleprovide redundancy for an effective network
management based on the trade-off between retiahilid cost.

Wireless Mesh Network (WMN) infrastructure well fild these application domain’s specific
requirements (Portmann, & Pirzada, 2008), but &ess its complete suitability to Public Safety and
disaster recovery applications, it is necessarmgdimde mobility support requirements to WMNSs.

5.1 MAC Layer Challenges

Public Safety Networks present many challengesrdags the Medium Access Control and Physical
(MAC/PHY) layers. Communication systems for thisdkof network must to be reliable and robust to
failures. A rupture on the MAC/PHY level will congmise the whole purpose of the network. This is
also true for any kind of network, but because timay be deployed in highly unstable environments, e

firewood site, robustness is especially importanthie context of PSNs. In this sense one of thet mos
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important research aspects for MAC/PHY layer rededor PSNs is to provide robust and reliable
protocols. On the other hand, past PSNs were wadramd access only, enough for voice communication
but not for multimedia applications. However, datgensive multimedia applications have the poténtia
to greatly improve the quality of the work and eifincy of first responders and relief efforts. For
example, being able to download the blue printa ofdustrial disaster site, on line and on demaad,
give to fire-fighters valuable hints of the bestywa proceed during their operations. Wideband sgce
with support for many different classes of QuatifyServices (QoS) will be, on the next few yearsyen
than desirable, will be mandatory for PSNs.

Nowadays we have many different wireless technekgn use, the integration and interoperability of
such technologies is another big challenge for PSNiewever, the challenge is bigger than only tgkin
care of the integration of the many technologidst necessarily the same technology is suitabkvéry
environment and every situation, seamless smattaisrior the lower layers adaptation would enahke
creation of better and more useful upper layeriagibns.

5.2 Network Layer Challenges

5.2.1 Topology Control

The deployment and the management of nodes for Whtidschallenging problems and they become
even more interesting when we consider them irctémtext of PSNs environment. Not only PSNs are, by
nature, life-critical but they also have strict uggments. Moreover, these requirements may vary
significantly for different disaster sites, (Huamtg, Nahrstedt, & Lee, 2008). For example, the lnem

of nodes, people served, mobility pattern and depént environment for a forest fire fight differ®in

the ones for an earthquake relief effort. Well defi and maintained network structure is a fundaahent
step to enable the creation of efficient higheetagigorithms (Rajaraman, 2005). In this senseltgyo
control becomes a fundamental step to enhancebdigland capacity for large-scale wireless ad hoc
networks (Santi, 2005).

The main concerns in the establishment of publietganetworks are rapid deployment and survivagilit
(Bao, & Lee, 2007). PSNs must be reliable and enduen when deployed through rough environments.
The network organization is a key factor to ensemdurance. In general, for small environments, the
deployment of plain mesh networks is the easiedtfastest way to set a network in the field. Howeve
this kind of structure is hardly scalable and apgeaie for use on large scale and reliable envirems
Structured networks, on the other hand, are mafalsie, but the price to pay for this is the cr@a@nd
maintenance of the structure.

Midkiff & Bostian (2002) present a two layer netwodeployment method to organize PSNs. Their
network consists of a hub, and possible many pergpgcific routers, to provide access to nodehken t
field. However, this work presents two charactarésthat would be interesting to avoid in the PSN
context. First, the hub represents a single pointfailure. If something happens to it, all the
communication would be down, even between nodeddrn$e field. It is important for PSNs to be as
resilient as possible. The second issue is longer@ommunications, all transmissions must passigfro
the hub, so the messages may transverse twicehble wetwork. Sarrafi, Firooz & Barjini (2006) also
present another interesting algorithm for topologptrol focusing, the power consumption optimatity
the network.

Camara & Bonnet (2009), consider the problem offecgiht deployment sites having different
requirements and present a technique to dynamiptatie topology to different requirements. The
technique is inspired in the economy laws of sumpiyg demand to dynamically organize the network.
The authors argue that these economic conceptpardectly map the main requirements of a topology
management algorithm (stability, load balancing andnection demand). The first law of supply and
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demand states that when demand is greater tharysygjres rise and when supply is greater than
demand, prices fall. These forces depend on houat ¢ine difference between supply and demand is. The
second law of supply and demand, then, stategtibagreater the difference between supply and déman
is, the greater are the forces on prices. The thikdstates that prices tend to the equilibriurmpaivhere
supply is equal to demand. These same conceptssarkto control the network behavior. Camara &
Bonnet defined a cost function to enable the nekwor self-organize and manage its topology and
admission control.

5.2.2 Mobility Management

PSNs may involve different equipments used by ckfie Public Safety agencies, which need to move
from the coverage of one mobile mesh router to ferotransparently and seamlessly, relaying on a
dynamic, easy to configure and scalable infrastinectit the disaster site. There is an urgent fereal
local mobility management scheme for PSNs to supjpeation and handoff management, as well as
interoperability between different heterogeneouslieuSafety organizations and terminals. Different
solutions try to support mobility management irfetiént layers of the TCP/IP protocol stack refeeenc
model. IP-based heterogeneous PSNs can greatlyfitbeh@ network layer solution, which provides
mobility-related features at IP layer without relgion or making assumption about the underlying
wireless access technologies.

Mobility management enables the serving networkt¢ate a mobile subscriber’s point of attachment
for delivering data packets (i.e., location managethand maintain a mobile subscriber’'s connecti®n

it continues to change its point of attachment.,(ilandover management). Mobile IPv6 (MIPv6)
(Johnson, Perkins, & Arkko, 2004) is one of the mapresentative efforts on the way toward next
generation all-IP mobile networks. MIPv6 is a walewn mature standard for IPv6 mobility support and
solves many problems seen in Mobile IPv4 (MIPv&riihs, 2002). However, despite the reputation of
this protocol, it has been slowly deployed in iegblementations over the past years, and doesppatza

to receive widespread acceptance in the markethé&umore, it has still revealed some problems ssch
handover latency, packet loss, and signaling oeeth€herefore, various MIPv6 enhancements such as
Hierarchical Mobile IPv6 (HMIPv6) (Soliman, Casteitia, EI Malki, & Bellier, 2005) and Fast
Handover for Mobile IPv6 (FMIPv6) (Koodli, 2005) vea been reported over the past years, mainly
focused on performance improvement in MIPv6. HoweWdPVv6 and its various enhancements are host-
based mobility management protocols which requiobita nodes (MNs) to be involved in the mobility
signaling messages and, therefore, they basicadjyire protocol stack modification of the MNs irder

to support them. In addition, the requirement fadification of MNs may cause increased complexity o
them.

Recently, a network-based mobility management puadtccalled Proxy Mobile 1Pv6 (PMIPv6)
(Gundavelli, Leung, Devarapalli, Chowdhury, & Pa#iD08) is being actively standardized by the IETF
NETLMM working group. It is starting to attract csiderable attention among the telecommunication
and Internet communities and we believe it hastgretentialities in the field of PSNs. With PMIPtite
serving network handles the mobility managemenbelmalf of the MN; thus, the MN is not required to
participate in any mobility-related signaling. Neguirement for modifications on Public Safety terats

is expected to accelerate the practical deployroé®MIPv6 for PSNs as any type of equipment from
rescue teams can be used. Moreover, as the sameimgprk at the disaster site controls the mobility
management on behalf of the Public Safety useestuihneling overhead as well as a significant numbe
of mobility-related signaling message exchanges wigeless links can be reduced. Moreover, the
handover latency is also massive reduced due tofatiethe terminals keep their IPv6 addresses
independently from their points of attachment t® deployed network, thus eliminating the procedofes
Duplicate Address Detection (DAD), which represemte of the most time-consuming phases during
handoff. Taking into account all these consideratjd®MIPv6 may become an important candidate for
mobility management in PSNs (lapichino, Bonnet, Rigl Herrero, Baudoin, & Buret, 2009).
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5.3  Application Layer Challenges

As already specified in the requirements of PSNig important to provide mobility support to rescu
teams ensuring connection always on during theivem@nts in the disaster field and, at the same, time
security and reliability, thus multihoming, to thgstem architecture at the crisis area. Althoughyntd
these requirements have been widely recognizeddime time, a complete and adequate solution is stil
missing. Most existing approaches are point-sahgtithat patch support for a subset of the required
improvements into the current Internet architectimg do not cleanly integrate with each other dod
not present a stable base for future evolution.aAsexample, Mobile IP (Perkins, 2002) (Johnson,
Perkins, & Arkko, 2004) provides some support fosthmobility, but still has major security flawsath
prevent its widespread deployment.

The main problem comes from the fact that the I&esk is used for describing the topological larati
of the host and, at the same time, to identifyitbst. Host Identity Protocol (HIP) (Moskowitz, Nikder,
Jokela, & Henderson, 2008) is a promising new bftsis secure mobile architecture for future PSNs
(lapichino, Bonnet, Del Rio Herrero, Baudoin, & Buyr2009). The cornerstone of HIP is the idea of
separating a host's identity from its present togial location in the Internet. HIP introduces asH
Identifier (HI) for each MN and a new layer betweabe network and the transport layer. In HIP, the
transport layer connections are bound to the Hdebtlty Tag (HIT), a 128-bit hash of the HI, not
anymore to the IP address. This simple idea previédsolid basis for mobility and multihoming featsir
(Nikander, Henderson, Vogt, & Arkko, 2008). HIPalacludes security as an inherent part of itsgtesi
because its host identities are cryptographic Kéwd can be used with many established security
algorithms and cryptographic identities are useenorypt all data traffic between two HIP hosts by
default.

6 CONCLUSION

This book chapter provided a broad view of the PSiblsl explaining the emergency management
phases, challenges and research directions retafe8Ns. Public Safety Networks play an importafd r

in every one of the emergency management phaseseaonduse lives may depend on them, PSNs are
mission critical. They are a growing research figlthich regards all the phases. This is due tdfdbe
that, not only there are still many open problehat heed to be solved, but also researchers aayslw
trying to find better ways to improve the availabifastructure at the disaster site to provideeiaand
better solutions to detect hazards, manage crisiseturn to the normal situation.
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