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Abstract—Performance and reliability of content access in and placement, with the goal of designing a lightweight,
mobile networks is conditioned by the number and location of djstributed mechanism. Our main contributions are as \iglo
content replicas deployed at the network nodes. In this workwe (i) we revisit traditional Location Theory and propose a

design a practical, distributed solution to content repli@ation that distributed hani . ired by | | h ..
is suitable for dynamic environments and achieves load bafeing. Istributed mechanism inspired by local search approxenat

Simulation results show that our mechanism, which usegocal ~algorithms (Sec. I). Our solution exploits a formulatiohao
measurements only, approximates well an optimal solution while multi-commaodity capacitated facility location problemdom-

being robust against network and demand dynamics. Also, our pyte a solution based on local measurements only (Sec. IIl);
scheme outperforms alternative approaches in terms of both (i) through an extensive simulation study, we show that
content access delay and access congestion. . . .

o . our scheme well approximates an optimal solution when

Index _Te”S_S—%O”tZ”tI repl;}canon, mobile networks, node poth network and content dynamics are considered (Secs. IV

cooperation, distributed algorithms. and V). Our mechanism achieves load balancing across the
network and scales well with the network size, making it

|. INTRODUCTION suitable for scenarios in which access congestion may appea

. . . . (iii) we compare our content replication scheme with ex-
AQADEMIC ar_1d |ndu§tr|al research in the network'r.]%ting mechanisms, and show under which conditions our
field is pursuing the idea that networks should provid

&pproach yields better performance (Sec. V).
access to contents, rather than to hosts. Recently, thishgea PP 4 P ( )

been extended to wireless networks as well, as witnessed by
the tremendous growth of services and applications offaved || NETWORK SCENARIO AND PROBLEM STATEMENT

users equipped with advanced mobile terminals. We first detail the system model we refer to. Then, we
The inexorable consequence of a steady increase in dferit the problem of replication typical of the wired Intet
traffic exerted by mobile devices fetching content from thgng we discuss the new challenges introduced by the dynamic
Internet is a drainage of network resources of mobile operggture of wireless networks.
tors. A promising approach to solve this problemcntent system model: We investigate a scenario including mobile
replication, i.e., to create copies of information content atgers (i.e., nodes), equipped with devices offering 3G/4G
user devices so as to exploit device-to-device communigatiinternet connectivity as well as device-to-device communi
for content delivery. This approach has been shown to Bgtion capabilities (e.g., IEEE 802.11). Although we do not
effective especially in wireless networks with medium#igconcern ourselves with the provision of Internet accessdin a
node density, wheraccess congestiois the main limiting poc wireless networks, we remark that broadband connggtivi
factor to the performance of content delivery (see, e.dfdfl  zjlows new content to be fetched and, possibly, updated.
a survey on the topic). _ We denote the set of mobile nodes Bywith V = |V|, and
In this paper, we consider a mobile network and explore thg consider that they may be interested in a set of informatio
concept of content replication in @operativeenvironment: jtems 7 (IZ| = I). Each itemi € Z, of size s(i), is tagged
nodes can fetch content from the Internet using a cellulgith a validity time and originally hosted on a server in the
network, store it, and possibly serve other users throughernet, which can be accessed through the broadbandsacces
device-to-device communication (e.g., IEEE 802.11) [2r O e hinted at. We define the content popularity level of the
scenario accommodates the possibility for content to @Xh"@eneric itemi, 7(i), as the fraction of nodes interested in
variegate popularity patterns, as well as to be updated upQith an item. Thus, we hawe < 7(i) < 1, with (i) = 1
expiration of a validity-time tag, so as to maintain COr&isly \yhen all nodes in the system are interested in content
with copies stored by servers in the Internet. We focus on aooperative environmenthere a nodg € V
The scenario we target introduces several problems relaighing to access the content first tries to retrieve it frdtreo
to content replication. Our endeavor is to build upon thgeyices. If its search fails, the node downloads a freshertnt
theoretic works that have flourished in the Location Theorr)épnca from the Internet server and temporarily storewit f
literature and address theint problemof content replication 5 period of timer;, termedstorage time For simplicity of
C.-A. La and P. Michiardi are with EURECOM, Sophia AntipolErance, pre§ent§t|on, we assumg = 7, ¥j € V. During the Storag.e.
e-mail: firstname.lastname@eurecom.fr. period, j serves the content to other nodes upon receiving
C. Casetti and C.-F. Chiasserini are with Dipartimento détEdbnica, a request for it and, possibly, downloads from the Internet
Politeqnico_di 'I"orino,_ Tori_n’o, Italy, e-malil: firsthamestaame@polito.it. server a fresh copy of the content if its validity time has
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nodes storing a copy of iterhat timet by R;(¢), and define so as to minimize some global cost function while satisfying
R(t) = UiezRi(t), with R = |R|. Also, we associate to eachthe facility capacity constraints. Note that, in our scémar
replica nodej a capacity value;, which, as we shall see later,both clients and facilities lay on the same network graph
relates to the capability of the node to serve content raquess = (V,£). The problem can be defined as follows:

A node, which is interested in a generic information ittm Definition 1: Given the setV of nodes with pair-wise
and does not store any copy of it, issues queries for sudistance functiond and the costf; of opening a facility at
an item at a rate\. Replica nodes, receiving a query forj € V, select a subset of nodes as faciliti&s C V, so as to
an information item they currently store, will reply with aminimize the joint costC(V, f) of opening the facilities and
message including the requested content. serving the demand while ensuring that each facijitgan

In the following we model the network topology at a giveronly serve at most; clients. LetC'(V, f) be:
time instant: through a grapl(t) = (V, £(t)), whose set of
vertices coincides with the set of nodgsand the set of edges COV A= > K@ +D dh,ma(i) (1)
E(t) represents the set of links existing between the network i€7 JER; i€Z hey
nodes at time.

Problem statement: Both content replication and cachin
have received significant attention in the literature, have

they differ sinc_e replication is an independent proce5$dimthe closest to 7, and the number;(i) of clients requesting
at creating copies of a content at the network nodes, reejmdlany contenti attached to facilityj € R:, i.e., u;(i) = |{h €
of whether they asked for it or not. Caching, instead, is a by; (i) = j}|, is such that> uf’(i) < C?

- ’ 1€Z I — 7"

duct of the content hani ly nodes s ™
product ot the content query mechanism as only nodes aNote that our problem formulation is more complex than
al one, where the intersection between the et

retrieved the content have the possibility to cache it [2], [ the tradition
W‘Scilities and clients is null. Indeed, since in our setsirany

Our claim, confirmed by simulation results presented in t
vertex of the grapld: can host a facility (i.e., be a replica node

where f;(i) is the cost to open a facility for commodity
gz', R; C V is the subset of nodes acting as facilities for
commodityi, my (i) € R; is the facility holding itemi that is

paper, is that, in the above context, content replicatido ise

preferred to caching. Indeed, given that the storage ctypa%r an item) or be a client (i.e., request an item that does not

at the nodes_can be consujergd as unI|m|te_d and the COmceur}trently own), a vertex can assume both roles. Moreover, in
request rate is known, replication can effectively addtbss

. . he location theory literature, two copies of the same ifgcil
scarcity of radio resources and the need for an even_tra G be opened at the same location, in order to increase the

Io?d d|str|bul;|on. fCachlng_ wlitead t\rlcayklead to_tr:le freemlonlcapacity of a site. Instead, in our work a vertex of the graph
a a{getnlljm erdq Cofll.ei '3 ene tor ,keslfiﬁf?'a ytor p_aput an host only one copy of the same facility, as it is reasanabl
content. In medium-nigh dense NEWorks, s may raise ey 4 node stores only one copy of the same item.
problems of: (i) large overhead due to multiple replies to a . . . : .

. . . . Finding approximate solutions to the problem of multi-
single query, (ii) energy depletion of a large fraction ofiee ; . . ; g

; . 2 commodity capacitated facility locations, even in its (gler)

acting as content providers, (iii) congestion in accessirg " C . o
cellular network traditional formulation, is an open issue and little is kmow

We therefore deal with content replication and desi poneerning heuristics that can be ef_“fectlv_ely |mplementeq
. . . ractice. Thus, we take the following simple approach: a
a mechanism to determine how many replicas should be

. . . SOlution to the multi-commaodity problem is built from the
created in the network and where, under dynamic, realisfiC. . S . e
. o - .~ uhion of the solutions to individual single-commaodity fiyi
conditions. Traditionally, a similar problem, although @&

) ) . Io%ation problems. We transform the formulation from multi
simpler scenario, has been studied through the lenses 0 . . : .
commodity to single-commaodity by solving the above problem

Location Theory, by considering replicas to be created B aach itemi (i = 1,....1) separateR Then, we denote

the network as facilities to open. Then, as_the first step {ﬁe subset of commodities hosted at nodéy Z, and its
understand the problem under study, we restrict our attedi oo . :
cardinality by /;, and we adopt two different techniques to

a simplified network setting and revisit a centralized applo ﬁ/&rify the capacity constraints:

for facility location problems. We assume static nodes a . . . .
constant demand, hence we drop the time dependency from o }) each opened facility (replica node) has a capacity that is

notation. Eurthermore. we drop the load balancing requerm Shdcated to each commodity individually: this translaiet®

: o P g requer having a separate budget allocated to each commodity (item)
we previously outlined, and assume that content queries qrﬁae capacity constraints can be writtenasi) < c; /1, Vi €
directed to the closest replica node. Finally, for simpjicive TN = I

let all users be interested in every conteri = 1,...,I). Z;, where we equally split the budget available to facility;

) e . over all the commodities it hosts. In the following, we name
Given such a simplified scenario, we formulate content

replication as acapacitatedfacility location problem where sugh a technlqgeplltthcz;\ﬂicw budg;at f a facility is shared
the set of replica node® = U;R; corresponds to the set ) we consider that the capacity of a facility is share

of facilities that are required to be opened, nodes requ@stlamong the commodities it currently hosts, i.e., each raplic
de allocates a preset budget that is used to serve thesteque

a content are referred to as clients and items correspong%go h des. W ite th i traints for th
the commodities that are available at each facility. We rho other nodes. e write the capacity constraints for theeca

the capacity of a repllca node as the number of clients tthAs distance function, we take the Euclidean distance betwiee nodes.

a f_a.C_i“ty Can serve. The .goall is to identify thmbsetof_ 2A single-commodity facility location problems reduces te t-median
facilities that, at a given time instant, can serve the t$ienproblem when the number of facilities to be openkdis given.
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as: Ziezj u;(i) < ¢;j, and we refer to such a technique ag acts as a replica node, i.e., in a storage tim&hen, with
shared capacity budget reference to (1), we denote by = Zz‘ezj £ (%) the cost that
To solve such a problem, we resort to the local searehnodej must bear while acting as a facility for any content.
heuristic detailed in [3], which finds a solution to the capac Given the load balance we wish to achieve across all replica
itated, single-commodity location problem that is one o thnodes and the capacity constraints, the total workload for
best known approximations to optimal replication and placeeplica nodej should equat;. Thus, we writef; as:
ment. Hereinafter we term such a heuristentralizedfacility ) )
location (CFL) algorithm because it can only be executed fi=ei- Z s(1)w; (4) ©
in a centralized, synchronous environment. We consider the €2
CFL algorithm to be a baseline against which we compare the other words, we let the cost associated with replica node
results obtained by our approach. J grow with the gap between the workload experiencedj by
Also, note that existing distributed approximation algoand its capacity:;.
rithms of the optimal solution to facility location problem Then, during storage time, the generic replica nodec R
either require global (or extended) knowledge of the neltwomeasures the number of queries it serves, iwg(j) Vi € Z;.
[3] or are unpractical [4]. Therefore, in the next section w&/hen its storage time expires, the replica ngdeomputes
propose a new approach that only requires local knowledge,and takes the following decisions: jf; > ¢ the content
which is acquired with simple measurements, and adaptsisodropped if f; < —e the content isreplicated otherwise
the system dynamics. In addition, our scheme provides lodtle handover operation is executed (see below). Heig,a
balancing; it follows that, even in a static scenario, ols-ditolerance value to avoid replication/drop decisions ineca
tributed algorithm would not converge to a static configisrat small changes in the node workload.
in which a fixed set of nodes is selected to host contentThe rationale of our mechanism is the following f}f < —e,
replicas. As such, the traditional methods that are usetién teplica nodej presumes that the current number of content
literature to study the convergence properties and thditpcareplicas in the area is insufficient to guarantee the desired
gap of local search algorithms cannot be directly appliedplume of data, hence the node replicates the content and
which is the main reason for us to take an experimentaénds the copies over to two of its neighbors (one each),
perspective and validate our work through simulation. following the placement mechanism described below. The two
selected neighbors will act as replica nodes for the sulesgqu
storage time. Instead, iff; > ¢, node j estimates that
the workload the current number of replicas can provide is
Armed with the insights on the problem formulation disexceeding the total demand, thus it just drops the contet co
cussed in Sec. I, our mechanism mimics a local searElnally, if the experienced workload is (about) the samehas t
procedure, by allowing replica nodes to execute one of theference value, replica nodeselects one of its neighbors to
following three operations on the content: (1) handovey, (%hich to hand over the current copy, again according to the
replicate or (3) drop. However, unlike the traditional Ibcamechanism detailed next.
search procedures, in our mechanism the three operati®eplica placement: As noted in Sec. I, given the graph
yield the solution to the content replication problem itexgly, representing the network topology at a fixed time instarg, th
albeit asynchronouslyFurthermore, in our network systemplacement ofR=k replicas can be cast assanedian problem.
replicate and handover are constrained operations: omly vBy applying the approximation algorithm in [3], in [5] we
texes that are connected by an edge to the current vertdserved that the solution of such a problem for different
hosting a content replica can be selected as possible aeplitstances of the topology graph vyields replica placements
locations. Thus, our operations doeal and replicas can only that are instances of a random variable uniformly distedut
move by one hop at the time in the underlying network grapbver the graph. Thus, in a dynamic environment our target
In the following we describe our mechanism in terms af to design a distributed, lightweight solution that clgse
two objectives: conteneplicationandplacementindeed, the approximates a uniform distribution of the replicas ovez th
handover operation amounts to solving the optimal placémeretwork nodes while ensuring load balancing among them. To
of content replicas, whose number is determined through tthés end, we leverage some properties of random walks and
replicate and drop operations. For simplicity, we considelevise a mechanism, calld®andom-Walk Diffusion (RWD)
again that all users are interested in every conte(@ = that drives the “movement” of replicas over the network.
1,...,1) and we fix the time instant, hence we drop the time According to RWD, at the end of its storage timea replica
dependency from our notation. node j randomly selects another noddo store the content
Content replication: Let us define the workload of the generidor the following storage period, with probability;; = dij
replica nodej for contenti, w; (i), as the number of requestsf [ is a neighbor ofj, and 0 otherwise, wherei; is the
for content: served byj during its storage time. Also, recallcurrent number of neighbors of node In this way, each
that we introduced the value; as the capacity of nodg¢ replica performs a random walk over the network, by moving
and we provided a definition that suited the simplified, statfrom one node to another at each time stepThus, we
scenario described in Sec. Il. We now adapt the definition o&n apply the result stating that in a connected, non-hipart
¢; to the dynamic scenario at hand, as the reference volumego&ph, the probability of being at a particular ngdeonverges
data that replica nodg is willing to provide during the time with time to d;/(2|€]) [6]. In other words, if the network

IIl. CONTENT REPLICATION
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topology can be modeled by a regular graplith the above the identity of the last node that relayed the query is inetud
characteristics, the distribution of replicas moving adarg to  in the message and recorded at the following forwarder. Thus
a random walk converges to a stationary distribution, wich the path from the target replica node to the query source is
uniform over the nodes. In general, real-world networksdyie backtracked at the application layer without resortingddac
non-regular graphs. However, whén nodes are uniformly routing protocols. If no answer to a query is received by 2 s,
deployed over the network area and have the same radimew request is issued, up to a total of 5 times. Finally, the
range, the node degree likely has a binomial distributiotih witolerance value used in the replication/drop algorithm is set
parametersV — 1) andp, with p being the probability that a to 5% of the node capacity budget, while the storage time is
link exists between any two nodes [7]. 7=100 s. For each experiment, the results obtained thraugh
For practical values gf andV in the scenarios under study,2 simulations are averaged over 10 runs, each lasting around
we verified that the node degree distribution is indeed binbm3 hours of simulated time after a warm-up period of 500 s.
with low variance, i.e., all nodes have similar degree. llbfgs
that a random walk provides an acceptable uniform sampling V. RESULTS
of the network nodes, hence the replica placement disimibut  We organize the main results of our work in several sections
well approximates the uniform distribution. that cover the parameter space we studied. To benchmark
A similar result can be obtained also for clustered netwodur distributed mechanism against the centralized approac
topologies, where each cluster core results to be an expandiscussed in Sec. Il, we implement the CFL algorithm as
graph [8]. In this case, a uniform replica placement over thellows. Given the network time evolution, we take a snapsho
nodes can be achieved within each of the network clustees,the network topology every s. For every snapshot, we
thus ensuring the desired placement in all areas where #udvel separate single-commodity problems derived from (1),
user demand is not negligible. under both split and shared capacity budgets. To do so, we
Finally, we stress that the presence Bfreplicas in the set f;(i) = ¢;/I; — u;(i) and f; = c; — 32,7 u;(i) in
network corresponds t& parallel random walks. This reduceshe case of split and shared capacity budget respectivily, w
by almost a factor? the expected time to sample all nodes;; (i) = s(i)w;(i).
in the network, which is closely related to the time needed Benchmarking the replication scheme:First, we study
to approximate the stationary distribution by a constactoia the impact of the allocation of the node capacity budget. We
[9]. It follows that, given a generic initial distributionfahe take a numerical approach and focus on the CFL algorithm:
replicas in the network, the higher thi¢, the more quickly our objective here is to determine the implicationsspfit or
the replica placement approximates a uniform distribution sharedcapacity allocations as discussed in Sec. Il. Later, we
show the performance of our distributed replication scheme
IV. SIMULATION SCENARIO We run the CFL algorithm in presence of 4 items of

We focus on a wireless pedestrian network with nodk MPytes each. We vary the value of budget of each node
density of3.2 - 10~* nodes/m, on a square area df km? cj_fro_m 10_Mbyte_s to 40 _Mbytes, which, in the case of opti-
unless otherwise specified, which resultslin= 320 and an Mization with split capacity budget, means that each canten
average node degree of 9.6 neighbors. Nodes move accordfhgSsigned a budges/4. The optimal number of replicas per
to the stationary random waypoint model with an averad@formation item, denoted by?;, is obtained by numerically

speed of 1 m/s and a mean pause time of 100 s. Results deriv@lying the optimization problem in Def. 1, in both its split
using the SLAW mobility model can be found in [10]. and shared capacity budget versions, and is shown in Fiy. 1(a

Nodes are equipped with an 802.11 interface, with Here and in the foIIowing, unle_ss_stated otherwise, th_ellmasu
54 Mbps data rate and a radio range of 100 m. We do ri&fer to one of the four items; similar results were obtaifeed
simulate cellular access, however we account for the del§§ch Of them. The plot clearly shows that, as higher budgets
associated with the information download from the celluldtOW replica nodes to satisfy larger amounts of requests,
network by assuming a throughput of 384 kbps, matching tHa€réasinge; reduces the need for replication thus leading to
typically provided by 3G technologies to mobile users. a lower number_ of repl!cas in the network_. Using a common

The rate at which a node interested in a content generad€lget for all items (i.e., shared capacity budget), forces
queries for that item i8=0.01 requests/s. Also, we assume thggPlications only when the total workload for all items eads
presence of a content-location service that nodes cansatwedh® Pudget. Conversely, optimization with split capacitgiget
obtain the identity of the closest content replica (see, f1g] US€S separate l:_)udg_ets for each conten_t and, thus, results in
and references therein). A query for the closest replicared MOre frequent violations of such constraints.
then propagated using sequence numbers to detect andddiscaNoW: intuitively, more replicas should imply higher chaace
duplicate queries, as well as an application-driven braadcfor_quenes tq be satisfied through deV|c_e-to-deV|ce commun
that optimally selects the forwarding nodes by leveragtme tcations. In Fig. 1(b) we show the most important percentiles
PGB technique.Also, a TTL is included into queries, allogvin®f content access delay, fey = 40 Mbytes. Contrary to the
them to travel 5 hops at most so as to prevent network floodiffguition, our results indicate that the advantage grariigd

Once reached by the request, the intended destinationssef¥d'9n number of replicas under the split capacity is quite

it, while other replica nodes ignore the query. At each hof€dligible: indeed, the lower number of replicas deploygd b

he shared capacity allocation suffices to satisfy most ef th
3A graph is regular if each of its vertices has the same numiegighbors.  requests generated by nodes in the ad hoc network.
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Fig. 2. Numerical solutions of the optimization problemadaomparison  Scalability: We now study the impact of the number of
against our replication scheme: temporal evolution of theber of replicas items, network density, and network size on the system perfo
(2), and of thex” index (b) mance. We first evaluate the performance when the carginalit
of the item set varies between 4 and 64. Fig. 4(a) shows the
In summary, our findings pinpoint that the replication mechrumber of replicas per item generated in the system, which
anism with shared capacity constraints is a suitable apgproagrows as the size of the information set increases. Indeed,
Beside experimental results, there are also practicabnsa® a larger content set implies that nodes tend to store more
opt for shared capacity constraints. Indeed, in the sptiacdy items on average; however, their capacity budgetemains
case, a budget has to be assigned to each item currestipstant, and is shared among all items they store. Thus,
stored by a replica node, which is a quantity that may vafgcusing on one single content, each replica node for that
over time. As a consequence, content replicas may not ¢@ntent will be able to serve fewer and fewer queries as
suitably handled if the remaining capacity available to deno the number of available items increases. As a consequence,
is not appropriately re-distributed. Furthermore, it wblle more replicas for the same content are needed in order to
unfeasible to ask a user to select a service budget to adlocaieet the constraint on the capacity budget, hence to keep the
to every possible item she will ever replicate. In the follogy workload constant, as depicted in Fig. 4(b). Fig. 4(c) shihes
we will therefore focus on theharedcapacity budget only. effect that the number of information item has on the service
Next, we simulate our distributed replication scheme whdifovisioning delay. The increase of the delays is slight and
each node has a budget of = 40 Mbytes. As shown in imputable to the heavier traffic on the channel, that resalts
Fig. 2(a), the scheme well approximates the results obdairollisions and retransmissions of the information replies
by solving the optimization problems in a centralized setti  We then study the effect of the network density, measured as
indeed, the number of replica®; generated by our schemethe average node degree, which is increased up to 20. Fig. 5(a
is very close to the optimal valu&;. We then study the shows that the number of replicas increases according to the
similarity between the replica placement achieved by ooptimal number of facilities computed by the CFL local s&arc
technique and that obtained with the CFL algorithm. To do salgorithm. Indeed, the increased presence of neighbousésl
we employ the well-knowrny? goodness-of-fit test on the inter-a higher query load in the network: in order to satisfy the
distance between content replicas As depicted in Fig. #fk), new demand, and yet fulfill the per-node workload constraint
X2 error we obtain is well below the value (namely, 23.685dditional nodes must become providers for each content.
needed to accept the null hypothesis that the two distdbsti The availability of additional replica nodes allows them to
are the same at a 95% confidence level. experience a practically unchanged workload (Fig. 5(0)y a
Impact of the content characteristics: We now assume @ similar delay for successful content requests (Fig. 5(c))
that not all nodes are interested in a content: a node store€omparison to other approaches.We now consider in-
a replica of the content only if it is interested in the iter. Iformation items to be associated to different popularitels,
a node attempts to hand over the content to an uninterestéed compare the performance of our replication scheme with
node, the request will be denied and a different node wilehathat of the square-root replication strategy [12]. Accogdio
to be selected. Fig. 3(a) shows that the number of repliceisch a strategy, the allocation percentage for a contest
for item 4, R;, generated by our scheme oscillates around tipeoportional to the square root of the total demand per scon
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for that content. In [12], it has been proved that squaré-roehy a different approach to content replication is required
replication is optimal in terms of number of solved queries.First of all, we have different objectives than that of [12]:
load-balancing, for example, requires an additional layer
complement the square root allocation scheme, which idstea
o4 ) we achieve as part of our design. Furthermore, the dis&ibut
st version of the replication algorithms proposed in [12] haimie
limitations that render them less suitable to be deployed in

0.5

0.3

T | *[-+~Uniform a mobile, wireless environment. The simple path replicatio
0.2 -u-P ional . . . .
_._SEE%E'?;; scheme catering to low storage requirements, just like our
o1l @7 "‘ZQISMB scheme, substantially over/undershoots the optimal nuwibe
_._c;=40MB replicas. The other approaches discussed in [12] are better
Soz 0.04 0.06 0.08 01 at converging to an optimal number of replicas but require

Query rate for item i

the bookkeeping of large amounts of information. Finally,
the design and the evaluation of such algorithms in [12] are
Fig. 6. Fraction of replicas for each of the four items, in gamson with performed in a static wired environment and do not take into

uniform, proportional and square-root allocation . . .
. . ) ccount the dynamics typical of a mobile network, such as
Fig. 6 shows the fraction of the total number of replicas ‘ﬁuat we consider

item ¢, versus the associated query raté)V A, for I = 4 and o )
¢;={5,15, 40} Mbytes. The plot compares our scheme with: (i) .As a sgcond step, we benchmark our repl!cauon mechanism
the square-root strategy, (i) a uniform strategy, whidacates With @ simple C‘?‘Ch'_ng scheme. We considempall-based

the same number of replicas per item, and (iii) a proportion§2ching mechanism: a node issues a query for an item of
strategy, where the number of replicas is proportional t tifitérest. Such a request can travel up /tohops and if
content popularity. Our solution achieves an allocation i 1S Nnot satisfied within a timeout, the content is fetched
between the square-root and proportional distributiortsen dlreqtly from the cellular network. A}‘ter h.avmg succesbfu _

it is far from that obtained under the uniform strategy. ThigPtained the content, nodes store it until the correspandin
suggests that our replication mechanism well approxintages Validity time expires and serve requests through deviee-to
optimal replication strategy. In particular, when is higher, device communication. Note that, if a node is not interested
i.e., replica nodes are more generous in reserving resourg €M, itwill not participate to the caching process, uihg

to serve requests, the allocation tends to follow a propoali Content transfer and storage. In summary, with the above
distribution. Conversely, in presence of lower values.othe mechanism, information spreads from one node to another in a

allocation better fits the square-root rule. manner that loosely resembles an epidemic diffusion psoces

Since our replication scheme roughly achieves the resultWe remark that such a caching scheme eventually achieves
obtained by a square-root allocation, it is reasonable todeo full content replication; instead, our goal is to find theiotl
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250 replica node or the cellular network; (ii) percentage otenal
240 , 0175 . [ Repleation downloads, i.e., queries that resulted in an external doad)!
200 with respect to the overall requests generated in the n&twor
Fig. 8(a) shows the average delay (along with the 95%

& 0165 confidence interval) for the replication and caching schese

0 the content popularity varies. The replication scheme @mutp

O sog T 70 000 o200 do0g 000 8000 10000 forms the caching mechanism, and the difference in theivelat
(a) Number of replicas (b) x2 index performance is amplified (in favor of replication), as the

content popularity decreases. Indeed, in this case fewdggano
Fig. 7. Performance of caching and replication mechanismtsrins of (3)  participate in the diffusion process that underlies thenzag
ggmgﬁ{ \‘,’;”r;g'i?nieand (by™ index, for 100% content popularity and 100 Sqp o me - As such, nodes have to wait longer for their queries

to be satisfied and, in general, they end up downloading the

] o content from the cellular network. Fig. 8(b) shows that the-c
number of replicas that minimizes content access costdeWhiant diffusion process is hindered by content popularignde,

guaranteeing load balancing. Additionally, in the cachingyges resort to the cellular network to compensate for the

scheme, nodes simply discard expired content, while in 0g|ays of device-to-device communication. By approximgti
replica nodes are in charge of downloading up-to-date @8ssi (ima| content replication and placement, our mechanism r

of the content. Pull-based caching approaches are sumalptij,ces the content access costs, in terms of congestioeathst
during the bootstrap phase of the content delivery procegge caching mechanism does not alleviate access congestion
The caching scheme we evaluate here partially overcomeggdes in the vicinity of a content replica “collide” to @
this problem by allowing nodes to fetch content through the content through device-to-device communication, and i
cellular network. However, it is reasonable to expect adarg,,qes resorting to the cellular infrastructure also compet
number of “external” data transfers: as a consequencesscqgngwidth. These intertwined aspects are exacerbated when
congestion may arise also at the cellular level. Finallyewh ihe content becomes stale: with our approach, few replica
the content is unpopular, the diffusion process is eveneiow,qes take care of the update process, while, with caching,
and the above negative effects are amplified. the whole content diffusion process has to start over.

We now study the behavior of the replication and caching |n conclusion, our scheme clearly emerges as a simple,
schemes over time, assuming a content validity time of 10Qefiicient and performing alternative to traditional medisars:
and a single replica in the network at the beginning of thg, controlling the replicas number and placement, it appear

simulation. The number of replicas present in the systemn ovg pe suitable especially when content popularity is not400
time is depicted in Fig. 7(a). As expected, by achieving full

replication, the caching strategy is more expensive than ou VI. RELATED WORK

replication scheme, in terms of storage requirements. Gne m  simple, widely used techniques for replication are gossjpi
argue that fewer content replicas may lead to a suboptim@d epidemic dissemination, where the information is for-
placement, while full replication ensures that the conte@farded to a randomly selected subset of neighbors. Although
resides where the demand is. The results in Fig. 7(b), hawevg,r RWD scheme may resemble this approach in that a replica
show that such an additional storage space usage does e hands over the content to a randomly chosen neighbor,

lead to any significant advantage in terms of the quality @he mechanism we propose and the goals it achieves are
replica placement. Thg? index obtained by comparing thesignificantly different.

geographical distribution of replicas under the two scheme another viable approach to replication is represented by
with that of the CFL solution is essentially equivalent. probabilistic quorum systems for information dissemioati
We now compare the performance of caching and replicand sharing [11], [13]. In particular, in [11] the authors

tion considering the following metrics: (i) query solvingldy, propose a mechanism akin to random walks to build such
intended as the time elapsed from the instant when a nagleorums. However, the problem statement of quorum systems
sends the first query until the request is fulfilled, by either differs substantially from ours (i.e., facility locatianyVe

use location theory to model the problem of determining

where and, crucially, how many content replicas to place
oo in a dynamic network. Instead, the construction of quorums
caters at the following quality metrics: intersection pablity
between individual quorums, access cost in terms of nunitber o
% messages (and not distance) and traffic load (this lattegbei
N a goal that we also aim at). Node grouping is also exploited in
i\;\;\! [14], where groups with stable links are used to cooperigtive
100 % 0 store and share information. The scheme in [14], however,
requires an a-priori knowledge of the query rate, which is
assumed to be constant in time. On the contrary, our solution

Fig. 8. Performance of caching and replication mechanisnterins of query can cope with a dynamic demand, whose estimate by the

solving delay (a) and percentage of cellular downloadswibkn the content replica nodes is used to trigger replication.
popularity varies between 25% and 100%

Average Delay (s)

6]

4\§—}\1

2 —+—Caching
—— Replication

50 75
Popularity (%)

Percentage of external download (%)

50 75
Popularity (%)

(a) Query solving delay (b) External downloads
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Threshold-based mechanisms for content replication dt6] V. Thanedar, K.C. Almeroth, E.M. Belding-Royer, “A figweight con-
proposed in [15], [16]. In particular, in [15] it is the orital
server that decides whether to replicate content or not,

where. In [16], nodes have limited storage capabilities: if
a node does not have enough free memory, it will replace
a previously received content with a new one, only if it is
going to access that piece of information more frequently
than its neighbors up t&-hops. Our scheme significantly

differs from these works, since it is a totally distributesk-

tremely lightweight mechanism that makes the replica dgns

autonomously adapt to the network dynamics.

Finally, we point out that the RWD scheme was firs
proposed in our preliminary work [5], whose focus, howeve

is on mechanisms for content handover only.

We addressed the joint problem of establishing the number
of content replicas to deploy in a wireless network and figdin
their most suitable location. We studied the above problems

VIl. CONCLUSION

through the lenses of the facility location theory and psgmb
a distributed, lightweight scheme that builds on local sear
approximations of the multi-commodity capacitated fagili

location problem and parallel random walk diffusion in non-
regular graphs. Our solution approximates with high acoura

the solution attained by optimal centralized algorithmbjlev
also guaranteeing a fair load balancing at the nodes.
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