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Multicast Error Recovery

Abstract—We examine the impact of the loss recovery mechanism on the
performance of a reliable multicast protocol. Approaches for loss recov- / \
ery in reliable multicast can be divided into two major classes: centralized
(source-based) recovery and distributed recovery. For both classes we con- Centralized Distributed
sider the state of the art: For centralized recovery, an integrated transport Error Recovery Error Recovery
layer scheme using parity multicast for error recovery (hybrid ARQ type (CER) & (OER) %

2) as well as timer-based feedback suppression. For distributed recovery,
a scheme with local data multicast retransmission and feedback processing
in a local neighborhood. We also evaluate the benefits of combining the two
approaches into distributed error recovery with local retransmissions us-
ing a type 2 hybrid ARQ scheme. The schemes are evaluated for up tdf
receivers under different loss scenarios with respect to network bandwidth
usage and completion time of a reliable transfer. We show that using dis-

tributed error recovery with type 2 hybrid ARQ gives best performance in grouped ungrouped
terms of bandwidth and latency. For networks, where local retransmission (local) (global)
is not possible, we show that a centralized protocol based on type 2 hybrid ) o . ]

ARQ comes close to the performance of a protocol with local retransmis- Fig. 1. Classification of multicast error recovery techniques

sions.

Keywords—Reliable Multicast Protocol, Error Control, ARQ, FEC, Per-

formance Evaluation. Existing protocols and classifications can be mapped to our

classification scheme in agreement with what their authors clas-
|. INTRODUCTION sified them as. Further, there are no conflicts with other exist-
ATA dissemination applications such as software updatéag classifications ([3], [4]). RMTP [6] is based on a hierarchi-
distribution of movies or newspapers require reliable dagal structure with local groups, each with a designated receiver
transfer from one sender to many receivers. The requiremeitat performs retransmissions. RMTP is a grouped DER pro-
for reliable multicast communications vary widely, dependin@col. SRM [7] allows retransmissions potentially by all nodes
on the application and network scenarios. A large number @hd proposes extensions for local recovery. Hence, SRM is an
protocols providing reliable multicast services for different apingrouped DER protocol in our classification. In the case of
plications have been presented and can be expected to co-exidfignextension, SRM is a grouped DER protocol. In NP [8] only
the future. The approaches differ, among others, by the varidli¢ multicast source can perform retransmissions, so NP can be
error control mechanisms used. Several taxonomies were prassified as CER. MESH [9] is a DER protocol that incorpo-
sented to classify the different multicast protocols (see [1], [2]tes both local and global recovery. SHARQFEC [10] can be
[3], [4], [5]). With respect to participation of group members irclassified as grouped DER protocol.
multicasterror recovery, protocols can be classified as: Error recovery mechanisms either retransmit original data or
« Centralized error recovery (CER) allows retransmissions transmit parity data for loss recovery. We refer to the latter as
exclusively to be performed by the multicast source, referrégbrid ARQ . In [8] two types of hybrid ARQ are introduced:
to also asource-based recovery layered FEC, where parity transmission is performed in an extra
« Distributed error recovery (DER) allows retransmissions layer below the transport layer, aimtegrated FEC, where par-
potentially to be performed by all multicast members. The buity transmission is integrated into the transport layer. We refer
den of recovery is decentralized over the whole group. to layered FEC abybrid ARQ type 1 and tointegrated FEC
Distributed error recovery can further be sub-classified (seghybrid ARQ type 2.
Figure 1). If neighboring nodes in the multicast routing tree |t s shown in [8] that transmission of parity has excellent
are organized aSER groups, within which retransmissions aresaling properties for large receiver groups. Parity transmission
performed locally, we refer tgrouped DER. The absence of |eags to a significant reduction of the number of total transmis-
local groups is referred to amgrouped DER, where retrans- sjons compared to retransmission of original data.
mﬁzf;sst ;?Qu?)e performed by node in the tree to theglobal At the senderh parity packets are coded, for example with a
: Reed Solomon code [11], from a groupkobriginal data pack-
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receivers. in [12], which is based on loss measurements for Internet mul-
Several comparisons between generic protocols of the DERast [14]. It was shown there that loss occurs mainly on the
class and the CER class exist. In [3], it is shown that DEgource link and on the receiver links while backbone loss is neg-
protocols are superior to CER protocols concerning throughpligible. We can model such a loss pattern by assigning no loss
when both protocols use original packet retransmission. In [1t] backbone links. The tree and the loss models we propose can
a grouped DER and a modified ungrouped DER protocol adso accommodate findings from [15], which will be explained
compared and better performance is obtained for the grougddng with the results in Section V and Section VII.
DER protocol. In [10]the SHARQFEC protocol (grouped DER)
is compared to a CER protocol (both featuring parity transmis- O muticast source
sion recovery). It is shown that for a fixed network topology Rouing fode
with 113 receivers DER has superior bandwidth performance Recever group
compared to CER. Latency issues as well as the influence of
network and transmission mode parameters on all results are o o
not considered in [10]. In [13] CER and DER protocols with e e
optimizations have been compared regarding buffer size require- ./Z\ ' ' R Receiver k. A
ments and bandwidth. The results presented there underline our . R T v e
results. However, latency is not considered. - e
CER protocols are attractive since they are easier to deploy Fig. 2. Tree model.
than DER protocols and require less functionality from the re-
ceivers and the network (no multicast retransmission capability).Figure 2 shows the tree model for DER, whefaeceivers
The findings about hybrid ARQ type 2 [8] in the context of mulgonnected to the same backbone link belong to one DE&
ticast make us reconsider CER protocols. In the following Wgroup. Each DER group constitutes a separate multicast group
will compare a CER protocol based on hybrid ARQ type 2 to gnd theDER nodeat the end of a backbone link can perform re-
grouped DER protocol with respect to bandwidth consumptigransmissions to the local DER group. The CER topology is the
and Completion time for a reliable transfer. We also investigaégme, with the Sing|e difference that 0n|y one multicast group
how parity transmission for error recovery improves the perfogxists that connects all receivers to the source. Local groups do
mance of a grouped DER protocol. not exist and DER nodes are just internal nodes that only per-
The paper is organized as follows: Section Il presents our nfirm routing of multicast packets. To show the influence of loss
work model for the comparison. Section Il describes the pratterns, we will examine different loss scenarios:
tocols. Section IV gives the bandwidth consumption analysis.nomogeneous independent lossith packet loss probability
Section V compares the respective bandwidth performance geonly on the receiver links.
sults of the protocols considering various loss scenarios. Sectioneterogeneous independent lossnly on the receiver links.
VI gives the latency behavior analysis for the protocols. Sectigile examine two sub-scenariogntra-group heterogeneous
VII compares the protocols’ latency performance results witbss where in each of the DER groups a fractign of the Z
respect to various loss scenarios. Section VIII presents a suaceivers experiences high loss with probability the rest low

Source link
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mary of the results and our conclusions. loss with probabilityp. With inter-group heterogeneous loss
DER groups consist exclusively either of high loss receivers or
I[l. MODEL of low loss receivers. There is a fractigp of high loss groups

among the7 DER groups. Due to the higher average loss that

We are looking afl: R communication. The multicast rout- : .
. i . . : receivers see, the heterogeneous scenario cannot be compared
ing tree is created by some multicast routing algorithm. We =~ .~ . . e
consider loss due to buffer overflows in network nodes of thaeuantltatwely to the other scenarios. However, the scenario is
L L ufficient for the derivation of qualitative results for the influ-
tree. In our simplified tree structure, one logical link represents

: . . nce of heterogeneous loss.
several physical hops. We assign loss properties to each of . . .
. . . : : o Shared source link losswith a homogeneous loss probability
logical links in the tree model and refer to this as link loss. The

. . ; el the source link and all receiver links. The loss probability
spatial loss correlation among receivers that leads to several're-

) ! S is calculated such that the loss probability that each receiver
ceivers losing the same packet, is given by the topology of the ™ ~ : ) .
- . .. sees ip. This allows for the analysis of the influence of shared
tree model shown in Figure 2. The first tree level consists

one logical link, thesource link (1 physical hop), connectin foss compared to homogeneous independent loss.
gi6 ' phy P). 9, purst lossinfluence is briefly discussed according to results
the multicast source to a backbone router. Loss on the soufce

link is experienced by all receiversfared los3. At the sec- O(r)nu[rﬁ]c.)ss scenarios take into account the measurements of In-
ond tree level, we havé&' backbone links (w, physical hops

each) leading t6; DER nodes. The DER nodes are connecteciemet multicast loss done by Handley [15]. It was found that a

by Z receiver links (1 physical hop each) to the receivers tha{action of the receivers experiences relatively high loss (hetero-

geheous independent loss scenario). Two main overlaying loss
are located at the leaves of the tree. Therefore the tree conn %?erns were found: a receiver correlated hiah loss. caused b
R = G - Z receivers to the source. The tree is similar to the ong ' X g P y
a small number of shared lossy links (shared source link loss

1By assigning a variable number of hops to the backbone links, we can Ié{@?nar'o) and an lndependent loss noise pattern (homogeneous
examine the influence of larger backbone parts on the performance. independent loss scenario). In [15] it was also shown that, ex-



cept for periodic high loss patterns, due to assumed routing in-The multicast source (For each TG):
stabilities in parts of the network, burst loss patterns are largdly Sends thé original packets of the TG; a poll for feedback is
insignificant. piggybacked with the last transmitted packet of the TG to indi-
We assume a constant total Round Trip Time (RTT) from theate the end of the TG.
source to any receiver. Further we assume a constant and eQudf the feedback from the receivers indicates that less khan
propagation delay for one physical hop, independent of the geackets are received by any receiver,,,. new parity packets
sition in the tree. Considering the variable numbgrof hops are generated and transmitteg, .. is the maximum number of
on the backbone links, we get for each physical hop a delayadditional parity packets needed at any receiver to reconstruct
d= 2-(1;151,)' the k original packets. Again, a poll for feedback is piggy-
backed.
lll. PrROTOCOLS 3. Step 2 is repeated until no feedback about missing packets is
Both, for CER and DER, we examine generic protocols f¢ceived anymore within a certain timeout interval.
each class with characteristics that have been shown to give,Tlig receiver (For each TG):
to this day, the highest performance for this class. We define cheOriginal and parity packets of a TG are buffered.
protocol featuring hybrid ARQ type 2 and one featuring plaig- If k¥ or more packets of a TG, be it parity or data packets,
ARQ within both, the CER and the DER class. have been received, titeoriginal packets are decoded and sent
All protocols feature the following characteristics: to a higher layer.
« Receiver-based loss detection with negative acknowledy- If Iess thark packets have been received and a poll for feed-
ments (NACK), realized by ordered transmission with gap dack for the TG is received, the receiver calculates the number

tection. of additional parity packets required. If the feedback suppres-
« (Re-)transmissions of original or parity packets are multica$ion algorithm decides that the receiver sends feedback, the re-
globally (CER), or within the respective DER group. ceiver will globally multicast its NACK indicating the number

« One Application Data Unit (ADU), consisting df packets, Of missing packets.
is partitioned intdransmission groups (TGs)of k packets each 4. Step 3 is repeated until at le@spackets of the respective TG
for transmission. The siz& of an ADU can become very largehave been received.
in our protocolsk is announced to the receivers in header infor- The feedback suppression algorithm presented in [16] decides
mation in data packets. whether or not a receiver has to send feedback in the following
« Accumulated feedback (NACK) is sent by the receivers fa¥ay: When areceiver joins the multicast group, the one-way de-
each TG. Feedback and poll for feedback packets are assuh@dOTT between sender and receiver is estimated. Upon recep-
to consume neither bandwidth nor transmission time and to #@n of a request for feedback, each receiver schedules a timer in
transmitted without loss. an interval that depends on the estimated OTT between sender
« Transmissions and retransmissions of different TGs can be #nd receiver. Feedback is sent in two cases: if the timer expires
terleaved in time. Interleaving improves the protocol througipefore reception of a feedback message of another receiver, or
put, since the source can use the time waiting for feedbackadgeceived feedback message from another receiver indicates a
transmit new packets. lower number of lost packets than at the current receiver. The
The CER protocols feature a timer-based feedback suppré@gdback message stating the number of additionally required
sion algorithm like the one introduced in [7] and improved ipackets is multicast to the entire group. Additional recovery la-
[16]. The DER nodes perform hierarchical feedback filtering if¢ncy is introduced through timer-based feedback suppression
the multicast tree. (see Section VI). The parameters of the feedback suppression
For hybrid ARQ type 2, parity packets are coded on demar@echanism [16] are chosen such that the expected number of
We used the encoder introduced in [17] and [18] and found tHgedback messages arriving at the source is in the worst case
coding delays are negligible (for the measurement result s@ual to the number of receivers in a DER group in our tree
Section VII). The coder uses Reed-Solomon codes and the cBtpdel (see Section VI).
ing algorithm has a complexity @?(k?). With the recently in-

troduced Tornado codes [19], the coding complexity is reducgd Protocol Crnorpe (CERWith ARQ)

to O(k). This renders coding delay irrelevant. We define a generic CER protocol with the same characteris-
. . tics as protocol C, but instead of parity retransmission,rgc
A. Protocol C (CERwith hybrid ARQ type 2) uses data retransmissiot,,, 7 is introduced to show that

Protocol C is a CER protocol featuring hybrid ARQ type 2CER protocols profit more from hybrid ARQ type 2 than do
The source multicasts the data packets to all receivers. Ac&FR protocols. We will not provide any further analysis for this
mulated feedback for a TG is sent by a receiver on receptiongPtocol, since it can easily be derived from the analysis of C
a poll for feedback. Due to the ability of a parity packet to reand D1.
cover any packet of a TG lost by an arbitrary receiver, only the ,
maximum number of lost packets at any receiver is required &s Protocol D1 (grouped DER with ARQ)
feedback. If a receiver needs to send feedback at all, is decidetlVe define D1 as grouped DER protocol withta retransmis-
by the feedback suppression algorithm with exponential timegi®n (ARQ). The source is a group leader for all the internal DER
[16] (explained in more detail below). The transmission of a T@odes in the tree model (Figure 2). The DER nodes in turn are
of k packets is done the following way: group leaders for the receivers at the leaves. Protocol D1 works



TABLE |
IDENTIFIERS FORBANDWIDTH AND LATENCY ANALYSIS

in a store-and-forward manner. The first transmission is done
by the source to all nodes in the multicast tree. Thereafter, er-
ror recovery only for the DER nodes, which constitute an extr.

multicast group, is performed. A DER node does not perfo d | Meaning |
error recovery for its local DER group, which constitutes an-B Average bandwidth consumed by a multicast
other multicast group, until it has received all packets of a TG packet per link
from the source. Error recovery for the receivers is performeds Fraction of high loss receivers among all re-
in parallel for the different DER groups. Feedback messages ceivers
and retransmissions are restricted to the respective groups, subly (z) | = P(X < z) (Cumulative Probability distri4
that the maximum number of feedback messages to be processed bution of the random variable X)
by any group leader is equal to the number of group membegr<7 Number of Backbone links
We assume a hierarchical feedback filtering mechanism in th& total number of links in the multicast tree
upper tree levels to reduce the number of feedback messagés, Number of packetsina TG
while introducing negligible delay. The transmission of a TG ¢f L number of additional packets (NOAP) requirg¢d
k packets is done the following way: by all receivers

The multicast source (For each TG): L, NOAP required by a random receiver
1. Sends thé original packets of the TG and a poll for feedback 7, ,, NOAP required by a random high loss receiyer
to all nodes in the tree (global multicast). M Number of transmissions per packet (NOTPP)

2. Onthe reception of feedback (NACKs) from the DER nodes i/ NOTPP for protocol C
the corresponding packets are retransmitted from the source tg,,, . | NOTPP to all DER nodes for D1
the DER nodes (scope restricted multicast), again with a poll fons,,, , | NOTPP to Z receivers from a DER node for D1

feedback. Mps ¢ | NOTPP to all DER nodes for D2
3. Step 2 is repeated until no missing packets are indicated any7,,, , | NOTPP to Z receivers from a DER node for )2
more by the DER nodes. N Number of packets in one ADU
. ng DER} nodelz(/ the r]?CGT\/g (Forbee#:h Tg)i ) Packet loss probability

: ”glr?a dpaC etsofa I are 3 ered. i Dh Packet loss probability for high loss receivers
2. On the detection of a loss and reception of a poll for fee P Packet loss probability in the shared loss case

back, a NACK is sent (unicast to the source or the DER no %
respectively), indicating the sequence numbers of the miss Ag
data packets. b
3. Step 2is repeated until the TG is fully received. In the case O.Z
a DER node, loss recovery for the receivers is now performed.

D. Protocol D2 (grouped DER with hybrid ARQ type 2) As a base for qomparison of performance of the C.ER and
DER protocols in different loss scenarios we consider the

D2 is identical to D1 except for the fact that parities are usgd|ative bandwidth requirements E[Bp,]/E[Bc: and
for error recovery, the same way as for protocol C. Inmost casgg g, 1/E[B] '
. :

parity packets received by the DER nodes from the source are

sufficient for error recovery at the receivers as well. If addition&. Protocol C
parity packets have to be coded, the additional delay is negligi-
ble and will thus not be considered. In any case, a DER ha
wait until the full TG is received, just as with protocol 1.

Number of receivers in the multicast group
Number of physical hops in a backbone link
Number of group members in a DER group

n,oFEC]

For the CER protocol C, we have only one multicast group
S04 all transmissions are multicast over all links. Thus we get:

IV. BANDWIDTH ANALYSIS E[B] = E[Mc] (2)
Table | summarizes the variables and notation that will be where E[M] is the average number of transmissions per
used for the bandwidth analysis. packet required for reliable delivery to all receivers. In the fol-
We define the bandwidtB as the bandwidth consumed by dowing, a general formula foE[M ] is derived and then evalu-
multicast packétper link, averaged over all links in the multi-ated for the different types of loss. L&t describe thewumber
cast tree [20]. The bandwidth of a multicast packet in a multdf additional packet transmissions required by a random re-
cast group is the product of the numbé¥/; of transmissions ceiverto receive a complete TG, using parity transmission. And
per packet (original and retransmissions) and the nurihef let L describe thewumber of additional packet transmissions
links traversed. Givelil = R + wy, - G+ 1 links in total, where required by all receivers, to receive the complete TG. We gen-
wy, is the number of physical hops in a backbone link as definedalize the distributions of and L,. and the expectations df
in Section Il, theaverage bandwidth of a multicast packet per and M given in [8]. For a fractionf, of high loss receivers

link is: . with loss probabilityp;, and the rest low loss receivers with loss
- — 1. H, robabilityp we get:
E[B] = Z E[M;) - H; P P ypwe g
l Lok+i-1)
2\We assume feedback and poll for feedback packets to consume no band-Fy, (I,p) = Z ( )p’(l —p)* ,1>0(3)
width, —~\ k-1

(3



Fr(l,fn) = Fp, (Lpn)® - Fp (1,p)F07) (4) can be calculated by evaluating equation (9)as,, , (m,0)
o0 (low loss) andFly,,, , (m, 1) (high loss) respectively. Both the
E[lL] = Z (1— Fr() (5) expectations are calculated as in equation (5).
1=0 For shared source link loss, the loss probabiiityn equa-
E[Mc] = 1+ E[L]/k (6) tion (7) is the same for the source link and the receiver links.

Since the number of transmissions &IDER nodes behind the

For homogeneous independentloss we can now simply evadigle lossy source link is the same as for only one DER node
ate equation (4) aB, (1, 0), for both of the heterogeneous casegehind the lossy source link, we get:

we evaluate equation (4) d&,(/, f,). Afterwards we can cal- ,
culate the respectivE[M ] with equations (5) and (6). Frpyg(m)=(1-p™) (11)
For shared source link loss in our model multicast tree R ; .
. ) ' ‘We calculateE[Mp1 ] with equations (11), (5) and (8). We get
analytical formula forE[M ] could be derived. Therefore WeE[Mm,z] by evaluating equation (9) aB,;,,, , (m,0) while

estimate the value df[M ] by simulation® The loss with prob- laci f : ;
o S . . W h It with .
ability p seen by a receiver is kept constant. Thuis equally replacingp by p'. We get the result with equations (5) and (8)

split to a loss probability’ on the source link and the receiverc. Protocol D2

link: R/ ) For the DER protocol D2, the bandwidB]B] can be derived
p= p from equation (8) by substitutindy/ p» ¢ for M p1 ¢ andMps z
B. Protocol D1 for Mp1,z. We can calculatd/p, ¢ andM p» 7 for the case of

arity transmission analogously to the calculations for protocol

The rellﬁble transmésspndof a packet frorF Lhe rrcljultlca (see equations (3) to (6)). For the independent loss scenarios
source to th&? DER nodes is done viay, - G + 1 links and re- we get directly from equation (4):

quiresM p1 ¢ transmissions per packet. From each DER node,
Mp, 7 transmissions ovex links are needed to reliably trans- Fr(l, fu) = Fu (I,pn) % - Fp (1, p)% (=) (12)

mit a packet to the receivers of the local group. The bandwidth i | - _ h
cost for D1 is given by: For all independent loss scenariosiiys, ¢ = 1. For homo-

geneous independent loss we evaluate equation (12) @s0),
1 calculateE[M p, ] with equations (5) and (6) and the resulting

E[B] =  (ElMp1c]- (1 +w, - &) + EMp1z]- B) (8)  pip) with equation (8).

. . . ) For intra-group heterogeneous loss we evaluate equation (12)
With the recursive calculation method from [21] we derive ﬁsFL(l f») and calculateZ[B] with equations (5), (6) and (8).
general formula for thexumber of transmissions to Z re- For i;lter—group heterogeneous loss we can d,e!mB] from
ceiversamong which there is a fractigfy of high loss receivers: equation (10) by substitutingZ ps 7 for Mp: » and Mps 7

) ’ 1L h
1 mnZ e (g mn 21— fa) for Mp1,z,. We calculateE[Mp»,z,] from equations (6)
Furp, . (m, fr) = (1 —pp') (1—p™) ©®)  and (5) by evaluating equation (4) & (I,0) (low loss) and

For homogeneous independent loss, we evaluate equationlfgél7 1) (high loss) respectively. _
asFy,, ,(m,0) and use it to calculat&[Mp, ] as in equa- or shared source link Io:?‘s we can caIcuIEtQ] as in equa-
tion (5). Since the upper links are lossless welglt/p; ] =1 1ON (Ef)- We evaluate equation (12) &% (I, 0) with % =1land
and can now calculatE[B] as in equation (8). p=p for the shared link and aBr, (1, 0) with p = p’ andZ as

For heterogeneous independent loss, we first consider edcypriable for the lower tree level. We can then calculate both
recovery group to consist of a fractigiy of receivers with high E[Mps ] andE[M ps, 7] with equations (5) and (6).
loss p;, and the rest of the receivers experiencing low lpss
(intra-group heterogeneous loss). Again, we h&{&/ p; ¢] = _ _ _ '
1 andE[B] can be calculated with equations (9) and (8). In the following, the bandwidth requirements of the defined

We now also consider the case that a fractipiof the groups Protocols are evaluated. We will see hparity fransmission
consists of high loss receivers exclusively and the rest of tf@n diminish the performance gap between CER and DER. The
groups consists of low loss receivers exclusively (inter-groififluence of the parameteks(TG size),p (loss probability) Z

heterogeneous loss). Wii[Mp;.¢] = 1 and equation (8) we (DER group size), as well as the scalability of the protocols with
directly derive: the number of receiverB, is explored in the homogeneous in-

dependent loss scenario (loss only on the last hop from the DER
. R nodes to the receivers). The three protocols are then compared

BB} = 1+ H I+ (E[Mp1,7,] = 1) regarding their scalability with the number of receivers for the
R different loss scenarios, using the measure of relative bandwidth
tg (1—fn)- (E[Mp1,27] —1)  (10) requirement. Thereafter the influence of bursty loss patterns is

EIM is th q ber of . , | examined. Unless stated otherwise, a packet loss probability of
[Mp1,7] is the expected number of transmissions in a loW _ ) 51 4 ysed and? = 106 receivers are in the global multi-

loss group,E[Mp,z,] the same in a high loss group. Bot

V. BANDWIDTH COMPARISON

4We usep = 0.01 in contrast to MBone measurements in [15]. There, it
3 All simulations were done with MATLAB. The simulation produces sampleas shown that a large portion of receivers experiences a median loss rate of
values forM¢. E[Mc¢] is estimated as the average of the sample values % < p < 10%. However, as can be seen in Figure 6, the loss rate does not
Me. substantially influence the relative performance of the protocols.
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per packet. A larger number of backbone hops only makes a
difference for the retransmissions, which are performed locally.
Fig. 3. Relative bandwidttl[B]p g r/E[B]cer for independent homoge- Thus, the smaller the number of retransmissions per packet, the
neous loss with and without parity retransmissipn= 0.01, 7 = 30, gmgller the influence of an increased number of backbone hops.
wp = 1.
We conclude that the number of backbone hops does not have a

The rationale for our comparison is to demonstrate that CE§8at influence on the relative performance of the protocols and
profits more from parity retransmission than does DER. In [ﬁ’onsder the backbone links to consist of one hop from now on.
grouped DER with plain ARQ was shown to outperform CER
with plain ARQ in terms of throughput. The hierarchical struc-

receivers R

Bandwidth for independent homogeneous loss: C vs. D1 vs. D2

ture of grouped DER was identified as the dominating perfor- 2 |

mance factor. The paper argued that any technique employed ‘ ¢ .

in a CER protocol could also be employed with a DER proto- :gl-g’ :o Bij ;i;g )
col and would yield the same relative performance. We see that 5 L oo

this is not the case for hybrid ARQ type 2. Figure 3 shows the 1.6} 5 - g;: i:ig 1
bandwidth requirements of the DER protocél$ andD2 rela- é : . D2: 2;30 B
tive to the bandwidth requirements of the CER protocolsnd a ' - D2j 7280 ||
Chorec. It can be seen that the relative performance of CER gl 4 ) '

to DER is improved through hybrid ARQ type 2. Thisisdueto @

the fact that protocal’ serves a larger number of receivers with  %1.2¢ ¢ .
one parity retransmission than protod®®; each parity packet .

can repair different losses at different receivers, an effect that is

not exploited to the same extent in the DER case, where retrans-  1¢° 100 10> 10°

missions are limited to a local group. Since CER with parity transmission group size k

transmission has been shown to outperform CER with data E?g' 5. Bandwidth dependent on TG sizdor independent homogeneous loss:

transmission ([8]) and DER/ARQ has been shown to outperform c vs. D1 vs. D2p = 0.01, R = 106, wy, = 1.

CER/ARQ in [3], we will not consider protocdl,,,rpc any-

more for our comparison. It can be seen in Figure 5 for different DER group sizes
In our tree model (Figure 2) we have a variable numbgof Z = {10, 30,80} that the performance of the protocols C and

physical hops for the backbone links. In Figure 4, we see tHaR improves with increasing TG siZe This is due to the fact

the bandwidth for protocol C is independentwof. This is be- that a parity packet can repair the lossaof packet out of the

cause there is no loss on the additional backbone links and he& and that therefore a parity packet can repair the losif-of

the number of transmissions is not increased. Retransmissitenent packets at different receivers — an effect that increases

for protocols D1 and D2 are only performed in the DER groupsith the TG sizek. Due to the small nhumber of receivers in

over a constant number of links, while the total number of links DER group, D2 is not as susceptible to differencédsas pro-

in the tree increases. Hence, the bandwidth of protocols D1 andol C (see also Figure 3). For large TG siZzes> 100 the

D2 decreases slightly (max.0%). We also see that the influ- performance of C comes close to the performance of D2 and is

ence ofw;, on D1 and D2 diminishes with larger transmissioeven better than the performance of D1. With the coder intro-

group sizesk. The larger the transmission group size with paduced in [18], coding complexity for parity packets(Xk?).

ity transmission is, the smaller is the number of transmissiombke tradeoff between bandwidth and latency is explored in Sec-



tion VI and Section VII.

Bandwidth for independent homogeneous loss: C vs. D2

Figure 5 shows that the performance of D1 and D2 improves 2
with decreasingZ, since the exposure of retransmissions de- - Cik=7
creases with decreasing local group siZe This does not 18 | Ck=20 ,
contradict Figure 3: all schemes benefit from decreasing num- = — C:k=100
bers of receivers/group sizes. But, comparing schemes with @ == D2: k=7
and without the use of parity transmission, schemes with larger -21.6; ~ |e— D2:k=20 | ]
group sizes benefit relatively more from parity transmission than g v——~ D2: k=100
schemes with smaller group sizes. %1 4
Protocol D2 performs better than D1 for all transmission &
group sizes. A result that we experienced for the entire parame- @
ter space. Thus, from now on, we will not consider protocol D1 1.2
anymore and exclusively compare protocols C and D2.
Bandwidth for independent homogeneous loss: C vs. D2 io
20 C: k=7 DER group size Z
--- Cik=20 Fig. 7. Bandwidth dependent on DER group sizdor independent homoge-
<18 C: k=100 1 neous loss: Cvs. D2, = 0.01, R = 10%, w, =1
£ |>—= D2:k=7 .
2 |e—s D2:k=20 /! ! Bandwidth for independent homogeneous loss: C vs. D2
2%6-~ paikzi00 | R 2 ‘
g it - Crk=T
g14 P : <18 |- Cik=20 .
N I £ ——  C:k=100
%12, ‘,-47////’/ | gle =——= D2: k=7 |
I [ " o—o D2: k=20 »
E v— D2: k=100
. c o i
110‘3 0% 10 51'4 T
packet loss probability p o T )
Fig. 6. Bandwidth dependent on packet loss probabijlifgr independent ho- Wiz P . - R i
mogeneous loss: C vs. DB, = 10%, Z = 30, w;, = 1. e
We see in Figure 6 that protocol D2 with a DER group size ! 10 10* 10°
of Z = 30 performs better than C for all loss probabilitiefor receivers R

T_G s!zes Ofk, € {7,20,100}. More;over the bandwidth IncreaseFig. 8. Bandwidth dependent on number of recei@r®r independent homo-
with increasing loss probability is less for protocol D2 than
for protocol C. Due to the scoped retransmissions for protocol
D2, a high loss receiver merely increases the bandwidth require-
ments in one DER group. For C, however, a receiver with high@aximum number of lost packets dominates the whole multi-
loss dominates all receivers. In [15], measurements in curré&ast group. For protocol C, the maximum loss increases with
MBone showed, that loss probabilities for large portions of tHBe group size. For protocol D2, the DER group sizes stay con-
receivers aré% < p < 10%. Figure 6 also demonstrates thagtant and so do the maximum loss and hence the bandwidth in
the influence of the loss rate on the relative performance of taach DER group. While protocol D2 performs better than pro-
protocols is minor. We will usg = 0.01 from now on. tocol C for the whole range of numbers of receivBigor large

As can be seen in Figure 7, the bandwidth requirementsteansmission group sizes = 100, the performance difference
protocol D2 increase quasi-linearly with the local group sizé very small (see also Figure (5)).
Z. Protocol D2 always performs better, or in the worst case, ,
as well as protocol C, for the same transmission group size.Exf Other 10ss scenarios
we choose a DER group size = 1, the performance of D2 is  We are now going to compare the relative bandwidth perfor-
independent of the TG siZe since a retransmission for the sin-mance of C and D2 for large numbers of receivers for the four
gle receiver always holds exactly the required packets, wherelifferent loss scenarios (Figure 9). For the homogeneous inde-
for several receivers, unnecessary receptions are possible. pendent loss scenario, we have= 0.01. For the two hetero-

Figure 8 shows that both C and D2 scale very well in terms géneous independent loss scenarios9@§% low loss receivers
bandwidth with large numbers of receiveRs For an increase the loss probability stays = 0.01, whereas th@0% high loss
in receivers of factot0%, the bandwidth of protocol C increaseseceivers see a loss probability of = 0.25. As we showed
only about50% and the bandwidth for protocol D2 stays conbefore (Figure 8) protocol C comes close to the performance of
stant. Since parity packets are multicast, the receiver with thetocol D2 forhomogeneous independent loss.

geneous loss: Cvs. D2,= 0.01, Z = 30, wp = 1
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patterns as described in [8]. It was found in [8], that for hybrid
ARQ type 2 protocols, the number of transmissions per packet is
always higher for burst loss than for independent homogeneous
loss. Moreover, the increase in transmissions with an increas-
ing number of receivers is higher with burst loss. The difference
between numbers of transmissions with burst loss and homo-
geneous loss is very small for small numbers of receivers and
large (up t060% increase forl0* receivers) for large numbers

of receivers. The smaller the TG sike the stronger the influ-
ence of burst loss. Ifthe TG is large enough to span several burst
loss periods, receivers essentially see homogeneous independent
random loss.

Since our bandwidth measure is directly proportional to the
number of transmissions per packet, we can directly derive con-
clusions from the results in [8]. For small TG sizZgdburst loss
brings a great disadvantage for protocol C. The bandwidth for

C increases up t60% for 10* receivers. The bandwidth for D2
increases by a very small amount and stays independét of
However, if TG sizeg are large enough, receivers see a random
non-bursty loss pattern and protocol C comes very close to the
performance of protocol D2.

Fig. 9. Relative bandwidth dependent on number of receif&fer different
loss scenarios: Cvs. D2,= 0.01, Z = 30, wp, = 1

Looking atintra-group heterogeneous loss compared tdo-
mogeneous independent loss, the performance of protocol D2
improves relative to C. This effect is more pronounced for VI. LATENCY ANALYSIS

smaller transmission group sizes. For protocol C, the receiverrable Il summarizes the notation and random variables that
with the highest loss determines the number of parities trarge used in the latency analysis. Other variables can be found in
mitted to all receivers. For protocol D2, only one DER group i$able |.

affected. Our basic performance measure for latency is ¢bmple-

Of all loss scenariosnter-group heterogeneouslossgives the  tion time E[D] for the reliable transfer of an ADU consisting
highest performance advantage of protocol D2 relative to C. Theone TG withk packets. We define the completion time as
property of D2 to restrict local retransmissions to the DER rehe time that is required to fully and successfully transmit the
covery group has even more impact than in the intra-group h@PU from the sender tall receivers. Completion time is the
erogeneous case. We note that DER protocols perform betigration, for which resources in the multicast tree will be occu-
with heterogeneous network loss characteristics. The assuipied by the transfer of the ADU. We will define a normalized
tion of homogeneous independent loss for the exploration of thfeasure, thaverage completion time per packeexpressed in
parameter space benefits CER. However, the qualitative resiiigitiples of RTT as to stay independent of the absolute RTT and
for the comparison of C and D2 stay valid. the total amount of data transmitted. We assume a packet size

For shared source link loss the performance of protocol C P = 2kByte. In practice, a group of packets resembles the
improves minimally relative to protocol D2 compared to the haamount of data that is typically transferred for a HTML-page in
mogeneous independent case. Shared loss for a groipe@f WWW.> Multicast latency analysis is a highly complex task. So
ceivers to which parity transmissions are multicast, can be mdee, no analytical model for latency analysis of multicast parity
eled by a smaller group of receivelB (,qep < R, Zindep < Z) transmission has been presented and existing approaches solve
with independent loss ([8]). The reason for this is that onlynly parts of the problem ([22]). We will obtain our results for
the maximum loss among all receivers determines the requitke case of multicast parity transmission by simulation.
bandwidth. Protocol C multicasts parity packetdoeceivers, For our analysis, we do not follow the chronological order of
protocol D2 to Z receivers. SinceZ <« R, we also get transmission inherent to the protocol transmission mode. In-
R — Rindgep > Z — Zingep: the absolute (apparent) reductiorstead we sum up each delay contribution separately over the
in receivers through shared loss is higher for protocol C than fahole transmission and add those to the total completion time.
protocol D2. Protocol D2 also requires additional bandwidth owe call the process from the beginning of the packet transfer
the now lossy source link and the backbone links. This effeloy the sender, until feedback about missing packets is received
is minimal however, since the group 6f DER nodes shares by the sender ongansmission round. A reliable transmission
all losses and thus behaves like one receiver to the source. Mlguires several transmission rounds. In each round we have ac-
note that with respect to independent homogeneous loss, sha@ght fortransmission delay(the time it takes to send the pack-
source link loss has negligible influence on the relative perfasts), thefeedback propagation delay(the time it takes from the
mance of C and D2. completion of packet emission until feedback is received by the
sender), thdeedback suppression delaythe delay for feed-
back suppression/processing) and tleeling delay (both en-

We will b”eﬂy examine the influence Qf bUI"St loss using the5By examining the transmission of a small amount of data we implicitly as-
results from [8]. We look at bursty, spatially independent lossme that no interleaving of different TGs is necessary.

C. Burst loss



TABLE Il

process in parallel). We can thus neglect feedback processing
NOTATION AND RANDOM VARIABLES FOR LATENCY ANALYSIS

in both cases. However we must account forfeselback sup-
pression delay Dy, that is incurred by protocol C through the

| Id | Meaning | feedback suppression algorithm. For both CER and DER, the
ca Coding constant fgedback propagation Qday Dfp_ , which accounts_ fqr the addi-
d Propagation delay (PD) for each physical hap tional RTT; that are incurred in each retransmission round, has
d; PD between receiverand; to be considered. _
4, Parameter for feedback suppression algorithm  * The cod! ng delay D, accpunts for both encoding and decod—
D Completion time (CT) for ADU transmission ing of parity packets. _Parlty packets are not precoded. Coding
Dyorm | Normalized CT per packet in multiples of RTT can r_10t be performeq in parallel to waiting for feedback or trans-
D Transmission delay mission of packets, since a complete group phickets must be
Dt Feedback delay available before decoding can begin. We use the coding algo-
Df Feedback suppression delay rithm introduced in [17] and [18], which has a complexity of
Dfs Feedback propagation delay O(k?). Measurements on a SUN SPARC-20 with this coder
Dfp Coding dela showed that coding introduces only negligible delay even for
DC Propagationydelay large transmission groups. Receg)tid)evelopments showed that

P — . coding complexity can be reducedd@gk) ([19]).
K I'i\lvl;r:;b(el\zgfrt;"’)uzérg;lsrséggi:%:g?? Af\c;{r)rellable de- « thepropagation delay for the first transmission of the original
packets denoted by,,.
§g1 . H8$2 ;Aglfgég?ggggcfor protocol D1 Equations '(13) and (14) shpw the completion tiFD] and
KD17I NOTR TAR from all DER nodes for D1 the normalllz.ed completion t|m5[pnom] for one singleshort
KD27S NOTR to all DER nodes for protocol D2 ADU consisting of one transmission groupkopackets.
Kpi,r | NOTR TAR from all DER nodes for D2 E[D] = E[D]+ E[Df]+ E[D.])+ D, (13)
L Number of parity packets required for decoding E[D]
ofone TG E[Dnorm] - L-RTT (14)

A Constant end-to-end packet throughput
o Parameter for feedback suppression algorithm We call the intermittent transmission of original packets and re-
Mpy.; | NOTPP TAR from all DER nodes for D1 transmissions of different TGaterleaving. Interleaving is an
Mps.; | NOTPP TAR from all DER nodes for D2 efficient way to use waiting times due to network propagation
OTT | One-way latency or coding associated with one TG, for the transmission of an-
P Packet size other TG. For short ADUs, interleaving is not possible. For a
RTT | Round Trip Time long ADU, which consists of several transmission groups,

terleaving is possible. Analysis was done both for short and
long ADUs. Evaluating equation (13) for long ADUs results

in a performance measure that is largely based on the number
coding and decoding, if parity transmission is used). Those dift transmissions per packet. Thus we will not consider long
ferent contributions to thiotal completion time D are denoted Apuys here, since the results would be qualitatively similar to
by the following random variables: the results from the bandwidth analysis (Section V). In the cal-
« The accumulated packetansmission delay denoted byD;:  culations for the DER protocols for short ADUs, we need to
We assume a constant overall end-to-end packet throughputonsider that transmission of packets can overlap in time in dif-
which is determined by congestion and flow control, queuing, @rent DER groupshrizontal parallelism).

available bandwidth. Along with a constant packet throughput,

we assume the packet sieto be constant. Further we assumé. Protocol C

the packet throughput to be equal and constant for all paths inzq the transmission delay of one short ADU of sizee get:

the tree model. The latency incurred for the transmission of one
packet is then given aB; = .

«» The feedback delay, denoted byD ;, accounts for all delays

related to feedback. For the DER nodes, we assume the no : . .
in the upper tree levels (including the DER nodes) to perform e _ﬁ%reMc 's the number of transmissions per packet in a group

. ; i L2 ; X f k packets.E[M ] for homogeneous independent loss as well
fseigzveA?cI;irr?jri?whIlcaxgiggzﬁjkefrlItfg?(ge?bz\éokldrfoece;lsbs?r?k ggg Oég for heterogeneous loss is calculated as shown in the band-

) gy, P 9 yw&ith analysis from equations (3)- (6E[M ] is estimated by
the source negligible and look only at thefeedback messages_. : :

S . simulation for shared source link loss.

that must be processed at DER nodes. DER is given a slight benl"he feedback delav is given as:
efit through this. The protocol C uses a timer-based feedback yisg '
suppression mechanism ([16]) to reduce the maximum number E[D] = E[Dy] + E[Dy,)] (16)
of feedback messages arriving at the source dow.tdNow,
both for CER and DER, on the way from a receiver to the souraghere E[Dy,] is the feedback suppression delay a@idy,] is

7 feedback messages must be processed (since the DER ntite$eedback propagation delay. In protocol C, the timer-based

E[D) = B[Mc] - & (15)



feedback suppression algorithm presented in [16] is employé&ahr the heterogeneous loss scenarios, we consider the coding
If feedback suppression reduces the possiblieedback mes- delay to be dominated by the high loss receivers, ang set
sages from all receivers to a maximum numberofeedback py, which is again a lower bound for the latency of the slowest
messages, the expected feedback suppression delay is givereesiver.

derived in ([16]): B. Protocol D1

ElDy = di /1 (1 B elom 1>R’ dm 17) For the transmission delay we account for two steps: the
0 ero —1 transmission from the source to the DER nodes and from the

X = log(R)+1 (18) DER nodes to the receivers. Since the first transmission of orig-

_ Ao inal data is multicast to all nodes in the tree, we do not con-

d = d-1.2- log (Z) (19) sider the additional transmission delay for the transmission of

the original packets from the DER nodes to the receivers. Some
where), is the optimal parameter of the exponential timer digpackets may be lost on paths from the source to the DER nodes.
tribution, d; the timer interval sizef is the average propagationRetransmission of those packets from the DER nodes to the
delay between random receivers aRd = p - R the expected receivers causes additional transmission delay. Since the loss
number of receivers willing to send feedback. In our tree modetobability p is very small, we neglect this transmission delay.
we have homogeneous propagation detays= 2- (1 +w;)-d  For the total transmission delay for a TG/opackets for trans-
between a nod¢and all nodeg that are not in the same DERmMission to all receivers we get with (15):
recovery group. Between nodeand the nodeg that are in i
the same DER recovery group we have a propagation delay of E[D¢] = (E[Mp:1,¢]+ E[Mp;s 1] — 1) - n (22)
d;; = 2d. We calculatel asd = d; ; = 2 - (1 + wy) - d, which
leads to a very tight upper bound for the feedback suppressibfp; ¢ is the number of transmissions per packet required for
delay. reliable delivery taall of the DER nodes andl/ p; ; the number
Since the number of potential feedback senders after the figgtransmissions per packet from the DER nodealtof the Z
retransmission round will be very small, we only consider threceivers irall the groups. We geE[M p;,¢] the same way as
feedback suppression delay in the first round. We use the abéwethe bandwidth analysis for thadependent loss scenarios as
calculation that applies for all loss scenarios. Forlteroge- E[Mp;.c] = 1, for shared source link loss with equations (11)
neousindependent loss scenarios, the result will be a tight uppeand (5). We will estimate the value &M p, ;] by simulation
bound for the feedback suppression delay. The number of potésr-all loss scenarios.
tial feedback senderB; increases through high loss receivers. The feedback delay for protocol D1 consists exclusively of
However, since we look at small fractions of high loss receiveffeedback propagation delay, since protocol D1 does not per-
the increase is neglected. form feedback suppression. We calculate the maximum feed-
After a receiver has sent feedback, a requested parity trahack propagation delay among all receivers in all groups as:
mission can arrive at the receiver not before a full round tri
time RTT = 2- (2 + wy) - d. Feedback is sent after each transg[DfP] = (E[Ep1,s] =1)-(1+wy) - 2d+(E[Kpy,r] —1)-2d

mission round, for each transmission group. This way we get i . (23).
for the feedback propagation delay: where E[Kp; s] is the maximum number of transmission
rounds required for delivery to all DER nodes aB{K p; ]
E[Dy] = (B[Kc] = 1) - (24 wp) - 2d (20) is the maximum number of transmission rounds required for de-

livery from the DER nodes to all receivers in all DER groups.
whereE[K ¢] is thenumber of transmission roundsrequired for  For all independent loss scenarios we §¢K p; s] = 1. For
a group of packets for reliable delivery to all receivef§K ] shared source link loss we get the distribution o, s for a
is estimated by simulation for all loss scenarios as the averag® of k packets with equation (11) as:
of the sample values obtained.
To calculate the parity packet coding tinig{D.], we use Fip, o(m) = (1 —p™)F (24)
measurements done with the coder presented in [17]. Since en-

! L . K can then be calculated with equation (B)[ K
coding and decoding time are approximately the same ([24]) il b%léﬂtimated by simulation for all Iosi scenag??[s or
get from [17]: ’

C. Protocol D2

The transmission delay for protocol D2 can be calculated as
wherek is the transmission group siz®,is the transport layer in equation (22) by replacing the respective variables for D1
packet size in kBytes ang; is a machine dependent constantvith variables for D2. For all independent loss scenarios we
E[L;] = p - k is the expected number of parity packets to bget E[Mps. ] = 1. Forshared source link loss, E[Mpg s]
used for decoding of the transmission group. Our completi@an be calculated using the distribution from equation (4) with
time measure looks at the time elapsed until the last receiver= 1 together with equations (5) and (6). For all loss scenarios
is finished. The calculation of the coding delay in equation (2B[M pe, ;] will be estimated by simulation.
considers arandom receiver and thus gives a lower bound for th&@he feedback delay for protocol D2 consists only of feed-
actual coding delay. Equation (21) is valid for all loss scenaridsack propagation delay, which can be calculated the same way

E[D]=2-k-E[L]-Pcq (21)



as in equation (23), again by replacing the respective variabl€s.The transmission delay, the feedback propagation delay and
E[K pg 5] is the maximum number of transmission rounds rahe coding delay are not influenced by a larger number of back-
quired for delivery to all DER nodes ait| K p. /] is the max- bone hops, since the additional hops are loss free and the total
imum number of transmission rounds required for delivery tBTT stays constant. However, the feedback suppression delay
all receivers in all DER groups, both using parity transmissioimcreases with an increasing number of backbone hops, since it
E[Kpe,s] and E[K pe, ] will both be estimated by simulationis proportional to the propagation delay in between receivers.
for all loss scenarios. The completion time for protocol D1 decreases by no more than
The coding delay for protocol D2 is calculated the same wadyp% with £ = 7 and an increasing number of backbone hops.
as for protocol C with equation (21). We assume that the parityhe delay for D2 decreases slightly less. Of all delay contribu-
packets coded by the source are sufficient for transmission fréioms, only the feedback propagation delay decreases due to the
the DER nodes to the receivers and no additional parity packetsluced RTT within the DER groups required for local retrans-

have to be coded by the DER nodes. mission. Since more retransmission rounds must be performed
in the case of original packet retransmission, a smaller RTT has
VII. L ATENCY COMPARISON a stronger effect o[ D,,,,,] for D1 than for D2. We also see

In the following, the completion time measulD o] is for all protocols that the larger the transmission group &ize
compared for the protocols C, D1 and D2. The influence of tflee smaller the influence of an increasing number of backbone
parameterg, Z, c, and R on the protocols is evaluated for thehops. This is due to the larger impact of the transmission de-
homogeneous independent loss scenario. The scalability with 12y for large transmission groups, such that the feedback delay
the number of receivers of protocols C and D2 is compared feé@ntributions that depend am, become relatively unimportant.
the different loss scenarios using the measure of relative péfe also found that the influence of, does not increase with a
formance. Unless stated otherwise, a constant packet sizélgmber of receiver® > 10*. However, the influence af, in-

P = 2kB will be assumed. Through measurements with tifgeases and decreases with the packet throughput, as delay con-
FEC coder introduced in [17] on a SUN SPARC-20 workstatidfibutions other than the transmission delay become more impor-
we goteq = 120 % 10~%s. The constant packet throughput is sé@nt. Since the influence ef, on the quality of the comparison

to A = 25/s. ® We setRTT = 0.1s = 6d and the packet loss is not considerable, we will sat;, := 1 from now on.

probability, that a receiver sees, to= 0.01. The DER group

size isZ = 30 and the number of receiversis= 10* Completion time for Web transfer scenario: C vs. D1 vs. D2
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We can see in Figure 11 that protocol C performs better than
Fig. 10. Completion timeZ[Dy,,m] dependent on number of backbone hopprotocol D1 in most of the range df: for k = 7, C performs
for homfgeneous indepggdent loss: Cvs. D1vs.jp2,0.01, Z = 30, better than D1 for values df > 80, for £ = 100, C performs
R =10%cq =120 x1077s. better than D1 for DER group sizes 4f > 6. For both pro-
tocols, larger transmission group sizes are an advantage. More
thorough inspection of the results showed that the dominating
elay contribution for protocol D1 is the transmission delgy
e transmission delay for protocol D1 increases with the group
size because the receivers incur latency for unnecessary packet
ptions. For protocol C, the feedback suppression delay in-
eases foZZ — 1. The number of feedback messages for pro-
6A packet throughput oA = 25/s has been reported by Bolot [25] for atOCO| Cis setto be equ_al 1, Such that for small values &,
loaded IP path between Sophia Antipolis, France (INRIA) and London (UCLjhe feedback suppression delay is very large. Protocol D2 per-

In our tree model (Figure 2) we have a variable numbgof
physical hops for the backbone links. The absolute tBEI
between source and receiver is constant, but the fraction of
delay thatis incurred on the backbone links is larger whgm-
creases. In Figure 10 we see that the completion time incre
slightly with increasing number of backbone hops for protocql



forms better than protocol C for all values #f However, for Completion time for Web transfer scenario: C vs. D2

a TG sizek = 100, the difference between C and D2 is very ] !
. . --- C:k=7
small. The performance of protocol D2 is hardly influenced by . o k=20
Z. We look at the delay until the last receiver of Bllreceivers L6 o k:100 |
has received all packets. With parity transmission, the last re- 14l D.2' ;_7 |
ceiver will not receive any unnecessary packets, no matter how _ ™ ' k_
. . . . . = K= P
large the DER group size is. In fact the transmission delay is the & 100 DZ: _20 e
same for protocol C and D2. The feedback propagation delay, .S D2: k=100 ‘
however, is lower for protocol D2. Protocol D2 performs better %‘ 1
than protocol D1 over the whole range 6f o
0.8
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To explore the influence of the coding constain Figure 12 0.6f
we choose values fat; of 107* < ¢4 < 10-2. The lower
bound ofc; = 10—* was measured on a SPARC 20 workstation. 0-1‘01 10 10° 10°
For small values of, the relative performance of the protocols receivers R

as seen before is not changed. D1 performs better than C for L _

- ig. 14. Completion tim&[ Dyorm] dependent on number of receiveksfor
small i and vice versa for largé. D2 performs better than =™ oo 0cncous independent loss: C vs. p2= 0.01, Z = 30, ¢; =
both C and D1 for smalt;. Only for very large values of, 120 % 10~ %5, wy, = 1.
and k, the coding delay for C and D2 becomes so dominant
that they perform worse than D1. For the default value o ) ) .
120 % 10~%5, we saw that protocol D2 performs better than pinfluenced by the increasing number of receivers. For proto-
in the rest of the parameter space. Thus, from now on we wip! C, both the transmission delay and the feedback propagation
leave out protocol D1 from our comparison. delay increase with an increasing number of receivers. How-

It can be seen in Figure 13 that protocol D2 performs bett8/er: the feedback suppression dglay decreases and the i_ncr_eas-
than protocol C over the whole range of packet loss probabilitit feedback propagation delay is masked by the transmission
p. The reason is the smaller feedback propagation delay of @#flay for large TG sizes.
distributed scheme. The completion time increases wifbr
both protocols, but less steeply for protocol C. The reason i?a
decrease of the feedback suppression delay for protocol C withn Figure 15 the scalability of protocols C and D2 in the case
increasing. The performance difference between C and D2 faf a large numbers of receivers is compared for the four dif-
largek is very small. This is because we look at the last receivéerent loss scenarios. Heterogeneous loss is modeléd By
such that the benefit of parallel transmission in the DER groulgsv loss receivers with the packet loss probabijity= 0.01
is partly lost. and10% high loss receivers with a packet loss probability of

It can be seen in Figure 14 that both protocol C and D2 scalg = 0.25. With Intra-group heterogeneous loss there is a very
very well with the number of receivers. Protocol D2 performslight improvement of the performance of protocol C relative to
better than C over the whole rangeBf For largek, C comes D2 compared to homogeneous loss. The feedback suppression
close to the performance of D2. D2 has a smaller feedback praiglay for protocol C decreases even more than with homoge-
agation delay and is through the constant DER group size hardgous loss. This is due to the larger number of potential feed-

Other |oss scenarios
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Independent homogeneous loss Intra-group heterogeneous loss S|nce D2 Outperforms Dl |n a” CaSES, We further Only ConSId_
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209 goo o ered D2.

208 Teeoe-m T 20sf -7 T We found that parity transmission for error recovery gives

Eo7 Sl Sorl o~ performance improvements to both schemes at almost no cost.

§o.s v é‘o,e . b2C ke Even coding schemes with complexiy(k?) contribute neg-

2os BN 2os BN ligible delay, let alone recently discovered schemes with com-

€ oal - - . Tod - - \ plexity O(k) [19]. Parity transmission also guarantees excellent
B " acoters B * " ecoersk ? scalability for both DER and CER. For large transmission group

g Mermgroup heterageneous loss e 1 Shared source link loss sizes, the performance of CER comes close to the performance

go_g %0_9 ] of D2. Considering the negligible coding delay, other issues in

208 Sos T T the comparison CER/DER now gain more importance (e.g. con-

S0 Sorl  Vcmeeo -7 gestion control and network deployment).

éo.s <. i |- oacikr éo,e - D2C ke Our results showed that DER clearly exhibits superior band-

sos| - || oreide | zest | oheice width performance if transmissions suffer from burst loss or

S oal - _ I Soal _ _ . very heterogeneous loss patterns among receivers. CER can
* " cceversi * * " ecevers R * partly catch up with DER, if larger transmission group sizes are

used. In terms of latency, the diverse loss patterns have almost

Fig. 15. Relative completion time dependent ®rior different loss scenarios: . f
9 Cvs. D2,p = 0.01pz =30, ¢y = FI’QO « 1055, w, = 1. no influence on the relative performance of DER and CER: for

large transmission group sizes, CER comes close to DER.

We have derived most of our results using a simple tree model
back senders. For large transmission groups, the transmissidiih homogeneous, independent loss at the receivers. With re-
delay is too dominating to make the influence of the decreasisiglts from varying loss models, and integration of MBone per-
feedback suppression delay visible. The effectniér-group formance measurements, we showed that our tree model is valid.
heterogeneouslossis much the same as with intra-group hetero- . )
geneous loss. The discontinuity in the curve appears, when heWhy CER is desirable
first high loss group is introduced among ##eDER groups.  The excellent performance of DER does not come for free.
Finally, shared source link loss does not make any noticeableTo perform local retransmissions, there has to be either network
difference to homogeneous independent loss. For calculatiors@pport or support from the receivers. This means either that
the number of transmission, shared loss can be modeled thropgliters or users must devote part of their workstation processing
a smaller number of receiver;, 4., €xperiencing independenttime to performing retransmissions for other users. In the case
loss (see Section IV). This improves the performance of bog network support, protocol deployment and the choice of the
protocols, with a slight advantage for C. Shared loss does MR nodes is a serious practical problem.
have a great influence on the other delay contributions, such thabgR attempts to perform retransmissions as close as possible

the overall effect of shared loss is negligible. to the point of loss. In case of congestion, congestion control
must be performed. However, congestion control for multicast
C. Burstloss with distributed error recovery seems to us a much more difficult

We showed in the bandwidth Section (Section V) that burfoblem than in case of CER. o _
loss increases the number of transmissions per packet and therE9" DER, the receivers must be organized in groups according
fore the number of transmission rounds will also be increasé@ SOMe metric. In order to adapt to changing network charac-
The performance advantage of protocol D2 over C compared /Stics: dynamic grouping is recommended. A self-organizing
homogeneous loss will thus be even more striking when consf§cnique with network support as a solution to this problem
ering latency than it was when considering bandwidth. HowW/@S Proposed in [26]. The complexity of a dynamic grouping is
ever, if transmission group sizésare large enough to span sev@t 1€asO(R).
eral burst loss periods, the receivers essentially see a random
non-bursty loss pattern. For large TG siZzegrotocol C then
comes close to protocol D2. Our results on relative latency p&¥e would like to thank the anonymous reviewers for their con-
formance will stay qualitatively valid also for bursty loss patstructive comments. Eurecom’s research is partially supported
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