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ABSTRACT cyclically varies at a rate of /ux, whereur, = P/Py, and P

is the cyclostationarity period (also the processing gain of the
slowest possible rate, e.gf, = 256 in the UMTS WCDMA
proposal). Nevertheless, some kind of ISI cancellation is likely
to result in improved performance.

The purpose of this paper is to give insight into the multirate
problem from a signal processing standpoint while presenting
the MMSE-ZF [2] or projection receiver [3], taking into account
the periodically time varying (PTV) nature of the spreading se-
guences. A description of multirate systems has also been given

We consider multirate users in a DS-CDMA system operating
in an asynchronous fashion in a multipath environment. Over-
sampling w.r.t. the chip rate is applied to the cyclostationary re-
ceived signal and multi-sensor reception is considered, leading
to a linear multichannel model. Channels for different users are
considered to be FIR and of possibly different lengths, depend-
ing upon their processing gains. We consider an individualized
linear MMSE-ZF or projection receiver for a given user, exploit-

ing its spreading sequence and timing information. Due to the .
periodically varying nature of the symbol spreading sequencesIn [4].

for fast users in a multirate setup, the symbol rate cyclostationar-, Lhe recever %esented ItE t:“f pa}i_er 'f. aper user (tﬂeclf ntrall-
ity no longer holds for all users. However, the multiuser signal is ized) receiver in the sense that its estimation requires the knowl-

still cyclostationary with the perio#, whereP is the processing edgfa of the des_lred user's spreading séquence and t|m|_ng |nf_or-
gain at the slowest rate. A, times faster usek behaves as if mation along with the second order statistics of the received sig-

it were a linear combination af;, users at the slowest rate. The nlal. We show th;thm times fatsttfe;huserstt):lan be Sp!'t 'rt'ﬁ?
problem boils down to classical multiuser detection with time- slower users, and the treatment of the problem remains the same

varying interference cancelling filters for faster users. The pro- as for lowest rate users. ldentifiablity issues are addressed and

cessing is time-invariant, however, when performed at Fatin the implications of such an approach are discussed.
that caseyu symbols for thekth user get estimated simultane-
ously through:;, parallel receivers. We discuss the blind estima- Il. MULTIRATE DS-CDMA
tion of the channels, required for determining the linear multirate
receivers, via a constrained minimum output energy approach. Fig. 1 shows the discretized model foua = 2 times faster
user in the systemA, = P/2), with P the basic processing
|. INTRODUCTION gain of the system#h . represents the chip-rate channel for the
kth user, and/ (ki) is the corresponding channel convolution
Multirate transmission is an alternative to multicode transmis- matrix. The overall system therefore depicts spreading of suc-
sion for achieving high data rates in DS-CDMA networks [1]. Cessive symbola . (n) by spreading sequences, which are
The latter technique employs several channelization codes fromlater passed throughy, the discrete-time chip rate channel. It
a given set of spreading sequences of the same length to transmi¢an be seen that for a user transmittingtimes faster than the
data. Hence the input symbol stream at a high rate is demulti-Slowest rate, the block diagonal spreading matrif¢sx) have
plexed and is spread by different spreading sequences to achiev@eriodically varying (with period:x) vector elements on the di-
greater capacity through parallel transmission. The disadvantagetgonal. Due to thei.d. nature of the input data sequeneg(n),
of such an approach is that large fluctuations in the received sig-this user can be viewed as. cyclostationary users with modi-
nal envelope impose a severe constraint on the power amplifierfied spreading sequences shown in the figure with zeros padded
at the receiver, which needs to operate within a large dynamicat the end.
range. Multirate transmission has therefore been preferred in the  This representation of faster users in a multirate system moti-
third generation WCDMA proposal [1], for high rate communi- Vvates the design of periodically time variant filters or yet better,
cations, especially in the case of small delay spreads (indoor and
pedestrain channels). The processing gains for different users are
a function of their transmission rates. This, however, does not
mean that the faster users are penalized in terms of the bit energy
to noise power ratio, and the chip energy is therefore larger for
high rate users, leading to the safg/ N, for all users. Tihe) .
Naturally, for a given channel, the intersymbol interference
(ISI) can be significantly large for a faster user. The effect of the
increased ISI is however reduced if periodically varying spread-
ing sequences are employed, so that the spreading sequence
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independent parallel receivers for the successive symbols of a the symbol rate. It is to be noted that the oversampling aspect
certain faster user. The advantage of the split-up approach is tha{with respect to the symbol rate) is inherent to DS-CDMA sys-

the estimation of these filters is independent of each other, ex-tems by their very nature, due to the large (extra) bandwidth and
actly as if they were independent users. If the system[ﬁés the need to acquire chip-level resolution. This aspect directly
concurrent users transmitting at different rates, then let us de-translates into temporal diversity and explains the interference

note by, where, K = 31 uy, the modified number of the
basic rate users in the system. In the following, we shall con-
sider this slowest rate representation of a multirate system wit
K effective users, and a processing gdi,and concentrate on
the detection of data symbols for tkéh user, which might be a
sub-user of a higher rate.

I11. MULTIUSER DATA MODEL

Fig. 2 shows the baseband signal model. Ehasers are as-
sumed to transmit linearly modulated signals over a linear mul-

cancellation capability of these systems.
We consider the channel delay spread betweerkthaiser

hand all of theM sensors to be of length.7.. Letn, €

{0,1,--- P — 1} be the chip-delay index for théth user:
hy'(nk) is the first non-zerd’ x 1 chip-rate sample ok}’ (p).
Let us denote by, the FIR duration of;" (¢) in symbol peri-
ods. It is a function ofy, nx, and P. We nominate the usdr
as the user of interest and assume that= 0 (synchronization
to userl). The symbol sequences for other users are relabeled
(delayed or advanced), so that their relative delay with respect to
userl falls in[0, T").

Let N = 37 | Ni. The vectorized oversampled signals at

tipath channel with additive Gaussian noise. It is assumed that y; sensors lead to a discrete-tiffé/.J x 1 vector signal at the

the receiver employ3/ sensorsto receive the mixture of signals

from all users. The receiver front-end is an anti-aliasing low-pass

filter. The continuous-time signal received at théh sensor can
be written in baseband notation as

S0 =S gl (- nT) 40" (1), (1)

k=1 n

where theua (n) are the transmitted symbols from uger?” is
the common symbol period;;* (¢) is the overall channel im-

pulse response (including the spreading sequence, and the transi‘/(") =

mit and receive filters) for thkth user’s signal at the:th sensor,
and{v™(t)} is the complex circularly symmetric AWGN with
power spectral density/o. Assuming the(ax(n)} and{vo™(¢)}

to be jointly wide-sense stationary, the procgsg? (¢)} is wide-
sense cyclostationary with peridd The overall channel im-
pulse responsg;” (¢), is the convolution of the spreading code
cr andhj’ (t), itself the convolution of the chip pulse shape, the

receiver filter, and the actual channel representing the multipath

environment. This can be expressed as

gr (t) = cr(p)hy (t — pTy), )

p=0

where 7. is the chip duration. The symbol and chip peri-
ods are related through the processing gain/spreading f&ctor
T = PT.. SIP in fig. 2 denotes serial-to-parallel conversion
(vectorization) with downsampling of a factdr Sampling the
received signal af (oversampling factor) times the chip rate, we
obtain the wide-sense stationdPy/ x 1 vector sighal ™ (r) at
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Figure 2. Signal model in continuous and discrete time,
showing only the contribution from one user.
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symbol rate that can be expressed as
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Apn, (n) = [ax(n = Ne + 1) .. .an(n)]",

An(n) = (AT () ATy ()] @)

and the superscript denotes transpose. For the user of interest
(userl)g, (1) = (C1(1)@1Iars) b1, whereh istheli M J x 1
propagation channel vector given by

1 m
hi hi, 1a(1)
. m .
,hl,l = : y I = : ’

h% )

hy :
hi,

® denotes the Kronecker product, and the Toeplitz matrices
C (i) are shown in fig. 3, where the band consists of the spread-
ing code(co---cp—1)7 shifted successively to the right and
down by one position. For the interfering users, we have a sim-
ilar setup except that owing to asynchrony, the band in fig. 3
is shifted downn; chip periods and is no longer coincident
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Figure 3. The Code Convolution Matrix’ .



with the top left edge of the box. We denote 6}, the con- the partial signature of the desired user and its orthogonal com-
catenation of the code matrices given above for user 1:= plement employed, respectively, in the upper and lower branches
[CT(0)---CT(N: — )], of the GSC, as shown in fig. &1 is the orthogonal comple-

It is clear that the signal model above addresses a multiuserment of C'1, the tall code matrix given in section ;- C, =
setup suitable for joint interference cancellation provided the 0). ThenC¥Y y, = T, Y 1 and the matrixT’; acts as a block-
timing information and spreading codes of all sources are avail- ing transformation for all components of the signal of interest.
able. As we shall seein the following, it is possible to decompose Note thatP,x + P,» = I, where,Px is the projection oper-
the problem into single user ones, thus making the implementa-ator (projecﬁon on the column space &f). Then the LCMV
tion suitable for decentralized applications such as at mobile ter- problem can be written as
minals or as a suboptimal processing or initialization stage at the

pase station. To this end, let us stdckuccessivg(n) vectors F:FHTFE}IL?{M)_%{I YY
in a super vector . H pd
= min F7 Ry F,
F:rE7Ep =1
Y. (n)=T(Gn)Antr(r-1)(n)+V L(n), ®) e ™
FETHR: =0

where, Tr(Gyx) = [Te(Gin) - To(Gr )], and _ _ _
To.(z) is a banded block Toeplitz matrix withZ ~ where,[h, hi]is asquare non-singular matrix, ahgf hi- =
block rows and [:c OPX(L_l)] as first block row 0. Note that in the LCMV problem (GSC fomulation) there is
is the number of rows inz), and An;x—1)(n) a number of constraints to be satisfied. However, imposing the
is the concatenation of user data vectors ordered assecond set of constraints, namdly’ Tt hi- = 0 has no con-
[AT vy 21(n), AT npr o (n) - AR v r -1 (0)] T sequence because the criterion automatically leads to their satis-

We shall refer to7; (G, v, ) as the channel convolution matrix ~ faction oncespan{R¢-y'} Nspan{T1'} = span{T{ h1}, i.e,
for thekth user. Consider the noiseless received signal shown inwhen the intersection of the signal subspace and the subspace
spanned by the columns @ is one dimensional.

¥i(n) Te(Grw) A (7) The matrixT'; is nothing but a bank of correlators matched to
! thel; delayed multipath components of ugé&s code sequence.
| Note that the main branch in fig. 5 by itself gives an unbiased
¥ o L o a) response for the desired symbal,(n — d), and corresponds
o = to the (normalized) coherent RAKE receiver. For the rest, we
- - have an estimation problem, which can be solved in the least
squares sense, for some matix This interpretation of the GSC
D corresponds to the pre-combining (or pathwise) interference (I1SI
. ~ — and MAI) canceling approach (see [7] and references therein).

The vector of estimation errors is given by

Z(n) = [T1 — QT2]Y L(n). ®)

fig. 4 for the contribution of user 1, from which the following  sjnce the goal is to minimize the estimation error variances, or in
observations can be made. Due to the limited delay spread, thesther words, estimate the interference term in the upper branch
effe_ct of a partu_:ular symbob; (n — d),_lnfluencele symbol as closely as possible froffi.Y 1 (r), the interference cancel-
periods, rendering the channel a moving average (MA) processiation problem settles down to minimization of the trace of the
of orderN; — 1 [5]. We are interested in estimating the symbol  gstimation error covariance matri; z for a matrix filter Q,

a1 (n — d) from the received data vectdf . (rn). One cannotice  \yhich results in

that a;(n — d) appears in the portio®” n, of Y. (n). The .

shaded triangles constitute the IS, i.e., the effect of neighboring Q= (TleTf) (TQRde) , 9)
symbols onY w, . The contributions from the other (interfering)

users to the received data vector have a similar structure. Notegng where R is the noiseless (denoised) data covariance ma-
that to handle ISI and MAI, it may be advantageous to consider yjx R, -, with the subscript removed for convenience. The out-

Figure 4. ISI for the desired user.

the longer received data vectsi. (n). put Z(n) can directly be processed by a multichannel matched
filter to get the symbol estimaté, (n — d), the data for the user
IV. THE MMSE-ZF RECEIVER 1.
R 1
It was shown in [2], that the MMSE-ZF receiver could be ai(n —d) ==—F"Y 1 (n)
obtained by a proper implementation of the unbiased minimum 91191

output energy (MOE) criterion. We shall refer to [2] for de- =—
tails while mentioning that the MMSE-ZF receiver can be imple- g1 91

mented in the generalized sidelobe canceler (GSC) [6] fashion 85The covariance matrix of the prediction errors is then given by
in the following.

—1
Let us denote by Ryz=T\R'T{ -T\R'TY (T R'T{ ) T2R'TY,
(11)

hi (T1 —QT3) Y 1(n) (10)

I 0o o
Ti=[0 Cf 0]@Iy; To=|0 Ct 0| ®Iny,
0 I

o From the above structure of the interference canceler, we observe

©) that whenT'; (Y 1, — g,a1(n)) can be perfectly estimated from

la derivative of the minimum variance distortionless response 12Y L, the matrixRz is rank- in the noiseless case! Using
(MVDR) method, and a particular instance of the linearly constrained this fact, the desired user channel can be obtained (upto a scale
minimum-variance (LCMV) criterion factor) as the maximum eigenvector of the matR ~, since
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Figure 5. GSC implementation of the MMSE-ZF receiver.

Z(n) = (CTC1) @ Iy shiéi(n —d). It can further be shown
easily that ifT, = T+, then
TLR;§TH€:(TﬁT?)RE}(IHT?), (12)

where, Rz is given by (11), and?, given by (9), is opti-
mized to minimize the estimation error variancR¢ replaces
Ryy in the above developments. From this, we can obtain
the propagation channel estimate for the desired useras

by = Vaar {(T1T) ™' Rzz (T2TF) ™'}, The above struc-
ture results in perfect interference cancellation (both ISI and
MAI) in the noiseless case, the evidence of which is the rank-1

estimation error covariance matrix, and a consequent distortion-

less response for the desired user.

A. ldentifiability Conditionsfor Blind MM SE-ZF Receiver

Continuing with the noiseless case, or with the denoised ver-
sionof Ryy, i.e, RYy = o2 TL(GN)TH(GN),

iff FPT.(Gn)=el,
(13)

FYRYyF =0,

min
FRPHg =1

is easily achievable with a small (e), multiple sensor and/or
oversampling factor. The effective number of channels is given
by (PMJ)er = rank{Gny}, whereGy is given in (3). Let
Gi(z) = 22> g,(n)2™" be the channel transfer function
for userl, with G(z) = [G1(z) - - - Gx(z)]. Then let us assume
the following:

(). G(z) isirreducible, i.e.,
(b). G(z) iscolumn reduced:
rank{[g, (N1 — 1)+ g1 (Nc = )]} = K.
Given that the above two conditions hold, the channel convo-
lution matrix 7z, (G ~) is full rank w.p. 1, and the FIR lengti
required is given by,

Note that conditiond) holds with probabilityl due to the quasi-
orthogonality of spreading sequences. As foy, {t can be vio-
lated in certain limiting cases e.g., in the synchronous case where
g, (N — 1)’s contain very few non-zero elements. Under these
circumstances, instantaneous (static) mixture of the sources [5]
can null out some of thg, (N — 1) (more specifically, at most
K —1 ofthem). ThenV getsreduced by at mo&t—1. However,
the desired columg;, is non-sparse and is linearly independent
of others, and sd, given by (17) remains sufficient.

In the case o’ very high (same) rate users with the same
I’s, the situation is slightly different. Thg,’s now contain very
few (p) non-zero elements. As soon A > p, the rank of
T (G ) drops, and the desired colurgn is not linearly inde-
pendent of others. In this case, an instantaneous mixture of dif-

rank{G(z)} = K,Vz.

N-K

(PMJ)er — K ()

szz[

ferent users’ channels is obtained. In a general, asynchronous,

T .
where,eq = [0---010---0]". This means that the zero-  geyerq] rates case, however, the split-up approach remains robust
forcing condition must be satisfied. Hence, the unbiased MOE from the identifiablity point of view.

criterion corresponds to ZF in the noiseless case. This implies
thatMOE(g,) < o2 if g, # g,. We consider that:

(i). FIR zero-forcing condition is satisfied, and
(ii). span{Tz(G~)} Nspan{TH} = span{Tih,}.

The two step max/min problem boils down to

~H
~ max h;
hy:||hy]l=1

-1 -1,
(TvT) " T Te P TE T (ThTE)
L 2
(14)
where,Px = I — X (X" X)~'X*. Then identifiability im-
plies thatTz P T = T hahi'T1 = §,37, or
PrugnTi (Gw) = P T (Gw), (15)

Condition (i) above implies that, € span{T/ (Gx)}. From
condition (i), sincel'{ hy = T..(Gn)eaq, we have

span{TL(Gn)T5 } = span{ P T (Gn)}
span{T(Gn)} = span{TLH(GN)Tf}@span{edbﬁ)
from whichT" (G x )=P 5 11T (G WP, T (Gv), which
is the same as (15).

B. Sufficiency of Conditionsand Implicationsof the Split-up
Scheme

We consider first the condition)( Furthermore, in the
following developments, we consider that < PAM .J, which

The conditionij) can be restated as the following dimensional
requirement:

rank{7.(Gn)} + rank{T{{} <row{7.(Gn)}+ 1,
(18)

from where, under the irreducible channel and column reduced
conditions,

where,!; is the channel length for usérin chip periods. If
(19) holds, then conditioni is fulfilled w.p. 1, regardless of
the Ny’s, i.e., thespan{T+'} does not intersect with all shifted
versions ofg,’s, Yk # 1, which further means that no confu-
sion is possible between the channel of the user of interest and
those of other users, whether the mixing is static (same orders)
or dynamic (different channel lengths), with lengths measured in
symbol periods.

The banded matrix of fig. 3 for a sub-user af arate user has
a band of widthP;. The matrixZ# is still full column rank. If
the channel length (in symbol periods) is not over-estimated, then
there is no confusion possible betweenthesub-users. Due to
the zero-padded spreading sequences of leRgome symbol
contributions will be zero for certain sub-uséts;This drops the
rank in 7. (G). However, the effect is that of a reduced channel
length and the zero columns can be conveniently considered as
non-existant.

N-—K+uLMJ-1
(PMJ)er — K

LZL:[ (29)
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Figure 6. Output SINR performance of different receivers Figure 7. Normalized channel estimation MSE for the de-
in near-far conditions for spreading factd?, = 16, and noised and non-denoisd?ly v, for spreading factor” =
K = 2 multirate users, withy, = 4, u> = 1. 16, andK = 2 multirate users, withy; = 4, u> = 1.
V. NUMERICAL EXAMPLES algorithm. For a given processing window)( the actual num-

ber of physical users in the system then depends on the rates of
We considefs’ = 2 asynchronous users in the system with a different users. The actual capacity of the system in terms of
spreading factor oP = 16. Userl is au; = 4 times faster user physical users can therefore be rather low. Another interesting
in terms of its transmission rate. Hence the effective processingPPServation is that the same the number of data is available per
gain P, = 4. The usel is split into4 parallel users with modi- ~ transmission block for all effective users, rendgrlng the estima-
fied spreading sequences (padded with zeros as shown in fig. 1);|on performance equal for all users, irrespective of their rates.
This gives ud{ = 5 as the effective number of users. The prop-
agation channel for both users is modeled as a FIR channel of
orderl, = 12, k = 1,2. The channel therefore introduces sig-

nificant ISI for userl’s signal. The interfering user i50 dB. L .
stronger than the user of interest. An oversampling (multiple [1] European Telecommunications Standards Instiaacept

sensor) factor off = 1 (M = 1) is assumed in these simula- Group Alpha-Wideband DS-CDMA, December 1997.

tions. [2] I. Ghauri and D. T. M. Slock, “Blind projection receiver
Fig. 6 shows the performance of different receivers in terms ~ for asynchonous CDMA in multipath channelgfinals of

of the output signal-to-interference-and-noise (SINR) ratios. An ~ Telecommunications, September 1999. to appear.

average oveb0 Monte-Carlo runs is performed a0 data  [3] C. Schlegel, S. Roy, P. Alexander, and Z. Xiang, “Multiuser

samples are used in all cases for the estimation of the receivers.  projection receivers/EEE J. on Selected Areasin Commu-
Fig. 7 shows that the channel is estimated fairly accurately nications, vol. 14, pp. 1610-1618, October 1996.

(normalized mean squared erfo(NMSE) of the order of-20

dB at 10 dB. SNR) with 500 symbols from the rank- R~

(see _sectlon I_V)_. For comparison, channel est_lmatgd with non- Special issue on Interference in Mobile Wireless Systems,

denoised statistics has also been shown. Denoising is done to get 1997

a proper implementation of the algorithm in the noisy case (to '

ensure a distortionless response for the desired user) [2]. [5] D. T. M. Slock, “Blind joint equalization of multiple syn-
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VI. CONCLUSIONS

A multirate DS-CDMA system was presented. It was shown [7]

that the faster (high transmission rate) users could be split up into

a number of slow rate users with modified spreading sequences
(zeros padded at the appropriate places). It was furthermore ob-
served, that the identifiability conditions stay the same as in the
case of a monorate system (common processing gaior all

users). Channels for different users can therefore be estimated
blindly (upto a scalar phase factor) from the MMSE-ZF receiver

i P (9o
2 _ hy—hy | _ 157 Wha=h, |
NMSE= £ a2 — L s W2



