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Abstract—In this paper, we assess the random coding error
exponents (EEs) corresponding to decode-and-forward (DF)

compress-and-forward (CF) and quantize-and-forward (QF)re- Relay 1 & »

laying strategies for a parallel relay network (PRN), conssting X (W)

of two sources, two relay stations (RSs) and single destiriah —

where the RSs access to the destination via orthogonal, erfree, W, s°‘;’°e

limited-capacity backhaul links. Among these relaying stategies, _ -
the DF and QF studied in this paper differ from their well- Ps Destination [~ (V. ,)
known conventional versions in certain aspects. In the DF

relaying, each RS applies maximum-likelihood (ML) detectdn X' (W)

and sends the message corresponding to the detected signal WV, —| Source

along with a reliability information to the destination which 2 2 C,

finalize the decision on the transmitted message. In QF relayg, Ps Relay 2 14

as opposed to the Gaussian codebook and vector quantization
(VQ) theoretical model used for deriving bounds, we conside
a simple and practical relaying strategy consisting of finie-

alphabet constellations (i.e., M-QAM) at the sources and sybol- . . -
] . ) Fig. 1. A 2 sources, 2 relays PRN setup with orthogonal eres-finite-
by-symbol uniform scalar quantizers (uSQs) at the RSs. capacity backhaul links between the RSs and the destinatibrere C),

We also show, through numerical analysis, that the proposed , "pits/transmission] is the link capacity between theth RS and the
QF relaying can provide better EEs than the others when the destinationk = 1, 2.

modulation constellation sizes selected by the sources nghtto
the network conditions, i.e., operating signal-to-noiseatio (SNR),

and the backhaul capacity is sufficient. This behavior is dugo . . ..
the structure inherent in the considered modulation alphatets, therein). However, in order to have thorough charactdanat

which Gaussian signaling lacks? of a system’s performance, knowing the capacity (or achiev-
able rate) of the system is not sufficient alone. Hence, is thi
I. INTRODUCTION paper we want to shed light on the reliability issues in PRN

RNREtUP and consider the random coding error exponent (EE)
], which is also defined as channel reliability functiondan
represents a decaying rate in the decoding error probabilit
g5 function of codeword length, as our system performance

etric. Moreover, we investigate whether it is possibledwuéeh
od reliability performance by using simple and cheap RSs

In this paper, we focus on a parallel relay network (P
consisting of two sources and two relay stations (RSs) vither
an error-free finite capacity backhaul connection betweet e

model with single source was first studied by Schein [1] whef8
he derived several outer bounds and achievable rates. TRe

we consider in this paper can figplicationsin cellular net- with l'm't,ed backhaul connections to the d-estlnatlon.
works for UL communications, in long-range sensor netwprks ' particular, we assess the random coding EEs correspond-

and in rapidly deployable infrastructure networks for taily Ing tq _DF' CF and QF relaying strategies for_ the PRN setup.
or civil applications. Specifically, for the DF we assume Gaussian codebook at

In wireless networks consisting of RSs the system'’s reIiH]e soErce andh maximur.n-likelih((;od. (,ML) dgcoding at thg_
bility and achievable rate performance is highly dependant RS,S Where each passes Its own gdecision and a corresponding
the processing capabilities of RSs. In the literate, reiggrd reliability function to the destination. For the CF, we assume

relay based networks, most of the research has been coddu&jgussian codebook at the source and vector quantizatiop (VQ

on the achievable rate performance (see [2] and referenéé_éhe RSs and ML decoding at the destingtion. For the QF,
it iIs assumed that each source codeword is selected from a

1This work is funded in part by the ARTIST 4G project, FP7-2232and finite alphabet constellation, i.e., M'ary quadratic a"mme
the CONECT project, FP7-257616. modulation (M-QAM), and that each RS performssiaple



and practical quantization technique, i.e., symbol-by-symbdklephony system where some of the base stations (acting as
uniform scalar quantization (uSQ), as opposed to the G¥S) connectto a central control unit either via fiber-optik$
relaying wherein the VQ is used. We note that in the higbr via microwave links.

resolution regime, with respect to the VQ, the performange pandom Coding Error Exponents for Multiple Access

loss incurred by symbol-by-symbol uSQ becomes negligiblg, nnels

[4]. Moreover, through numerical analysis we show that the . . o
EEs corresponding to the proposed QF relaying is betterThe random coding error exponent (EE) [3] gives insights

than that of DF and CF relaying strategies when the rigﬁPOUt how to achieve a certain level of reliability in com-

constellation size is selected by each source and the balckﬁgun'cat'on at a rate belqw the phannel capacny._ The ba_su:
capacity is sufficient and thorough EE analysis for single antenna point-to-point

communications is done by Gallager in [3]. Later on in [6],
Il. CHANNEL MODEL AND PRELIMINARIES Gallager also analyzed the EEs of multiple access channels

We study the PRN model shown in Fig. 1 where twéMACs). The random coding EE for single-user multi-antenna
sources want to communicate with a destination with tfVGN channel is derived in [7]. In this paper since we con-
assistance of two RSs. We assume neither direct link betwedger multiple source PRN, we will follow the basic definits
the sources and the destination nor among the RSs. All fd procedures given in [6].
channels are modeled as time-invariant, memoryless aediti FOr @ given MAC, letP. s, (n, R, R2) denote the smallest
white Gaussian noise (AWGN) channels with constant gatyerage probability of system error of any lengtiock-code
(which may correspond to path-loss between each transmi@@d ratesi, i, for source 1 and source 2, respectively. Then,
and receiver) and ergodic phase fading. The RSs operHtg random coding EE for a MAC is defined as
in full-duplex (FD) mode. Each source encodes its message B (R R)2 i _ log, P. sys(n, R1, R2) 5
wy € [1,2"], where R, is the transmission rate of theth sys (R, Bp) = lim - (@

n
source, into the codeword® (w; ), t = 1,2. All source channel  In [6], Gallager derived an upper bound on the average

inputs are independent of each other. probability of system error usingint ML decoding rule at
The received signals at both RSs are given, in vector forthe receiver. Le{w;,w;) be the message pair sent from the
as follows? 3 sources andw;, w2) be the decoded message pair. Consider
g = o] — [ha1]e® |ho]ed®2] [y e an ensembl_e ofn, 2nf 2nkiz) cod_es W_hgre _each c_odfeword
R YR, |hot|e?®2 |hgg|ei®22 | | ay 29 is selected independently for a given joint input distribaot
— Hx + 2 f(x1,22) = f(x1)f(x2). Then, the probability of system error
- can be written as
=hizy +hozo + 2= [g;:r] X+z 1) P. ys(n,R1,Ry) = P, + P, + P; 3)
whereH = [h; hy] = [g 0,)7, x = [z1 22]T and where N
Z = [z1 z2]T. Herexy, is the transmitted signal from theth Py, = Py # wy Nabg = wa)
source andyg, is the received signal at the-th RS, where P, A Pty = wy Mty  wy)

|hit] € RT, Vk,t € {1,2}, is the fixed channel gain from
the t-th source to theé-th RS, z;, ~ CN(0,0?) is circularly P; = Py # wy NWg # wa). (4)
symmetric complex AWGN at thé-th RS. The®y,, V{k,t} We have the following bounds of,, for i = 1,2, 3 [6]
denote the set of random phases induced by the channels
from the ¢-th source to thei-th RS. Note that we assume
ergodic phase fading where eachdaf, and® ;. is a random for all p,0 < p < 1 where Ey;(p, f(z1,22)), for i = 1,2, 3,
variable distributed uniformly ovef—m;«]. Random phases are given in (6) and (7), respectively, withi(x1,Xo) =
are perfectly known to the relevant receivers and unknown H’?:l f(z1;)f(z2;) being the joint input distribution and
the transmitters. Each source has an average power comstrgi(y|x,, x,) being the channel output distribution conditioned
e, Bl (we) ] = Py, Ywy € [1,2"7%], ¢ = 1,2. Thek-th RS on the inputs, and; = R, + Ro.

transmitsz g, based on the previously received signals (causalThen for an input distributiorf (x1, z2) = f(z1)f(x2) we

encoding) [5]. can bound the probability of system error as follows
For the access channel from the RSs to the destination
P. sys(n,R1,Ry) = Py + P+ P3

we consider lossless orthogonal links with finite capaciy b
tween each RS and the destination. Cg{bits/transmission], n <ET(R1, Ry, f(21, 1)) — 1og2(3)>
k = 1,2, be the link capacity between theth RS and the <9 n (8)
destination. This assumption might correspond to a cellul\%\l

>

F)i < 2—n[—pR1:+E01:(p,f(m1,mg))] (5)

here
2Throughout the paper we drop the time index for convenience. EA(R1. R
1,
%In the paper)E[(.)] denotes the expectation operatby, is them x m r(B1, Ry, f(21,22))
identity matrix. X ~ CA (i, %) means RVX follows circularly symmetric = min max [Fo;(p, f(x1,22)) — pRi]. (9)

complex Gaussian distribution with meanand variances2. 1<i<30<p<1



oo oo oo 1 1+p
E()i(pvf(mhm? = _10g2 I: / f(xj) <L f(Xi)f(y|X1,X2) e dxi> dedy:| s (7'7.7) = {(Zv.j) | i#£34,Vi,j € {172}} (6)

oo 1+p
Eos(p, f(z1,22)) = —logy {/ (/ / F(x1)f(x2) f(y|x1,x2) T+ deX2) dY} (7
I1l. ERROREXPONENTS FORDF RELAYING channel symmetry this expression is the same at each RS [8]).

For the DF, we assume a Gaussian codebook at the sodre@m the definition of random coding EE [3], as— oo, the
and ML decoding at the RSs where each passes its own dé@tresponding EE is given by

sion and a correspondingliability function to the destination. Epr(R) =min {2E,.(R), E.(R) + T(T')} (12)
We note that for the DF the destination is not required to have
channel side information (CSI). which indicates that by the proposed DF relaying allowing

In the following, we first briefly introduce the EE calcula-multiple RSs (here two) to participate in communications be
tion corresponding to the DF relaying for single-source PRiween the source and the destination always provigessity
proposed in [8], and then proceed with the derivation of tH@8ins (against noise) at all SNR ranges.

EEs for two-source PRN, where we make use of the resugs

. >~ Multi-source Case
of the single source case. ] o
For two-source PRN case, in order to simplify the relay

A. Single-source Case processing, we assume that wireless medium is shared by

In this section, we briefly explain the DF type relaying fothe sources in aorthogonal fashion, i.e., time-division (TD)
single-source PRN studied in [8] and give the correspondiMAC, with a;n duration for source 1 and,n duration for
EE. Assume each RS applies ML detection and sends s®urce 2, where;+az = 1. During the access of each source,
message corresponding to the detected signal along witthath RSs perform the same steps as in the single-source PRN
reliability information (which is a scalar variable equal tocase wherein Gaussian codebooks are used by each source.
the logarithm of the Euclidean distance between the redeiveor TD-MAC, we have the following probability of system
signal and the detected signal) to the destination on odhalg €rror
error- and cost-free limited capacity backhaul links. Muower, N .
we assume that the backhaul link capacities are at least equaPe’DF(n’ Ry, Ry, 0, 02) = Py 7 w1) + Ptz 7 w2)
to the source transmission rat&, Hence, the backhaul links = Pe,pra(n, Ry, 1) + Fepr2(n, Rz, az)
do not create a bottleneck for system performance. < 9—unEppi(Ri, 1) 4 9g—cnEpra(Ra, az) (13)

Upon receiving the detected signals and the reliability
information, the destination makes its decision by comari @nd the corresponding EE
the reliability information: it decides on the codeword whni Epr(Ry, Ro)
has the minimum reliability information (Euclidean dista). o P (n, R1, R )
Hence, if the codeword detected at one of the RS is wrong ard lim  max B2 Ze.DF M, 1, 12, M1, 02
its corresponding reliability information is smaller, théhe e artea=l "
ultimate detection will be wrong even if the other RS has made™ , '}'2% min {a1 Eppa (R, a1), a2 Eppa(Re, a2)} (14)
a correct detection (but with greater reliability infornaet).

With the above detection rule we showed in [8] that fo,
single source (transmitting with rafe [bit/transmission]), two
RSs PRN withsymmetric channel gains from the source to
the RSs, the average probability of error is upper-bounded a
follows [8]

wherea; +as =1, Eppi(Ri, «;),7 = 1,2, will be specified.
We assume that the;-th messagew; € {1 ., 20 R His
encoded into the codeword (w;) of lengtha,n, i = 1,2.

The average power constraint, due to power control at the
transmlttmg nodes, at theth source isP; /«;. With symmetric
channel assumption from each source to the RSs and using
P. < P + 2Py 2—nT(I) (10), the probability of error for theth source can be similarly

) expressed as follows
—nmin {QET(R), E.(R)+T(T) - —}
<2 (10)

n P. pri(n, Ri, ;) < Pfu,i +2 Pyp,; 27T ile)) (15)
where whereT(-) is defined in (11)F;(a;) = 22 and Py, =

logy(e)  logy(e)(1 +2I) (11) 9—ainEri(Ri; i) peing the standard ML error probability at
2 1+ (142 each RS. Hence, the corresponding EEnas= a;n — o
for fixed a; > 0, can be easily expressed as

T() =

with I' = “ﬂ'}# with |h| € RT being the channel coefficient
from the source to each R®y;, = exp{—nE,(R)} is the Epp:(R;, ;) =min{2 E, ;(R;, ), Eri(Ri, ) +T(Ti(a))}
standard ML error probability [3] at each RS (due to the (16)



and the overall EEEp (R, Ry) given in (14) can be calcu- p(z;) = 1/M (p(zF) = 1/VM,p(z!) = 1/v/M) with
lated accordingly. E[(zF)?] = E[(2])?] = &= andE[zfz]] = 0,Vi, k € {1,2}.

For symmetric channel gains from each source to the RSs, The channel output at each RS can be decomposed into real
ie., ag = a2 = 1/2 and I'1(1/2) = T2(1/2) = T, and imaginary parts as follows

and assuming both users communicate with the same r[atg

R = R = R, then the EE becomes yRk}_[%{yRk }] _ P?{gf} —3{95}] P‘E{X}] n P?{Zk}}

v (Sturd]  [S{eer ®{oi} | [SOG] T [S{a)

. E.(R,1/2)+T(I N

EDF(Ra R) = min {ET(Ra 1/2)7 ( /2) ( )} . (17) o ggl XR lec% 21
“lal, | LA &)

,2

IV. ERROREXPONENTS FORCF RELAYING . '
& 1x4 s R __ _ R .R1T

For CF relaying, we assume all the sources access m@erelgk,i E(\(C ** for ‘T 1}2T* andx™ = R{x} = [z1" 23]
wireless mediunsimultaneously, hence the system probability@Nd X° = S{x} = [z1 23] are the real and imaginary

of error can be upper bounded as in MAC defined in (3) witha/ts zng tr}% iource signal vector, respectively. We define

modified channel matrices and noise assumptions. x =[x x7]7. The noise components have Z8ro mean and
The general input-output relation for the CF is given by covariance matri(z, z; | = 51> wherez;, = [z 2] _

The uSQ process at each RS follows the same steps as in

M T [4]. In the following, we €15 ;. = (uf .. uf 1. ;] With a =

U2 {R, I} whereug ,.,1* = 2,3,..., L} represents the transition

wherez, , ~ CN'(0, Dy,) for k = 1,2. DefineW = diag{o?+ levels withwuj , anduj ;. , being the greatest lower bound

Di,0% + Dy} and the least upper bound of the received sigytal. LE
Then, for an i.i.d. Gaussian input distribution with ~ and Li{ denote the number of quantization outputs for real

CN(0,P;), we can bound the probability of system errond imaginary parts of the received signal at théh RS,

P. oys(n, Ry, Ry) given in (8) with the corresponding randomk = 1,2. Then, for a given source input signal vector=
coding EEs given by x1,22]7, the probability that the quantizer output is in the

[
. I = (I, 11)-th quantizing interval, i.e.), = (VE, VI) =
Eror(Ry, Ry) = min, max [Foi(p) = pRil, (18) = (uff 5, 0f ), k= 1,2, is given by
with R3 = Ry + R, and
3 1+ 2 Pr [Kk =y, | 4 =Pr [(VkR’ Vkl) = (Uﬁﬁ,v,ﬁ,u) | 4
PS —1 H .
Eoi(p) = plogy En, |1 + (1 +p)W hahi), =12, = Pr [ygk = S/fm | X] Pr [yzlzk € S/ﬁ,zf | X]
Eos(p) = plog, En || + Py W’lHHH’. (19) Up e — 051X U ny — 051X
T+0) Q| == -e| == |
a/\V2 o/\2
As in the process of achievable rate calculation [2], we have “i v Q;‘gzx “i g1~ g%l
the compression rate constraints as follows: /2 - o /2 (22)
02
log, (ﬁ(l —42)) <Cr k=12, for 1 =[1,2,...,LE] x [1,2,..., L1].
) 2’“ The destination performs ML decoding on the observations
log, (&%(1 _ Cz)) <Oy +Cy (20) v1,v2, which are the representation points corresponding to
Dy Dy B the received signals at each RS. Then, we have the following

whereo? = (|hgi[2 + |hg2l?) Ps + 02 + Dy, k = 1,2, and EE for the QF relaying with uniform M-QAM at the sources

¢ € [-1,1] is the correlation factor between andwvs. and uSQ at the RSs
V. ERROREXPONENTS FORQF RELAYING Erqr(Ry, Rp) = 12123 Jnax, [Eoi(p) — pRi] (23)
As in CF relaying case assuming all the sources access \Rﬂﬁ] Rs = Ry + Ry Where By,

wireless mediunsimultaneously, we will bound the system as in the equations given in (24) and (25) whefel|z,, »)

probability of error defined in (3). Théth source transmits and p(vl |21, 22), for k — 1,2, are given by (22). With these
(n,R;),i = 1,2, block code where each letter of eac%ettingsk (23;) ca,n be caIClJ’Iaiced '

codeword is independently selected with probability assig
ment p(z;) and M-QAM constellation is used wher&'f: VI. NUMERICAL RESULTS

messages (alphabet size) are encoded over blocks of length ) )

n. The received signals at the RSs are simply quantized byFor numerical results we consider two-source, two-relay
using uSQ, where correlation information is discarded (rRase fading AWGN PRN with limited backhaul capacity. We
compression is done). We assume that each symbok

zf' + jz] on the M-QAM constellation has equal probability *Q(z) = [;° —i=e

(p), foralli =1,2,3 is defined

2
%dt is the standard tail function for Gaussian RVs
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1+p
1 E— .
Z—[p(vf'\xl,mz)p(v§|z1,m)p(v{m,m)p(vgm,m)} ”P} ,i=12,  (24)

1+p
Eos(p) =—logy | > D [Z > # [p(v{?ISL‘Lxz)p(vf\m,xz)p(v{\m,xz)p(v%\m,xz)} m} (25)
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Fig. 2. Random coding EEs for 2-Source, 2-Relay PRN with= 2L =  Fig. 3. Random coding EEs for 2-Source, 2-Relay PRN with= 1} =
5—5 =0 [dB] and C' = C1 = C2 = 4[bits/transmission]. 5—5 =10 [dB] and C' = C; = Co = 4[bits/transmission].

assume the same capacity for backhaul links, Ces C; = and two-relay PRN with limited backhaul capacity. We showed
C>. We take a sample channel matrix from sources to RSstasough simulations that it is possible to achieve bettes B
. using a simple and practical relaying strategy which expiha
1 1 exp{—jn/3} _ . X
= : . (26) inherent structure in the transmitted codewords of thecsasur
V2 | exp{—j2n/3} 1 . . .
_ ) ) An interesting future work might be the case where the RSs
In Fig. 2 and Fig. 3, we plot the EEs given by (17), (18)enerate log-likelihood ratios for each source symboteims
and (23) corresponding to DF, CF and QF (with 4-QAM¢ decoding, and send their quantized versions to the desti-
at the sources and uSQ at the RSs) relaying strategies Wiltion which then combines aibft information and performs
respect to sum-ratlls = F: + Ry [bits/transmission] for fixed final decoding. The question would be if using quantization o
-+ ={0,10} [dB] where Ry = Ry = R3/2. In Fig. 2, which  received signal (CF relaying) or on soft information (peirti
corresponds to a low SNR regime, we see that the propoggd relaying) will give the better performance.
simple and practical QF relaying has better EE than both DF
and CF over all operating sum-rates. However, from Fig. 3, REFERENCES
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