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Abstract. This paper describes how to establish trust for P2P storage
using a payment-based scheme. This scheme relies on the monitoring
of storage peers on a regular basis. The verification operations allow
assessing peer behavior and eventually estimating their subsequent re-
muneration or punishment. The periodic verification operations are used
to enforce the fair exchange of a payment against effective cooperative
peer behavior. Payments are periodically provided to peers based on the
verification results. Only cooperative peers are paid by data owners with
the help of intermediates in the P2P network, thus accommodating peer
churn. Moreover, our payment scheme does not require any centralized
trusted authority to appropriately realize a large-scale system. Simula-
tions in this paper evaluate the capability of the payment scheme to work
as a sieve to filter out non cooperative peers.

Keywords: P2P storage, cooperation, Storage reliability, payment based
scheme.

1 Introduction

The tremendous growth in the amount of data available in today networks and
the trend towards increasing self-organization, as illustrated by large scale dis-
tributed systems and mobile ad hoc networks, generate a growing interest in
peer-to-peer (P2P) data storage. Such an application exposes the data to new
threats due to peers since any service deployed in self-organizing networks first
and foremost relies on their willingness to cooperate. In this setting, selfishness
not only covers explicit non cooperation, but also subtle forms of misbehavior
whereby peers may discard some data they promised to store in order to optimize
their resource usage or may try to escape their responsibility in contributing to
the maintenance of the storage infrastructure.

Approaches to overcome non cooperating behaviors fall into two classes: rep-
utation and payment (or remuneration) mechanisms. Reputation builds a long-
term trust between peers based on a statistical history of their past interactions.



On the other hand, payment-based mechanisms feature a more immediate re-
ward for a correct behavior making possible an explicit and discrete association
of incentives and cooperation. With payments, peers cooperate because they are
getting paid not because of a hypothetic reciprocation in the future as can be
found with reputation systems.

Several payment schemes have been introduced to enable ad hoc packet for-
warding ([1], [2]). It is however quite easy to determine individual and instanta-
neous rewards fostering cooperation in exchange of a packet forwarding opera-
tion, whereas data storage can only be deemed as correct at data retrieval time.
Furthermore, it is useful in this case to be aware of a storage failure as soon
as possible. Other payment schemes are not attached to a particular resource
sharing application ([19], [20], [21], and [22]); but they unfortunately rather sup-
pose the presence of a centralized authority to mediate peer payments, and they
therefore may undermine the scalability of a P2P system.

The contributions of this paper are summarized in the following. A descrip-
tion of the problem statement (Section 2) that particularly defines our threat
model and related work (Section 3). The design of a payment based scheme
for mitigating the impact of selfishness towards P2P storage (Section 4). The
proposed scheme relying on KARMA [14] for peer account administration is
based on a cryptographic protocol that enforces the periodic fair-exchange of
payment against cooperative behavior. An evaluation of that scheme (Section
5) based on simulation results demonstrating its capability to detect and punish
non cooperative peers and an analysis of its security.

2 Problem Statement

P2P cooperative storage systems feature peers that store data for other peers;
in counterpart, peers receive some disk space for the storage of their own data.
Such systems face two major issues: reliability, since holder peers may crash or
delete the data they store; and fairness, since peers may refuse to store data for
others. The data stored can be periodically checked using one of the numerous
verification protocols discussed in [4] and [5]. [4] discusses how verification can
be mostly handled by verifier peers selected and appointed by the data owner to
distribute the load of this task. The current paper discusses how to enable such
a system using monetary compensations for the verification task.

Threat model. P2P storage relies on cooperation with unknown peers without
prior trust relationships. However, peers may misbehave in various ways. In
comparison with the study of selfish behaviors in routing over mobile ad-hoc
network, we distinguish two types of selfishness:

— Passive selfishness: Passively selfish peers store their own data in the sys-
tem but never concede disk space for the storage of other peers. This problem
has long been referred to as free-riding. In a storage system like the one de-
scribed in [4], free-riders will also refuse to perform data storage verifications



although they will request other peers to check the correct storage of their
own data.

— Active selfishness: Actively selfish peers accept to store data although they
will not in effect store them for the agreed upon period of time but instead
destroy them at some point to optimize their resource usage. Actively selfish
peers also agree to become verifiers, although they will defect in some way
as discussed below. Data owners wrongly depend on actively selfish peers
contrary to passively selfish ones. Such a behavior constitutes an attack
to the cooperation scheme much more offensive because it wastes network
bandwidth and lowers data reliability and trust towards verifiers.

Active selfishness involves addressing the following issues:

— Resource related collusions: peers may collude to reduce their resource us-
age (storage space, computation, or bandwidth utilization). Holders may
destroy all replicas of a data but one and still be able to answer verifica-
tion requests. This attack might be addressed by personalizing data replicas
at each holder ([4], [18]). Another type of collusion may occur between a
holder and its verifier such that neither the holder stores data nor the veri-
fier performs verification operations. This can be avoided by distributing the
verification task to several verifiers, then checking the consistency of their
answers to decide on the trustworthiness of both the holder and the veri-
fiers. If verifiers might defect altogether (Quis custodiet ipsos custodes?), the
owner might ultimately perform sampling verifications itself, which should
be done sparingly, for obvious resource related matters.

— Remuneration related vulnerabilities: attacks may directly target the incen-
tive mechanism to defeat its filtering capabilities. The Sybil attack represents
another potential vulnerability making it possible to generate new peers
at will. The Sybil attacker masquerades under multiple simultaneous peer
identities in order to gain an unfair advantage over system resources. The
payment based mechanisms to be envisioned should therefore support some
form of real world based authentication. This attack should at least be mit-
igated by imposing a real world monetary counterpart to membership for
peers joining the storage system. In terms of implementation, the payment
mechanism should also prevent or mitigate in some respect double spending
attacks.

Purely malicious behaviors are also possible: a malicious peer might aim at
obtaining or altering some private data, or at destroying the data stored or
the infrastructure through denial of service attacks (e.g., flooding), even at the
expense of its own resources. This paper only focuses on selfish behaviors, in
particular active ones, and their mitigation through a (micro)payment based
incentive scheme.

3 who watches the watchers?



3 Related work

A number of micropayment schemes have been proposed in the past like Pay-
Word, MicroMint [20], and Millicent [21]. Those rely on a central broker, the
bank, that tracks each peer balance and payment transactions. In most of these
schemes, the load of the bank grows linearly with the number of transactions;
though hash chains in PayWord or the use of electronic lottery tickets [23] greatly
reduce such cost. As example, the P2P micropayment system MojoNation [19]
has also a linear broker’s load and this system has gone out of work because the
central bank constitutes as well a single point of failure.

One obvious way of distributing bank’s work would be to use super-peers
disseminated within the P2P network. These super-peers would provide neutral
platforms for performing a payment protocol. The use of such an infrastructure
of trusted peers may make sense, in particular in relation with content distri-
bution networks (CDNs) [3]. Such networks involve the deployment of managed
workstations all over the Internet, thereby providing a nice platform for other
functionalities.

The scale of the P2P system makes it necessary to resort to a type of protocols
termed optimistic protocols where the bank does not necessarily take part in the
payment, but may be contacted to arbitrate litigations between peers. With
such type of protocols, the bank’s work is reduced. PPay [22] is a lightweight
micropayment scheme for P2P systems where the issuer of any coin is a peer
from the system that is responsible for keeping trace of the coin. However, the
bank comes into play when the issuer of a coin is off-line. In a very dynamic
system, the probability of finding the original issuer of the coin on-line is very
low. In this situation, PPay converges to a system with a centralized bank.

If data storage should be achieved in a large-scale and open P2P system,
designs based on a trusted authority may be unfeasible or unmanageable. In
that case, implementing the optimistic fair exchange protocol would have to be
done by relying solely on peers. [7] describes design rules for such cryptographic
protocols making it possible to implement appropriate fair-exchange protocols.

To the best of our knowledge, the only fully-decentralized micropayment
scheme that has been proposed so far is KARMA [14]. KARMA splits the bank
functionality in different bank sets composed of peers selected and appointed
randomly from the P2P system for each peer when it first joins the system.
The KARMA payment scheme does not require any trusted infrastructure and
is scalable.

The payment scheme proposed in this paper relies on such framework to
administer peer accounts. Enforcing the fair-exchange of payment against a co-
operative service is based on a cryptographic protocol (described in Section 4)
that is built on top of the KARMA framework. The framework has been initially
applied to the file sharing problem described in [14]. The described application
cannot be assimilated to a P2P storage application since in the former case pay-
ments are immediately charged after the exchange of the file, whereas in the
latter case payments for storage or verification are by installment i.e., they are
billed at a due date that corresponds to the confirmation (by verifications) of



the good behavior of the holder or the verifier. Therefore, we will supplement
the KARMA framework by an escrowing mechanism (described in detail in Sec-
tion 4) that guarantees the effective payment of credits promised by the owner
towards a cooperative holder or a cooperative verifier.

Tamper resistant hardware (TRH) have also been suggested as a way to
enforce payment protocols in a decentralized fashion as illustrated by smart cards
in [6]. TRH supported approaches have been suggested within the TermiNodes [1]
and CASHnet [2] projects as a support for implementing cooperation incentives.
TRH based approaches suffer from other attacks on the payment scheme: if
the TRH of a non cooperative or malicious peer is disconnected from the other
peers, their credits/tokens might not be available, which might raise starvation
issues. However, the use of a secure operating system as a TRH might make
it possible alleviate this problem notably by more completely controlling and
possibly reducing the device functionalities if the peer does not connect to the
system network.

4 Payment-based Storage

In this section, we first give an overview of the payment-based storage scheme,
to describe then the cryptographic protocol that achieves such scheme.

4.1 Overview

We propose a mechanism that monitors data storage on a regular basis to de-
termine the payments between data owners, holders, and verifiers. The payment
mechanism allows a peer storing data for other peers to be paid for its service.
It thus controls the storage functions seen in the previous section by rewarding
cooperating peers.

Notations: Let Bp denote the bank-set of the peer P, PKp the public key of a
peer P, SKp the private key of P, and SKp, the private key of the bank-set
of P. A message M signed by some key K is denoted as My or ok (bank-set
signature is explained in [14]).

Let G denote a finite cyclic group with n elements. We assume that the group
is written multiplicatively. Let g be a generator of G. If h is an element of G
then finding a solution = (whenever it exists) of the equation g* = h is called
the discrete logarithm problem (DLP) and is assumed hard to solve.

Assumptions: A P2P system generally consists of altruistic peers, selfish peers,
malicious peers, and others with behavior ranging in between. We will assume
that there are a non-negligible percentage of the peers that are altruistic or at
least correctly follow the protocol. Peers of the storage system are structured
in a DHT such as CAN [8], Chord [10], Pastry [9], or Tapestry [11]. A DHT
consists of a number of peers having each a key Key(Peer) in the DHT space,
which is the set of all binary strings of some fixed length. Each participant is



assigned a secure, random identifier in the DHT identifier space: Id(Peer). We
assume that the DHT provides a secure lookup service (see [12] and [13]): a peer
supplies an arbitrary key (an element in the DHT space), and the lookup service
returns the active node in the DHT that stores the object with the key.

Peer selection: To avoid pre-set collusion between verifiers and the owner or
verifiers and the holders, holders and verifiers should be randomly chosen. The
random selection of peers is generally used for its simplicity since it is less sophis-
ticated and since it consumes less bandwidth per peer. TotalRecall [24] and the
P2P storage system of [25] rely on a DHT to randomly select data holders. The
selection is realized by randomly choosing a value from the DHT address space
and routing to that value. [26] proved the positive effects of randomization in
peer selection strategies. For instance, a long-list of randomly chosen potential
holders and verifiers can be constructed: the [; (respectively l3) closest peers
in the DHT identifier space to the key HASHy(Id(Owner), timestamp) (re-
spectively HASHy (Id(Owner), timestamp)) constitute the potential holders
(respectively verifiers) of the owner (HASHy and HASHy are pseudo-random
functions publicly known).

Credit escrowing: Fach peer has a personal account managed by a set of peers
likewise KARMA [14] that are called bank-set. Our payment scheme relies on
digital checks. To prevent peers from emitting bad checks, the amount of credits
that corresponds to a check value are escrowed, i.e., the necessary number of
credits to pay check holder are locked by the bank-set. Consequently, bank-
sets keep two types of peer balances: normal credits and locked credits. Credits
are escrowed for some time-out (that corresponds to the check’s expiry time),
after which they are returned to the peer normal balance. The owner desiring
to store data in the system must be able to pay its holders and verifiers with
checks. That’s why, it must escrow credits which are converted to digital checks.
These checks are then stored in a blinded version at the corresponding holders
and verifiers. Checks include some random numbers that are generated by the
owner and certified by its bank-set. The latter have a blinded version of these
numbers too (to prevent collusion between one bank-set member and a holder
or a verifier). Each blinded digital check has this form:

C(payer, payee, g°) = {g°, id(payer), id(payee), price, seq, TTL,05k,,,..} (1)

having ¢ a random number, seq check’s sequence number, and TTL check’s
expiry time. The knowledge of ¢ by the payee allows this latter to be paid
credits of value price. The bank-set of the payer is not informed of this number
¢; but only a blinded version of it g¢. The verification operation allows both the
verifier and the holder to extract the check in order to be able to present it to
their bank-set to be paid in return. The holder must also escrow an amount of
credits corresponding to the punishment it gets if it destroys data that it has
promised to store. The escrowed credits of the holder are converted to one digital
check that is certified by the holder’s bank-set. The check is split into multiple



shares each one will be stored at each verifier: a threshold number £ of these
shares allow reconstructing the full check. Shares of the digital check comprise
the following numbers (in blinded version) {¢g°* }1<i<n, which are shares of ¢° if
{si}1<i<n, are shares of s [16]. If a threshold-based majority of verifiers agree
that the holder has destroyed data, they can construct holder’s check and present
it to the owner such that this latter will be reimbursed.

Data verification: Each verifier appointed by the owner periodically checks stor-
age of data stored at a holder. The verifier does not have the full challenge for
the holder, but rather a share of the challenge: a threshold number of messages
received by the holder from verifiers allow this latter to reconstruct the full chal-
lenge. Distributing the verification task to multiple verifiers prevents potential
collusion between the holder and a verifier, since the holder cannot compute
the response without the stored data even by having a partial knowledge of
pre-computed challenges (metadata) disclosed by a small number of colluding
verifiers. The verification operation has three-fold objectives: it allows assessing
the availability of stored data, it permits the verifier to remove the blinding fac-
tor of the stored digital check in order to get paid for verification, and finally it
allows the holder to recover also its check for its payment too. Since, the verifier
is paid exactly for each verification operation it actually performs, verification
operations are executed in a defined number. Consequently, the payment scheme
does not require a verification protocol where verifications are unlimited and may
rely on pre-computed challenges for instance.

The originality of the scheme mainly stems from the combination of verifi-
cation and payment operations such that the scheme works without the data
owners being involved. These latter can store their data at multiple holders, ap-
point verifiers, and then they can forget about the stored data until of course
the moment of retrieval. The system of peers operates automatically without the
intervention of owners: it periodically checks data storage and pays the cooper-
ating holders.

4.2 Protocol

In this section, we describe a protocol that provides a cryptographic implemen-
tation of the scheme. We consider an owner denoted O that stores its data at a
holder H. The integrity of such data is periodically checked by a verifier V' on
behalf of O. The proposed protocol consists in multiple steps described in the
following Fig. 1.

5 Simulation experiments

In order to validate the ability of our payment-based storage approach to de-
tect and punish selfish peers, we developed a custom simulator of our payment
scheme. This section first describes the framework of simulations, then presents
and analyzes the results obtained.



Operations

Description

Credit escrowing

(O escrows credits for the payment of H and V)
O: fix number of verification operations to m
O: generate random numbers {R;}1<i<m, Vi, Vi
O: compute for each ie[1, m]
T;= HASH(HASH (d , R)), Vi)
T’;= HASH(HASH (d , R;), vy)
O — Bo:{g"i, price}i<ism, id(H), {g"i, price}<ism, id(V)

Bo— 0:{C(0, H,g"Dhzizm » (€(0, V. 9" )hsizm

(H escrows credits to form its punition p)
H: generate a random number s

H: generate {S;};<i<n, shares of s

H — By: {g*}1<izn,, 9°,1d(0), punition
By: check {g®t}1<i<y, are shares of g°

BH — H: {C(H! 0, gsi)}lsisn,,

Data storage

(O stores data d at H)
H—V:s;,C(H, 0,g%)
V—H— 0: {ACK}s,
O— H: d’ {C(O' H' gTi)}lsiSm’ Vu
(O delegates verification of d to V)
O: generate for each i€ [1, m] {r;} <<, shares of R;
O: compute {HASH(d , R))} 1<i<m
(HASH?: HASH is executed 2 times)
O — V: {HASH'(d , R)}r<ism 735 {C (0, V, g D}1isms v

Data verification

(V sends a share of the i" challenge to H)

V—H:i rg

(H answers verifiers upon construction of challenge from shares)
H: compute Res=HASH(d, R;)

H— V: Res

(V checks H’s answer)

V: check HASH(Res) =? HASH(d , R;)

Payment

(H obtains its /™ payment)

H: compute T; = HASH(HASH (d , R)), vy)
H— By: T, C(0, H,g™)

By — Bo: T, C(O, H,g™)

By increase H’s balance

Bo: decrease O’s balance

(V obtains its i"™ payment)

V: compute 7°; = HASH(HASH (d , R)), vy)
V—B,:T,C,V,gr)

By—By: T, C(0, V, gT,i)

By: increase Vs balance

By: decrease O’s balance

Data retrieval

(O retrieves d from H)

H— O:d

(H unblocks its escrowed credits)

O — H— By: {ACK} g,

If TTL times out: unspent escrowed credits are returned (respectively
to O and H)

Fig. 1. Payment protocol




5.1 Simulation framework

The self-organizing storage system is modeled as a closed set of homogeneous
peers. The storage system operation is modeled as a cycle-based simulation. One
simulation cycle corresponds to the period between two successive verifications.

Churn: Peers arrive to the system in Poisson distribution: there are 100 new-
comers per hour, for an average lifetime of 2 weeks. [17] shows that Gnutella
peer uptime follows a power-law distribution. We will use the same distribution
for peer uptime and downtime. In average, a peer stays online for 1 hour and
connects in average 6.4 times in a day.

Storage: Peer storage space, file size, and storage duration are chosen from
truncated log-normal distributions. The storage space of each peer is chosen
from 1 to 100GB, with an average of 10GB. In each day of simulated time, 2.85
of files are stored per peer for an average period of 1 week. The average file size
is 500MB. The stored files will be checked by verifiers each day.

User strategies: We consider three peer strategies: cooperation, passive selfish-
ness (free-riding) and active selfishness.

— Cooperative: whenever the peer accepts to store data from another peer,
it keeps them stored. Whenever the peer accepts to check the availability of
some data at a storage peer, it will periodically perform verification opera-
tions on this peer as agreed.

— Passively selfish: the peer will never accept to store data and will never
accept to verify the availability of some data stored for other peers. The peer
is just consumer of the storage system. This type of behavior is also termed
free-riding.

— Actively selfish: the peer probabilistically accepts to store data for other
peers or to verify storage at other peers. Whenever it stores or verifiers for
others, it will fulfill its promise only probabilistically. This type of behavior
has an instability effect: alternating between cooperation and selfishness at
a given probability: probability of participation denoted p and probability
of achieving promise denoted gq.

5.2 Simulation results

Different scenarios were simulated to analyze the impact of several parameters on
the payment mechanism. Simulation studies the transition phase of the network
to a stable state where cooperative peers are the only active actors of the system.
Used notations are summarized in Table 1.

Ezxclusion of selfish owners: Fig. 2. demonstrates that selfish peers have less
capability over time to store data in the system; on the other hand, cooperative
peers are becoming the majority of data owners in the storage system. Passive



Table 1. Description of notations used in simulation figures

Notations Description

Number of peers in the system

Data replication factor (number of holders of some given data)
Number of verifiers of some given data

Probability of participation of an actively selfish peers

Probability of data conservation by an actively selfish peer

Weight parameter in price formulation (associated with the amount of
credits owned by a given peer)

gERT 3 %S

selfish peers are the first to be excluded from the system because they consume
all their initial credits (all peers have a default number of credits when they join,
in order to facilitate system bootstrap). Active selfish peers are also filtered out
from the system because they cooperate only probabilistically. The figure shows
also that a decreasing fraction of these active selfish peers are still present in the
system. Because they cooperate at some probability; they may temporarily gain
some credits and then go without detection. These are considered as the false
negatives of our detection scheme. But still, such false negatives are decreasing
with time. We may notice that 1 simulated month is sufficient to filter out
passively selfish peers; however the filtering may take more than 3 months for
actively selfish peers. Yet, this time period can be reduced by adaptively reducing
the default initial income for newcomers.
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Fig. 2. Averaged ratio of owners per strategy. n=1000, r=3, m=>5, w=0.5, p=0.2, q=0.2,
40% cooperators, 30% passively selfish peers, 30% actively selfish peers.

Ezclusion of selfish holders: Fig. 3. depicts the fraction of cooperators and selfish
peers in the population of data holders. The figure demonstrates that with time
cooperative peers will make the majority of holders. This result is due to the fact
that actively selfish peers are losing their credits and then becoming unable to
escrow credits necessary for the storage of other peers’ data; albeit the fact that



they will propose small prices (this explains the small pick in the first simulated
month).
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Fig. 3. Averaged ratio of holders per strategy. n=1000, r=3, m=5, w=0.5, p=0.2,
q=0.2, 40% cooperators, 30% passively selfish peers, 30% actively selfish peers.

Overhead: Note that we only measure the communication overhead due to holder
and verifier selection and storage verification. In particular, we exclude the cost of
P2P overlay maintenance and storing/fetching of files, since it is not relevant to
our analysis. In a further observation, the bandwidth consumed for verification
is dependent on the number, rather than the size, of files being stored. This
is in fact a requirement on the verification protocol. Fig. 4 shows the amount
of control messages per file. The figure demonstrates that the bandwidth cost
decreases with time.
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Fig. 4. Average amount of control messages per file stored (in KB). n=1000, r=3,
m=>5, w=0.5, p=0.2, q=0.2, 40% cooperators, 30% passively selfish peers, 30% actively
selfish peers.

Data reliability: Fig. 5. shows that the rate of the amount of data injected into
the storage system decreasing. This is due to several factors. First of all, there



is the gradual exclusion of selfish peers that limits the number of peers able
to store data in the system. Second, there are possible false positives of our
detection system due to the starvation phenomenon where cooperative peers are
not able to contribute because they are not chosen as holders or verifiers, and
at the end they consume all their credits and get expelled from the system. The
figure also depicts the rate of file loss that is falling down as low as zero, owing
to the exclusion of selfish holders (explained earlier on).
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Fig. 5. Average peer rate of file storage and loss per hour. n=1000, r=3, m=5, w=0.5,
p=0.2, q=0.2, 40% cooperators, 30% passively selfish peers, 30% actively selfish peers.

5.3 Security considerations

In this section, we analyze the security of the protocol to prevent or at least
mitigate the threats described in section 2. The security of our scheme relies
principally on replication to deter peers that might try to subvert the protocol.
It assumes that there are at least a given number of peers in the system at all
times, and uses protocols to ensure that the system will correctly operate unless
a substantial fraction of these peers are selfish or malicious.

Selfishness punishment: The proposed payment scheme works as a quota system:
peers have to keep a given balance to be able to participate to the storage system.
Peers that are passively selfish gradually consume all their credits for their data
storage and when their accounts are exhausted they will not be able to use
the storage system anymore. In the same way, actively selfish peers keep losing
credits because they have been detected destroying data they have promised to
store. These peers will also drain their accounts and with time will not able to
use the storage system.

Collusion prevention: Holder and verifier selection is random which limits preset
peer collusions. The digital check of the holder is shared among verifiers, thus
mitigating also collusion between the owner and one or a small number of ver-
ifiers. Additionally, challenges sent to the holder are constructed cooperatively



by verifiers to avoid collusion between the holder and one or a small number
of verifiers. Finally, collusion between the owner and the holder is less probable
because it does not generate any financial profit since the owner must pay veri-
fiers to check holder’s storage. The distribution of tasks to several verifiers limits
collusion; but it is still feasible if at least k verifiers collude with the holder for
instance. The probability of collusion can be computed as:

S (Mt = p) D @)

7

where p is the probability that a given verifier is not honest (colluder). However
such collusion probability is less than 0.1 for 60% of dishonest peers (i.e., p = 0.6)
in the system and with n, = 10 and k = 8, or 80% of dishonest peers and with
n, = 20 and k = 18.

Fair-exchange: Holder and verifier payments are strongly related to the correct
operation of data verification. This motivates the holder to accept storage ver-
ifications and incites verifiers to perform this task periodically on behalf of the
owner. The frequency of verifications is determined by the owner at the time of
delegating verification. This frequency is the matter of all verifiers: the majority
of verifiers use the determined frequency at which the holder collects a sufficient
number of random numbers to compute the challenge; therefore very fast or
very slow frequencies of some verifiers do not influence (with large probability)
the actual frequency of computing the verification challenge. The holder or the
verifier cannot cash their checks without verifying the stored data. This is due
to two reasons. First of all, the secret random numbers included in the checks
are only known to the actual payers since they are held in DLP-based blinded
version at the payees and bank-sets too. Second, HASH is a one-way function,
so knowing HASH (m) does not give any extra information on m. Therefore,
the data verification operation strongly relates to the holder and the verifier
payment operations. However, the existence of such relation is only guaranteed
by the owner. So, if a verifier or a holder is still not paid even though it behaves
well, it has the possibility to prove owner’s misbehavior to the other participants
(using the certified checks) and also to stop cooperating with the owner without
being punished. Thus, the owner is encouraged to provide this type of relation
to secure the future cooperation of peers handling its data. The bank-set comes
into play to guarantee that payments are actually doable since the corresponding
amounts of credits are locked to prohibit the payer from emitting bad checks.

Remuneration-related attacks: Attacks on the payment scheme (such as double
spending or impersonation) are handled by the KARMA framework. Moreover,
the sequence number and the identity of the payee included in each payment
receipt prevent replay attacks, because they impose that the digital check is
only cashed by the payee one time. We assume that all exchanged messages are
signed and encrypted by the keys of the involved parties in order to ensure the
integrity of exchanged messages and even the security against man-in-the-middle



attack for instance. Sybil attacks are mitigated a la KARMA by compelling peers
to execute a cryptographic puzzle before joining the storage system, the result
of which will be used to construct their identities.

6 Conclusion

We described a new payment scheme as an incentive for P2P storage. The scheme
is scalable and cost-effective since it does not require any trusted infrastructure.
It relies on a cryptographic protocol to enforce the fair exchange of payments
against cooperative behavior. The protocol is self-powered: it does not require
the mediation of data owners during the data verification process or for pay-
ments. Additionally, the design of the scheme takes into consideration several
types of peer collusions, and achieves an effective punishment of selfishness. Our
simulations outline that this scheme makes the system converge to a stable state
where non-cooperative peers are finally filtered out. We are further investigating
the formal validation of this approach.
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