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Abstract—The ability to recognize emotions in natural human  processing usually analyzes the facial expression by\iirig
communications is known to be very important for manklnd._ In keypoints on the face [6]-[10]. Head posture independency
recent years, a considerable number of researchers have inves- may be obtained with the use of elastic graph matching or

tigated techniques allowing computer to replicate this capability - .
by analyzing both prosodic (voice) and facial expressions. The active appearance models. The second most used modality

applications of the resulting systems are manifold and range from  for emotion recognition is probably audio. State of the art
gaming to indexing and retrieval, through chat and health care.  on audio processing usually takes advantage of charaatsris
No study has, to the best of our knowledge, ever reported resdt  of the voice as pitch, energy, harmonicity, speech rate, and

comparing the effectiveness of several features for automiat mel-frequency cepstral coefficients [5], [7], [9]-[11]. Aid
emotion recognition. In this work, we present an extensive study P )

conducted on feature selection for automatic, audio-visual, real- modality Whif:h is often employed is physiology. State of the
time, and person independent emotion recognition. More than  art process signals from the autonomous nervous system)(ANS
300,000 different neural networks have been trained in order as heartbeat, galvanic skin response, or body temperature
to compare the performances of 64 features and 11 different [12], [13]. Few other modalities, such as gestures, posfure
sets of features with 450 different analysis settings. Results shio speech semantics, and others, are thought to carry afiectiv

that: 1) to build an optimal emotion recognition system, different . ; . . ; .
emotions should be classified via different features and 2) differan  Information but are still only partially exploited and pigfled.

features, in general, require different processing. Notwithstanding the fact that a considerable number of
Index Terms—Emotion recognition; facial expressions; vocal publications and surveys have been published on the topic of
expressions; prosody; affective computing. automatic emotion recognition, few authors, if any, discine
matter of feature and modality selection, parameter ajeist,
I. INTRODUCTION or classifier selection. In previous works [9], [14], [15] Wwave

discussed how different settings, classifiers, modalifigsion

The ability to recognize emotions is intrinsic in human - ! )
techniques, etc. perform with respect to each other. In this

beings and is known to be very important for natural interac _ ) i o
tions, decision making, memory, and other cognitive fomgti  PaPer, we aim at analyzing extensively the matter of sigaiic

[1], [2]. As an example, during face to face meeting, it hasdudio and video feature §election. I_:or doing so we will arealy
been suggested that as much as 93% of what we communica8d compare the behavior Qf 75 d|fferent sets of one or more
may be transferred through paralanguage (e.g. voice tote aﬁeatures extracted from audio and video of the shots predent
volume, body language, facial expressions, etc.) [3]. in the eNTERFACE'0S [16] database.

In an attempt to render human—computer and human-robot
interaction more similar to human-human communication and
enhance its naturalness researchers have, in the lastejecad Inour approach, emotion recognition is performed by fusing
approached the topic of automatic, computer based, emotianformation coming from both visual and auditory modastie
recognition [4], [5]. Indeed, the information about the ¢imo ~ We are targeting the identification of the six “universal”
felt by a user interacting with a computer can be used in mangmotions listed by Ekman and Friesen [17] (i.e. anger, disgu
different ways for human—machine interaction and computer fear, happiness, sadness, and fear).
mediated human communications [2]. Few examples regards The idea of using more than one modality arises from two
tele—applications such as tele—-medicine and tele—legrimA  main observations: 1) when one, or the other, modality is
dexing and retrieval of media, and generally all domains oihot available (e.g. the subject is silent or hidden from the
human—-machine interactions from gaming to advanced dosamera) the system will still be able to return an emotional
motics, security, or e—learning. estimation thanks to the other one and 2) when both modalitie

Many different techniques have been tested by literatur@re available, the diversity and complementarity of theninf
to perform automatic emotion recognition using differentmation, should couple with an improvement on the general
modalities (auditory, visual, haptic, etc.) mainly foaugion  performances of the system.
the visual and auditory modalities. State of the art on video For our experiments the eNTERFACE’05 database [16] (see

II. MULTIMODAL APPROACH
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(a) Feature Points (b) Distances

Fig. 1. Anthropometric 2D model
Fig. 2. Video Features
figure 1) has been selected. This database is composed of

English speaker displaying a single emotion while verivajiz  and normalization factor proportional to head z displaceme
a semantically relevant English sentence. The 6 universgkee figure 2(b)).

emotions from Ekman and Friesen [17] are portrayed, namely

anger, disgust, fear, happiness, sadness, and surprideosvi B. Prosodic Expression Recognition

have a duration ranging from 1.2 to 6.7 seconZs ¢ 0.8 Our system for speech emotion recognition, takes deep
sec). This database is publicly available on the Internét buinspiration from the work of Noble [11]. We use PRAAT
carries few drawbacks mainly due to the low quality of the[20] to collect 26 features from the audio part of the videos.
video compression and actor performances. Please reféi to [These features are: the fundamental frequency or pifgh (
for an analysis of the database qualities and drawbacks.  the energy of the signalH), the first three formantsf{,

f2, f3), the harmonicity of the signalH{ N R), the first nine
linear predictive coding coefficientsLPC; to LPCy), and

~ We have developed a system performing real time, US€fe first ten mel-frequency cepstral coefficients FCC; to
independent, emotional facial expression recognitiomfsaill MFCChy).

pictures and video sequences which demonstrated to work for

emotion recognition [9], [14], [15]. In order to satisfy them-  C. Sets of Features

putational time constraints required for real-time oferat In sections II-A and II-B we have shown how to extradt-

we employ Tomasi Lucas-Kanade's algorithm [18] to tracki4 + 26 = 64 features from video and audio which are related

characteristic face points as opposed to more complexeactito the emotional expressions. To these 64 individual festur

appearance models [6], [8], [10]. we add some sets of features by grouping and concatenating
As a first step we analyze the video and detect the positiothem.

of the face. To the face we apply a two dimensional anthropo- For the coordinates we have defined 4 sets: 1) mouth region

metric model of the human face to define 12 different region otoordinates, 2) eyes region coordinates, 3) nose cooedinat

interest (see figure 1) similarly to what it was done by Sohailand 4) nose and forehead coordinates.

and Bhattacharya in [19]. For the distances we have defined 3 sets: 1) mouth region
1) Coordinates Feature Set: Using an approach based on distances, 2) eyes region distances, and 3) head displateme

the Lucas—Kanade [18] algorithm we extract 24 features per Finally, for the audio variables we have defined 4 sets: 1)

frame, corresponding to 12 pairs of the feature points (RP)  pitch and energy, 2) audio formants, 3) LPC coefficients, and

andy(i) coordinates (see figure 2(a)) representing the averagg) MFCC coefficients.

movement of points belonging to the regions of interest eefin This has been done with the purpose of gathering the

above. information from different features belonging to the same
2) Distances Feature Set: This set of 24 coordinate signals set together. We expect sets of features to perform better

represents a first feature set. We have attempted to exti@&t s for emotion recognition than each one of the single features

more meaningful features, from these 24, in a similar WaykFurthermore, we want to compare differentgroups (egor@|

to the one adopted by MPEG-4 Face Definition Parametergf the face) to each other in order to better understand which

(FDPs) and Face Animation Parameters (FAPs) and to thgnes are more interesting for automatic emotion recognitio

work of Valenti et al. [8]. This process resulted in 14 featur and which one need further development or finer precision.
distance(j) defined as mouth corner distance, chin distance

to mouth, nose distance to mouth, nose distance to chin, leff- Feature \ectors

eye to eyebrow distance, right eye to eyebrow distance, left As a result of the presented operatitnsets of one or more
eyebrow alignment, right eyebrow alignment, left eyebrow t features are created. For each one of these sets of feature
forehead distance, right eyebrow to forehead distanceh&ad we need to extract a feature vector which best represent the

A. Facial Expression Recognition



affective information. It is expected that affective infoation [ Variable [[ ANG ] DIS | FEA | HAP | SAD | SUR |
is transferred via the dynamics of the facial and prosodic e o o LT L
H H H L h 0.58 0.75 0.64 0.54 0.67 0.50
expressions [21]. In order to incorporate dynamics to our ey 0 T O S W

1 1 nose x . y M . . 5
framework, we have taken overlapped sliding windaw(f) O R R (% P R T R
i i i 1 igh 0.59 0.81 0.90 0.67 0.64 0.78
of the S|g_nals changing the size of the wmdow from 1to 50 ey 05 | ost [OSOT) oo7 | oot | 08
frames with a step of one frame; longer time windows carry G OBST| 07T [TOSSH] 041 | 06T | 069
more information about the dynamics of the signal, shorter forehead x 00 | 07e BN ool L oie 077
. orehead y . I I . I .
better represent the current state of the expression. ohin X 0.43 | 060 | 078 | 054 | 070 | 056
. — . . . . . chiny 0.54 0.52 0.63 0.71 0.85 0.50
In addition to the original signal we investigate its dynami oxt_R eyebrowx || _0.64 | 0.0 [I0BAN] 058 | 047 | 058
. - - . . ext. R eyebrow y 0.59 0.46 0.77 0.56 0.84 0.35
properties. In particular we consider the following: nt. R eyebrow x || 0.60 | 0.74 [0B7 051 | 052 | 050
. . int. R b 0.73 0.47 0.84 0.57 0.95 0.42
« the feature’s values in time :2&3&333 052 | 055 | 088 | 050 | 070 | 057
, . . . int. L eyebrow y 0.64 0.51 0.80 0.62 0.96 0.40
« the feature’s first derivativeé\ oxt_ L eyebrow x_|| 058 | 040 [ 083 | 052 | 093 | 058
« the feature’s second derivativeA T = I
.. . . . . upper lip y 0.81 0.73 0.99 0.60 0.99 0.78
We have anticipated that some statistical characteristic o mouh Togion e T o oe oA o8 om
the signal inside a time window may be interesting as well. gyes region R IR R A 20 M K )
For this reason we have considered, beside the signal in time nose and forehead[] 057 | 051 [TO887] 059 [TO83T] 044
its mean and standard deviation; therefore, for each onleeof t TABLE |

. . . +
three time analysis mode we consider: CRT FOR THE COORDINATE FEATURES

« the raw feature valuesaw(w(f))

« the windows mean valuesean(w(f)) . ) : .
« the windows standard deviation valueslev(w(f)) it is more suitable to present results obtained with a common

set of parameters for every training than arbitrarily cliogs

This section presented the extraction of relevant emdtionaheuristics t0 set these parameters

features. Next sections will discuss our experimentairggst
and the results of our study. IV. RESULTS

1. ANALYSIS PROCEDURE Previous sections presented the extraction of the features
as well as the analysis procedure. Because the quantity of

In this section the setu.p for the gxperimental analysisas pr experiments that have been carried does not allow us torgrese
sented. We randomly split the subjects in the eNTERFACE’OEthem’ here, extensively we try to resume, in this sectioa, th
database into two parts for test and training and tested thﬁ']ain outcomes

system under the completely user—independent conditien, i We decided to employ as metric the recognition rate of the
test subjects were never fed to the system during training. positive samples’ R+

Of the total 44 subjects in the database, forty were used for ' . o
training and four for testing. The idea of keeping four satfe ~ ~p+ _ samples(emotionemo)_correctly_classified
for testing instead of one originates from the need of having eme samples(emotionems)
reliable results_without p_erforming a complete leave onge ou g important to notice eacti’ R we report represent the
test. Four subjects provide a _reasor_lable am_ount _Of testiNGest result that could be found varying the triple composed b
samples and represent meaningful infra-subject diffe@gnc the window_size ([1,50]), the feature_set (t, A, or AA),

without |mpact|ngdtc;o much the T,'ge of ;he tralrlung bas;?fTh' and themode (raw, mean, or stdev) and shall therefore be
step was repeated 3 times to validate the results overefiffer (oo 'a<'an upper-bound.

subjects (we analyze_d a tot_al of 12 subjects for test). It is also very important to keep in mind that for each triple
_All tests were carried using feed—forward neural network§y,e o p+ s obtained by computing the mean confusion matrix
with one hidden layer of 20 neurons. The output layer COSISIStamong a minimum of three neural networks and does not rely

of 6 neurons (ong per emo_tlon_). on a single neural network training. Doing otherwise, may
For each possible combination gtature_set, mode and deeply influence the results

window_size, we have trained a minimum of 3 different
Neural Networks (NN) and averaged the different scores t\. Video features
reduce the “randomness” intrinsic in NN training. This fé&su 1) Coordinate Features. In this section, we report the

in more than 300,000 different neural netwdrks ~ results obtained from the coordinates of the 12 featuretpoin
The size of the hidden layer has been chosen arbitrarily.lynq from the set of features of the same kind.

may be interesting to investigate whether this parametalt sh  1apje | reports, for each one of the 6 emotions, (hB*
be adapted to the size of the input feature vector througRcore for the best mode. We notice is that fear (FEA) and
some kind of heuristic. We believe that, given our objective gadness (SAD) are generally more easily recognized than the
N , , others. Anger (ANG) is better recognized using the cootdma
75 set of features by 5@indow_sizes ([1-50]) by 3 feature_sets (¢, fth d b than for th dinat fth th
A, or AA) by 3 modes (raw, mean, or stdev) multiplied by 3 different O ] ¢ eye_s an e¥e I’OV\{S an for the Coor_ inates o e_ mou
trainings for each setting and 3 different train and tesabases. region; this result is confirmed for the coordinate’s seth e




Variable [[ ANG [ DIS | FEA [ HAP [ SAD | SUR |

mouth corner 0.61 0.55 0.64 0.51 0.89 0.41
chin to mouth 0.58 0.52 0.68 0.70 0.89 0.56

S

_ nose to mouth 0.39 0.63 0.44 0.57 0.85 0.40
t A AA % 15+ chin to nose 0.43 0.45 0.69 0.59 0.76 0.39
raw 14 14 9 H left eye-eyebrow 0.57 0.53 0.74 0.47 0.77 0.40
mean 21 16 21 St right eye-eyebrow 0.52 0.77 0.83 0.52 0.57 0.68
stdev 17 21 35 8 left eyebrow align. 0.57 0.55 0.79 0.54 0.52 0.71
s+ right eyebrow align. 0.66 0.59 0.84 0.51 0.66 0.42
L eyebrow-forehead 0.50 0.57 0.83 0.53 0.89 0.50

0+

R eyebrow-forehead || 056 | 052 | 0.79 | 050 | 069 | 068
5 1015 200 25 30035 40 4550 forehead to eyes 0.49 053 [ 074 0.43 0.44 0.53
time window length [frames] X displacement 052 064 | 088 0.68 0.46 0.71

. . . displacement 0.49 0.42 0.85 0.37 0.82 0.53
Fig. 3. Modes and window lengths for the coordinate features Zdis,';acemem 061 | 052 | 076 | 046 | 079 | 035

mouth region 0.49 0.49 0.61 0.49 0.87 0.34
eyes region 0.51 0.94 0.77 0.50 0.50 0.49
head displacements 0.60 0.66 0.86 0.50 0.75 0.37

set of points belonging to the eyes reaching 72% recognition
rate and the second—best set performing only 58%. The same CR* FoR THTEAEI';E/JLCE CeATURES
behavior is found for disgust (DIS) and fear. Happiness (HAP

is better recognized using the points belonging to the mouth

than for the coordinates of the eye region; this result is

confirmed from the sets of features. Finally, for both sadnes

and surprise we are not able to say that a particular region

performs better than the others. Every region works well in VI U N 3
recognizing sadness and the few coordinates which works Heet>t 15
better with surprise are more or less equally spread.

This result is also confirmed from the scores obtained s wos om s ow s oo
with the coordinate’s sets. The best set of features is tlee on e
grouping the coordinates of the eye regions with roughly 70%

In figure (and table) 3, we report the distribution of the
modes which have been selected to get these results. We ¢ anger and fear, and the mouth region performs the best for
notice that theAA variable is slightly preferred to both  gzdness.
and time analysis and that standard deviatigdv) is being In average the features relative to the eyes and eyebrows
preferred to bothmean and raw signal. Please note that, seem to perform better than the ones belonging to the mouth
because of the increased complexity of the relative featurgsgion. The same behavior is confirmed from the sets of
vectors, the study if the raw signal is slightly disadvaetag  features: here eye distances and head displacement autperf
to the other two modes. _ _ the mouth region by more than 7%. This result confirms

We can also observe the histogram of the window lengthgr expectations; speech production influencing negative
which have been selected, as the one returning the beststesulsapapility of the system to recognize emotions from the wide
From this graph we observe that, in the case of the coordinatggny),
features, windows longer than 35 frames are preferred con- \ye can notice from figure (and table) 4 that for the distances
centrating around 50% of the best trainings. In average, thgyaqres the favorite mode is the second derivative of ieasi
coordinate features perform 65.5%. (AA) gathering more than the 43% of the examples. In this

2) Distances Features: In the former section we have case the favorite window lengths are concentrated between
analyzed the results from the coordinate feature set; im thil> and 30 frames. In average these features score 60% and
section we describe how the distances, which we defined iH1erefore about 5% less than the coordinates features.

?ecuon I-A2, perform with the aid of the same graphs and We have discussed the results from the video modality. In
Igures. average, features relative to the eye regions work bettar th

Once more we observe that two emotions are better "®Ghe ones belonging to the mouth region but this is not the case

]E)gryzed tfh an otr:jers: dthese are,t at?l |tllwa$,hfor thi. Coc\:i;(;i.ms?%r all emotions. Unexpectedly, we observe that coordmate
calures, fear and sadness (see ta e )- The Emotion WaICh o form generally better than distances. In our previostste
recognized with the least accuracy is anger, with a maximu ], [14], [15] the two feature sets were compared showing
recognition of 66% for the feature relative to the alignmeht tha;t dist,ances works generally better for emotion recaamit
f[he right eyebrqw. We can al_so notice tha_t the same _emotion is now to be assumed that while as a whole the decreased
is better recogmzed. for the distances relative to the egiome _complexity of the distance set helps recognizing emotions,
and for the head d|splacements.tha_n for the features .rEIat'\(Nhen these variables are taken one at a time (or in small sets)
to the mouth. The same behavior is found for the dlsgust[hey are less easily exploitable
fear, and surprise. The emotion happiness is better rezedni '
thanks to the movements of the mouth region similarly to wha .
it was found for the coordinate features. ‘3 Audio Features

Analyzing the set of features we notice that the eye region In this section, we analyze the results of the featuresivelat

works the best for disgust and surprise, the head displattsme to the audio modality.

Fig. 4. Modes and window lengths for the distance features



[Variable ]| ANG | DIS | FEA | HAP | SAD | SUR | with the use of raw data (52% of the cases) while th&
S e values are disadvantaged. On top of that, we also notice that
o R T R A B K 20% of the besfc trainings are obtained W_hile using the langes
e e T o 10% of the available window lengths. This may be due to the
LPCy 082 | 046 | 037 | 059 [IOSS 047 system need to somehow filter out samples of the audio signal
LPCy 060 | 033 | 059 | 053 | 100 | 064 X . : .
LPC; 040 | 035 | odad | o4t L 100 | 053 when the subjects are not articulating sounds. In average th
4 - : : : : : . .
LPC; 0a7 [ 03 | 045 | 01 LRG0 056 modality performs with66.5% accuracy, roughl®% less than
Lros 043 | 046 | 052 | 045 | 100 | 084 the coordinate features add; less than the distance features.
LPC. 0.57 0.48 0.61 0.32 1.00 0.60 . . .
Lrey 048 | 042 | 035 | 037 | 087 | 055 It is, nevertheless, important to notice that, at the monthet
I mE e EELE W audio emotion appraisal is returned also for frames which do
MFCCg 0.67 0.47 0.46 0.51 0.50 0.51 n t t d I t H fth d h t . h
S e on ot oes o ot present audio (silent pieces of the video shots); someho
aerer R LA R R P R filtering out these estimations is likely to improve the fesu
MFCCr 0.69 0.51 0.44 0.60 0.64 0.46
MFCCyg 062 | 048 | 035 | 058 | 078 | 059 C. S_]mn’]ary of the Results
MFCCgq 0.69 0.54 0.34 0.47 0.58 0.44
f;ccw gzj g;‘j 22: gii gzz Zié If we summarize the results we observe that depending on
energy . . . . ) . . . .
ENPNE 048 | 030 | 043 | 044 | 086 | 062 the particular emotion and feature different modes shoeld b
LPCs 0.49 0.39 0.41 0.42 1.00 0.56 . . .
MFOCs 060 | 036 | 049 | 064 | 080 | 055 employed. Generally, we noticed that longer time windows
TABLE IlI provide slightly better results while increasing the numbie
CR* FOR THE AUDIO FEATURES emotionally relevant features does not seem to always imepro
the result. With the current settings coordinate featureskw
in average better than distances and audio.
w0 More specifically we can say that:
35 7 . . . .
o - Anger is best recognized using thecoordinates of the eyes
[ TaT3s [ B and of the upper lip, the information about the alignment of
mean [ 17 [ 10| 12 g1 H- ] {I: B the eyebrows; for the audio we will ugaergy and the first
stdev 10 47
A C | IEC
L N Disgust is recognized with the: coordinates of the eyes,
timevindow ength rames] the nose, and the upper lip and the information of the digtanc
Fig. 5. Modes and window lengths for the audio features of the eye region while using audio features other than tise fir

MFCC should be avoided.

Fear can mainly be recognized only using video features;
m audio, onlypitch seem to return good results.

Happiness is characterized by the coordinates of the
mouth corners; the distance chin to mouth may be used too;
{ﬁr the audio features we will mostly rely on tB&! formant,

e harmonicity, and thes5!” MFCC.

Sadness is well recognized using most features and in
particular audio seem to better discriminate between sadne
and all the other emotions.

Surprise is best recognized by the use of theoordinates

In table Il we can observe that sadness is, once more,
the best recognized emotion, followed by anger, surprisd, a
happiness. Anger is well recognized thanks to the energy (hi
energy in this case), the firétPC, and most of the\/ FCC's;
the best set of features is, for this emotion, the one forme
by pitch andenergy. Disgust demonstrates to be an emotion
which is particularly hard to recognize from audio only; the
best features result to be tHé* and the9** M FCC and
the harmonicity value. Fear is well recognized using the

. : A ) ) 7
pitch value (high pitch in this case) with 76%; tf&“ and of eyes, nose, and upper lip, the mean facéisplacement,

th H
:Ee 87 LPCs worl;s ‘1“";’ we(ljl too.) Fo_r t?;‘ sets of tfeat_ures,and the right eyebrow alignment. For the audio features we
e one composed gfitch and energy is the one returning 4,14 yse thert”, 6t , and4!* LPCs and thels* MFCC
the best result. Regarding the emotion of happiness we note

that the best results are obtained while usingfitte N/ FCC, V. EMOTION RECOGNITION SYSTEM
the 3¢ formant and the (higherfarmonicity value. Pitch In the former sections we have presented the modality of
also gives good results as a single variable. The setiteh.  extraction of audio and video features as well as a comparati
andenergy and the one composed by the differédtF’CCs  analysis of their interest for emotion recognition. In thétion
result in the best scores for the sets of features. Sadnessvig briefly overview a possible use of these result for a
easily recognized using most features.Finally, surpsseell  real multimodal emotion recognition system which we have
recognized only with the use of thé", 6! , and4* LPCs  developed [22].
and with the1s® M FCC. Formants represent the set of We used the eNTERFACE'05 database and split the subjects
features which best contribute to recognize this emotion.  into a train (40 subjects) and a test (4 subjects) sets. Ehank
Regarding the sets of features, the sep@th andenergy  to the study presented here we were able to select only
is the one providing the highesterage(CR™) score followed the most relevant features for each modality and emotion.
by the set of theM F'CCs. The experiments was repeated 4 times with different testing
As shown in figure (and table) 5, these results are obtainegubjects.



out

in Anger | Disgust | Fear | Happin. Sadness | Surprise
Anger 87% 11% 0% 2% 0% 0%
Disgust 14% 60% 0% 6% 21% 0%
Fear 0% 10% 75% 0% 15% 0%
Happiness 1% 0% 0% 99% 0% 0%
Sadness 15% 20% 1% 0% 64% 0%
Surprise 21% 2% 14% 7% 15% 41%
TABLE IV

CONFUSION MATRIX OF THE RESULTING MUTIMODAL SYSTEM

In a following section, we have overviewed a working pro-
totype recognizing the correct emotion in more than 75% ef th
cases. Ongoing work consists in improving the classificatio
rate by taking further advantage of the methodology andtesu
presented here.

Future work, will also inverstigate the idea, developed in
[10], of separating the frames of the video shots into two
classes of silence/non silence frames and applying diftere

processing to the two classes.

For this experiment we have computed three different feed—
forward neural networks (50 neurons in the hidden layer) per!!]
emotion using data respectively from the audio, the coordi- 3
nate, and the distances feature sets. For each one of the [B]
emotions we have employed a Bayesian approach to extract &
single multimodal emotion estimate per frame from the three g
unimodal neural network outpits

The resulting system, simply detecting the most likely
emotion by searching from the maximum estimation betweenig
the 6 different detectors perform an average recognitioe ra
equal to 45.3%std = 0.73)°. -

We have, then, computed the minimum, maximum, average,
and standard deviation values for each one of the detector
outputs and proceeded to normalize the minimum and averag%]
outputs of the 6 different emotions raising the mean redamni
rate t050.3% and decreasing thestd to 0.19.

Finally we have applied a thresholding strategy to filter out
results whose likelihood was too low obtaining a lower recal
of 0.125 (i.e. returning in average three estimates pemsbco

In table IV we report the confusion matrix for this system. [10]
As one can see, with the sole exception of surprise whiclp q;
is often confused with anger, fear, and sadness all emotions
are recognized in more than 60% of the cases. Happiness [
recognized in 99% of the samples in our test bases.

(9]

VI. CONCLUDING REMARKS [13]

We have presented an extensive study on three feature sets
(i.e. coordinates, distances, and audio) for the task of reaji4
time, person independent, emotion recognition. Many wéfiie
scenarios for human-computer interaction and human-cshte [15]
computing will profit from a module performing such a task.

The study presented here involves the training of more
than 300,000 different NN which are compared to evaluatd®]
64 different features and 11 different sets of features. We
have shown that individual emotions are better recognized b[17]
different features and/or modalities (audio or video). i&irty,
we have demonstrated that different features do, in genera[ﬂsl
need different processing (i.e. different processing reoole [19]
time window lengths) if one wants to effectively extract the
emotional information.

[20]
2The Bayesian approach has been preferred to other simplsiatedével
fusion approaches and to the NNET approach [15] as one metuvery good [21]
results without the need for training.
3To evaluate the system as a whole we used a measure of weiguteldsi
+
deviation wstd(CR*) = 24T The wstd value will be low if all  [22]

emotions are recognized with the same likelihood and viceavédrsome
emotions are much better recognized than others, it will ba.hig
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