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ABSTRACT

Vehicular communication systems are becoming one of the
most emerging research areas. Many efforts have been made
to provide new applications and communication protocols
adapted to this new kind of networks. The performance eval-
uation of these proposals is a crucial step for their validation.
Therefore, the need of a new open-source, realistic and in-
tegrated simulation environment for vehicular networks is a
fundamental and extremely pervasive motivation behind this
work. In this paper, we propose simITS, an open-source sim-
ulation platform, aiming at a realistic evaluation of protocols
for large scale vehicular networks. SimITS aims to simulate
properly both road traffic conditions and wireless communi-
cations characteristics and at the same time to ensure the
real time exchange of simulation data between them. Addi-
tionally, a new communication protocol stack designed for
vehicular communications has been implemented. Finally,
we validate the platform by a basic simulation study.

Categories and Subject Descriptors

1.6.m [Computing Methodologies|: Simulation and Mod-
eling—Miscellaneous; C.2.1 [Computer Systems Orga-
nization]: Computer-Communication Networks—Network
Architecture and Design, Wireless Communication.

General Terms

Performance, Design.

Keywords

Realistic simulation, Network simulation, Road traffic sim-
ulation, Wireless vehicular networks.

1. INTRODUCTION

In the last few years, a rapid emergence of vehicular net-
works has been perceived. The premise that vehicular com-
munications can enhance road safety and efficiency has in-
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creased the interests of both governments and private enti-
ties to support several national and international projects
around the globe. Considering the challenges of vehicular
networks e.g. the high mobility of nodes, the road and
traffic conditions that can influence vehicles propagation,
designing efficient communication protocols is crucial since
ad hoc networks protocols are not suitable for this kind of
wireless networks. Studying vehicular networks often re-
quires an assessment of various network architectures, pro-
posed protocols and applications. These evaluations must
take road traffic details and conditions, wireless communi-
cation properties and drivers’ behavior into consideration.
In particular, analytic analysis, simulation, and real word
testbeds are possible methods for assessing system perfor-
mance. Analytic analysis offers a way to reach some basic
understandings of system behavior. Although, it often does
not require very detailed data - rather statistical informa-
tion is often adequate - making it especially attractive where
detailed information is not readily available. Finally, since
large scale realistic experiments (composed by hundreds of
equipped vehicles) are not feasible, the performance eval-
uation of research on vehicular ad hoc networks depends
mainly on simulations. In this paper, we provide a new,
open-source and realistic simulation tool for vehicular net-
works. The remaining of this paper is structured as follows.
In Section 2, we discuss related works. More details about
the current implementation of simITS are given in Section 3.
Section 4 presents configurations and simulation results. Fi-
nally, Section 5 concludes the paper and provides directions
for further research.

2. RELATED WORKS

Vehicular simulations require both a network and a mobil-
ity component. It is necessary to simulate vehicle movement,
radio signal propagation, and protocol behavior. Commonly,
the mobility models are created by traffic simulators and
fed to a network simulator which is used to model commu-
nication and routing data. For example, GrooveSim [10] is
a modular integrated traffic and network simulator which
uses the approach mentioned above. It includes a variety
of mobility models but it lacks of validated communication
modules. One key disadvantage of this approach is the in-
ability to modify the traffic data in response to application
layer events. There is no way for an application to change
a vehicle behavior during runtime. This reduces the level of
realism that can be achieved for key applications like active
safety which in reality influence the node’s movement sig-
nificantly. There have been some works that addressed this



shortcoming and developed integrated simulators achieving
the interaction between traffic and network simulation envi-
ronment. For example NCTUns [11] integrates some traffic
features and allows the control of vehicles’ mobility. Unfor-
tunately, it does not implement any known traffic mobility
model. Moreover, traffic and network simulations are highly
integrated, which makes the possibility of extension difficult.
TraNS [5] links two open-source simulators SUMO [4] and
ns2 [2] using an interface called TraCI [12]. Another pro-
posal called Veins presented in [7]. As TraNS, it couples
SUMO and OMNeT++. iTETRIS [1] is also implement-
ing a generic platform to allow for a realistic and accurate
evaluation of cooperative vehicular communication systems
and traffic management policies under realistic large-scale
scenarios.

Our main goal is to use a similar approach in order to
design an easy to use and to configure simulation environ-
ment that can provide a proper evaluation of newly devel-
oped protocols for large scale vehicular networks. Thus, we
provide simITS, a new open-source realistic simulation plat-
form, which couples two independent simulation packages
SUMO and ns-3 [3]. First, we use ns-3 as network sim-
ulator since it ensures large scale simulation and supports
emulation and distributed simulation. Second, in order to
retrieve traffic data and influence SUMO behavior in real
time, we propose a new mobility model for ns-3 and an in-
terface ensuring the interaction between both simulators.
Finally, we implement a new communication protocol stack
in ns-3 consistent with the current draft of ETSI/ITS [9] to
use it instead of existing TCP/IP stack in case of vehicular
scenarios.

3. SIMITS ARCHITECTURE

The simITS general view is illustrated in Figure 1. The
main idea consists in periodically producing realistic traffic
traces, based on SUMO, and using them as an input for ns-
3. Thus, both simulators run at the same time. Moreover,
a realistic flavor is given by allowing ns-3 to control the be-
havior of SUMO in real time. Mainly, two building blocks
have been added to ns-3: the new mobility model SUMO-
MobilityModel and the novel ITS communication protocol
stack.
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Figure 1: Interlinking simulators

In this section, we give a brief description of the simulators
that we have used in simITS. Furthermore, we analyze the
designed mobility model built on the concept of interaction
with the vehicular simulation. Finally, we present implemen-
tation details in ns-3 of the new ITS protocol stack which
is designed to be used in case of vehicular communications
along with the existing IPv4 and IPv6 stacks.

3.1 Traffic and network simulation

3.1.1 Vehicular traffic simulation

One of the most important steps in designing an open-
source integrated simulation platform is to find an open-
source and adequate vehicular traffic simulation tool. We
need to use microscopic simulators since they provide de-
tailed estimates of evolving network conditions by modeling
individual drivers’ behavioral decisions, different lane chang-
ing models and real-life intersection management. Roads,
crossings and common traffic rules should be implemented
as well. Moreover, another issue that must be considered is
the pollutant emissions estimation which is an increasingly
important matter when studying vehicular traffic. Also, the
capability to influence the behavior or even the movement
of cars during simulation is a crucial feature that has to be
taken into account. This is ensured by the interactivity of
the traffic simulator with the network simulation environ-
ment.

One possible solution for traffic simulation is VanetMo-
biSim [6] which an is open-source featuring new realistic
automotive motion models at both macroscopic and micro-
scopic levels. However, it does not support neither accident
scenarios nor interaction with network simulation. Another
solution can be SUMO which is an open-source microscopic
simulator. It is designed on the basis of realistic driver be-
havior and uses models to estimate pollutant emissions. Fur-
thermore, it supports accident scenarios and offers TraCI
which allows full control about most aspect of the road traf-
fic simulation. TraCI aims to interlink road traffic and net-
work simulators. In order to control simulation in real time,
it communicates with SUMO via the control-related com-
mands. In addition, the mobility-related commands are used
to manipulate vehicles’ mobility.

We decided to use SUMO within simITS because of its
open and extensible architecture, its compatibility with ex-
isting map formats and the interface TraCI that allows the
interaction with the network simulation environment.

3.1.2 Network simulation

The next step for the definition of our platform is the
choice of a network simulator. An option that can be con-
sidered is OMNeT++ which has a clean design. However,
its major drawback is the lack of available protocols and
common models in its library, compared to other simula-
tors. Another potential option is the Network Simulator
2, ns-2. Nevertheless, ns-3 seems to us the suitable net-
work simulator candidate since it provides various protocol
entities designed to be closer to real computers (e.g. true
IP stack) and supports network virtualization and testbed
integration. Moreover, it includes sophisticated simulation
features and an object oriented design for rapid coding and
extension. Ns-3 has a stable design for improved scalability
which is the major concerns about ns-2. It is capable to sim-
ulate large scale scenarios and high traffic densities. Being
open also to commercial use, its software architecture is well
structured and enables attaching software modules for data
exchange with other programs and is thus ideal for setting
up a coupled simulation environment and for designing a
new protocol stack.

3.2 Mobility model: Interaction with vehicu-
lar simulation

In order to give a realistic behavior to simITS, we pro-
pose to ensure the interaction between SUMO and ns-3 by



the mean of an enhanced interface that relies at its core on
TraCI. TraClI is dedicated basically to ns-2. Therefore, we
have changed its implementation in order to make it more
generic and independent of any network simulator and mod-
ify it to fit our requirements with the purpose of the inter-
facing between SUMO and ns-3. On the other hand, we
have designed a novel mobility model namely SUMOMobjil-
ityModel in ns-3 which makes use of this adapted interface.
It is basically responsible for controlling, influencing and ob-
taining mobility traces from SUMO. The classes involved are
visualized in Figure 2. SUMOMobilityModel class inherits
from the generic ns-3 class MobilityModel that keeps track
of the current position of a node. Furthermore, it defines
appropriate methods to update ns-3 simulation parameters
using received data from SUMO. SUMOHelper is used by
SUMOMobilityModel to update position data of each node.
To comply with the ns-3 conceptual model, we have designed
a helper SUMOMobilityHelper for our new mobility model
in order to facilitate its use in simulation scenarios.
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Figure 2: SUMOMobilityModel class diagram

As mentioned above, ns-3 retrieves traffic data from SUMO
and, giving this data, updates nodes’ position information.
Moreover, it can control the simulation in SUMO by the
mean of mobility commands provided by the amended in-
terface. In the following sections, we give more details about
the procedure of position update. In addition, we point out
how to use mobility commands in order to influence SUMO
behavior e.g. to trigger an accident in SUMO.

3.2.1 Position update

The simulation time is split into small time steps in or-
der to update vehicles’ position in ns-3 at each one of these
time points. Therefore, the operation of the network simu-
lator ns-3 is controlled by Command Simulation Step which
asks SUMO to perform the traffic simulation until a given
time. With the intention of providing a more realistic sim-
ulation, we have set this interval to 1s. Then, the simula-
tion is performed in the following way: before the begin-
ning of a simulation run, we initialize the simulation start
time, the simulation end time which represents the time un-
til which the traffic and the network simulations will run.
A connection between the server and the client sides of the
road traffic interface is eventually opened in order to ensure
the interaction in real time with SUMO. At each time step,
SUMOMobilityModel updates the position of all participat-
ing nodes in the simulation by collecting different parame-
ters from SUMO via Command Simulation Step. Algorithm
1 shows the pseudo code representing the program to update
ns-3 nodes’ position.

3.2.2 Triggering accident

SUMO uses a collision-free traffic flow model. So, in an
ordinary scenario, accidents do not occur. However, since

{Initialize simulation start and end time}
Stime = startTime
ETime = endTime
{Initialize simulation timeStep}
timeStep = 1
{Open connection with the Traffic Simulation Interface server}
startSimStepHandler()
while (Stime < ETime) do
CommandSimumationStep()
UpdatePosition()
Stime = Stime + timeStep
end while
{closing connection with the server and finishing simulation}
CommandCloseConnection()

ns-3 can control SUMO using mobility commands, such as
stop, change lane, change speed and so on, it is possible to
simulate accidents by making a vehicle stop at a predefined
position. To do so, we set the maximum speed of a spe-
cific vehicle at a given simulation step to zero using the Set
mazximum Speed command. Accordingly, the vehicle stops
during simulation run time. A potential accident may hap-
pen among vehicles traveling in the same direction.

3.3 ITS communication protocol stack

To support safety as well as non-safety applications for
wireless vehicular networks, it is crucial to design commu-
nication systems overcoming the challenges and fitting the
requirements of such type of network. In this context, we
propose to integrate in ns-3 a novel communication protocol
stack for vehicular communications, as depicted in Figure 1,
compliant with the draft of ETSI/ITS namely, ITS protocol
stack. It is designed to replace the existing TCP/IP stack in
case of vehicular safety applications. Figure 3 illustrates the
class diagram of the ITS stack. Basically, a safety applica-
tion, a transport protocol, a network beaconing protocol and
a network protocol have been implemented. In the follow-
ing, we provide a detailed description of the different layers
of the stack.
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Figure 3: Class diagram of the ITS communication
protocol stack




3.3.1 Application layer

The current design of the stack aims basically to support
safety applications. This can be ensured by two means: by
the periodic transmission of status messages of each node
and by the dissemination of safety messages once a poten-
tial danger has been detected. Accordingly, we consider a
scenario where network beacons are sent periodically. More-
over, in case of hazard detection, a dissemination of emer-
gency messages is triggered. Therefore, we have designed
a PostCrashWarning application [8] which corresponds to
a road safety application which consists in alerting other
approaching vehicles of the risk when an accident is hap-
pening using a multi-hop strategy. The geographic prop-
agation distance, which is expressed in terms of distance
from the originator, has to be specified. The safety informa-
tion should be propagated as quickly as possible along the
road into larger geographical areas than the direct commu-
nication range. PostCrashWarning class inherits from the
generic class ns-3 Application.

3.3.2 Geo-routing and Network layer

From Figure 3, we can notice that the current implemen-
tation of ITS stack comprises geo-routing protocols. De-
pending on the destination, several geo-routing schemes are
used such as geo-unicast, geo-broadcast, geo-anycast and
topology broadcast. The current implementation of geo-
routing in our ITS stack is limited to geo-broadcast and
topo-broadcast, other geo-routing schemes are planned to
be implemented in future work. Geo-broadcast and topo-
broadcast regards both delivering data from a source to all
nodes within a specific area. This area is specified in terms
of hops in topo-broadcast and in case of geo-broadcast, is
determined according to the geographic distance from the
sender. All the geo-routing classes inherit from GeoRout-
ing and a specific geo-routing header is associated with each
class e.g. both GeoBroadcast and GeoAnycast use NetITS-
GeoBroadAnyHeader since they have the same header for-
mat. In case of packets transmission, the transport protocol
NetITSL4protocol requests a route from the geo-routing pro-
tocol. The route and the packet with the added geo-routing
header are then passed to NetITSL3protocol which, in his
turns, transmits the packet using the 802.11 MAC layer af-
ter adding the ITS network header. When a packet is re-
ceived, the geo-routing protocol decides either to deliver it
to upper layer, to forward it or to discard it. We have im-
plemented also a network beaconing protocol represented by
BeaconingProtocol class which is responsible for exchanging
position information periodically in a single-hop mode. Ad-
ditionally, each node maintains a location table including
location related data for itself and a list of its neighboring
nodes e.g. geographic position, speed, time stamp etc. At
a given frequency, every node sends beacons. When a node
receives a packet, it updates its location table using the net-
work header of the received packet.

4. VALIDATION

In this section we show how to make use of simITS. We
first describe the main parts of ns-3 simulation script, then
we present some basic simulation results aiming at validating
the implemented mobility model and the ITS protocol stack.

4.1 Example of simulation script

There are two basic simulation scenarios that must be set
up, the traffic and the network simulation scenarios. In the
following, we give more details about the use and the config-
uration of SUMOMobilityModel and I'TS stack in ns-3. List-
ing 1 presents the main parts of ns-3 simulation script. The
first part of the script consists in creating nodes and config-
uring MAC and physical layers for each device. The second
part is dedicated to the configuration of nodes’ mobility and
the aggregation of SUMOMobilityModel to each node. Then,
NetITSStackHelper and InterfaceHelper are used to install
ITS protocol stack. Once we have built the topology and
aggregated protocol stack to nodes, we need now to set up
applications. PostCrashWarningAppHelper aggregates the
Post Crash Warning application to the nodes. Subsequently,
the simulation is started for a given time.

Listing 1: Mobility model and ITS configuration

//Create nodes and configure MAC and physical layers
NodeContainer wifiStaNodes;

wifiStaNodes.Create(nWifi);

YansWifiChannelHelper channel = YansWifiChannelHelper::Default();
YansWifiPhyHelper phy = YansWifiPhyHelper::Default();
phy.SetChannel(channel.Create());

//Configure mobility
SUMOMobilityHelper mobility;
mobility. Install (wifiStaNodes);

//Install ITS protocol stack
NetITSStackHelper stack;
stack. Install (wifiStaNodes);
InterfaceHelper address;
address. Assign (wifiStaDevices);

//Install application
PostCrashWarningAppHelper app = PostCrashWarningAppHelper();
ApplicationContainer apps = app.Install(wifiStaNodes);

//Run simulation
apps.Start(Seconds(1.0));
Simulator:: Run();

4.2 Beaconing simulation results

In this section, we provide simulation results that validate
the new vehicular stack by a simple beaconing protocol. In
this scenario, we used the new mobility model SUMOMobil-
ityModel and, consequently, the retrieved traffic data (posi-
tion, speed...) to create realistic data packets.

Listing 2: Tracing beacons

+ 1000000000ns /NodeList/0/DeviceList/0/$ns3::WifiNetDevice/Phy/Tx
ns3:WifiMacHeader (DATA ToDS= , FromDS= , MoreFrag= , Retry= ,
MoreData= Duration/ID=0usDA=ff:ff:ff:ff:ff:ff, SA=00:00:00:00:00:01,
BSSID=ff:ff:ff: ff:ff:ff, FragNumber= , SeqNumber=0)
ns3::LlcSnapHeader (type 0x999) ns3::NetITSHeader (xx**ITS Network
Header*x*x* source ID: 0 source TS: 1 source Latitude: 6 source
Longitude: 1835909400 source Speed: 0 packet length: 40)
ns3::WifiMacTrailer ()

r 1000128054ns /NodeList/1/DeviceList/0/$ns3::WifiNetDevice/Phy/RxOk
ns3:WifiMacHeader (DATA ToDS= , FromDS= , MoreFrag= , Retry= ,
MoreData= Duration/ID=0usDA=ff:ff:ff:ff:ff:ff, SA=00:00:00:00:00:01,
BSSID=ff:ff:ff: ff:ff:ff, FragNumber= , SeqNumber=0)
ns3::LlcSnapHeader (type 0x999) ns3::NetITSHeader (x##*+ITS Network
Header*+#*x* source ID: 0 source TS: 1 source Latitude: 6 source
Longitude: 1835909400 source Speed: 0 packet length: 40)
ns3::WifiMacTrailer ()

4.2.1 Tracing beacons

As we can see from Listing 2, node 0 sends first its bea-
con which is received by its neighboring vehicles. The first
neighbor that receives the message is node 1. Then, node
1, in turns, triggers its beacon transmission. Periodically,
this procedure is processed by all the nodes in the network.
The basic information carried by the beacon is the identi-
fier of the node, the geographic position and speed which
constitute the ITS network header fields.




4.2.2 Using simlITS to evaluate beaconing protocol
performance

We used a highway scenario composed of a simple one way
road with length of 10km. Each vehicle is assigned a max-
imum speed of 42 m/s. In network scenario, we used the
Logarithmic Distance propagation loss model. We config-
ured each vehicle to send beacon in a shared wireless channel
using IEEE802.11a with a data rate of 6 Mbps. The default
implemented physical layer in ns-3 is used. We define the
beacon generation rate (BGR) as the number of beacons
sent per second. Each studied configuration is simulated for
60s. The performance metric chosen is the Beacon Delivery
Rate (BDR) which is the percentage of vehicles that suc-
cessfully received a packet amongst all vehicles positioned
at a specific distance from the sender.

Impact of beacon generation rate.

Figure 4 illustrates BDR with respect to the distance from
the transmitter and presents the results for four different
BGR: 2, 4, 10 and 20 beacons/s. A constant transmission
power is used to send beacons which corresponds to the de-
fault configuration of ns-3 (16 dbm). With respect to the
different BGRs, as expected, a higher amount of generated
beacons turns into a higher saturation on the medium. This
simulation results demonstrate that the BGR 2 beacons/s
performs better than the other BGRs in terms of BDR.

Average delivery rate
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Figure 4: Average BDR vs. distance varying BGR

Impact of transmission power.

To clearly observe the impact of adjusting the transmis-
sion power, we set up a scenario with a fixed BGR 2 bea-
cons/s and a data rate of 6 Mbps. The simulation has been
carried out with six different transmission power: 5 dbm,
10 dbm, 15 dbm, 20 dbm, 30 dbm and 40 dbm. Figure 5
depicts the average BDR regarding the distance from the
source node. We can point out that, while the channel is
not saturated, increasing the transmission power does not
decrease BDR at close distances, and provides improved re-
ception rates at further ones. However, with a saturated
channel (40 dbm), there exist a number of messages trans-
mitted from nodes at close distances which can not be cap-
tured due to interferences. The BDR at close distance from
the sender (less than 200m) is reduced in case of 40dbm
compared to 30dbm.

5. CONCLUSIONS

This paper has given an insight about simITS and its dif-
ferent components. We have presented both mobility model
and I'TS communication stack. The main aim of simITS is to
assess vehicular applications and protocols in a high level of
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Figure 5: Average BDR vs. distance varying trans-
mission power

realism. Therefore, simITS can be exploited by researchers
working in the area of wireless vehicular communications
to validate and evaluate the performances of communica-
tion protocols they propose for large scale wireless vehicular
networks. Our platform may guide its user to better under-
stand challenges in vehicular environment and to enhance
proposed protocol and adopt it to the requirements of such
networks. We plan to integrate additional features in the
ITS stack in order to support additional types of applica-
tions such as traffic efficiency and value-added services.
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