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ABSTRACT

In this paper we determine the performance limits of a mul-
tiple transmit and receive antenna system over a fading channel.
We assume a frequency-flat block-fading additive white Gaus-
sian noise channel with delay constraint, transmit-power con-
straint, and perfect channel-state information available at both
transmitter and receiver. The delay constraint ismet by assuming
that a code word spans a finite number of channel realizations.
The relevant performance limits are the information outage prob-
ability and the “delay-limited” (or “non-ergodic”) capacity. We
show that the optimum coding scheme is obtained as the con-
catenation of an optimal code for the unfaded AWGN channel
with an optimal beamformer. Numerical results show that very
high rates are achievable without the need of deep interleaving.

|. INTRODUCTION

We consider aradio system consisting of a transmitter
with K antennas and a receiver with L antennas. We as-
sume a freguency-flat block-fading additive white Gaus-
sian noise (BF-AWGN) channel with transmit-power con-
straint and perfect channel-state information (CSl) avail-
able both at the transmitter and at the receiver (see[1] for
alist of references).

The BF-AWGN channel appliesin many cases (as, for
example, indoor wireless data networks) where the ran-
dom channel gain varies lowly intime (see aso [2]-{7]).
Following [8;10;12], we assume that a code word spans
a number M of fading blocks each carrying N channel
symbols. The number of fading blocks per code word, M,
is ameasure of the interleaving delay so that a delay con-
straint can be trandated into an upper bound on M itself.

We assume that CSl is available at the transmitter be-
fore sending a code word over the BF-AWGN channel.
Fading blocks can be thought of as separated in time, fre-
guency, or both. The transmitter can obtain CSl either by
a dedicated feedback channel or by time-division duplex
[13].

Recently, multiple antenna systems have received con-
siderable attention [5;14,4;2;3;6;7]. Our goal is to mini-
mize the outage probability at agiven fixed coderate under
along-term (i.e., spanning alarge number of code words)
power constraint. We show that the optimal scheme con-
sists of a Gaussian code for the AWGN channel (i.e., a
code whose components’ empirical distribution approaches
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the Gaussian distribution), followed by suitable beamform-
ing matrices derived from the channel fading gains. The
decoupling of coding and beamforming optimization stands
in contrast to the case of no CSI at the transmitter, where
particular space-code constructions proveto be useful [5].
System performanceis measured in terms of delay-limited
capacity, defined as the maximum rate for which the min-
imum outage probahility is zero, for a given power con-
straint [9;10;12].

The paper is organized as follows. Sections 2 and 3
describe the channel model and power constraint details.
Section 4 contains the derivation of the optimal transmis-
sion scheme. Section 5 containstheresultson delay-limited
capacity. Finaly, Section 6 is devoted to a catalog of
numerical results highlighting the performance of multi-
antenna systems and elucidating the theoretical results.

Il. CHANNEL MODEL

Assuming perfect symbol synchronization, then-thsig-
nal sample output by the ¢-th receive antenna during the
m-th block can be written as

K
ye[mN +n] = Z am)xk[mN-{—n] +z¢[mN +n] (1)
k=1

fore=1,....,Lm=0...,.M—1,andn=0,...,N —
1. Here, z;[mN +n] isthen-th symbol of the m-th block
transmitted by the k-th antenna. am) is the complex fad-
ing coefficient characterizing the transfer from the &-th
transmit antenna to the ¢-th receive antenna during the
m-th block. Notice that these coefficients are indepen-
dent of n since the channel is constant along each block.
ze[mN + n] is a sample of an additive white complex
Gaussian noise: z,[mN +n] ~ N.(0, 1)* The sequence of
transmitted and received samples are represented by col-
umn vectors as follows:

e y,.[n] & (yi[mN +n],...,yr[mN +n])7, there-
ceived vector;

e x,[n] £ (zi[mN +n],...
transmitted vector;

e z,[n] 2 (x1[mN +n],...,z [mN +n))7, thead-
ditive noise vector, z,,[n] ~ N.(0,1,).2

,z[mN + n])T, the

YN (1, 02) denotes the distribution of a circular complex Gaussian random
variable Z with mean ¢ = E[Z], variance 0® = 0.5E[|Z — p|?], and inde-
pendent real and imaginary parts.

2N.(m,X) denotes the distribution of a circular complex Gaussian random
vector z with mean p = E[z], real covariance matrix & = 0.5 E[zz'], and
independent real and imaginary parts.



Denoting A, £ [a (m)]/Z 1pey the L x K matrix of the
fading gains during then block, we can write the received
signal vector at the n-th sampling instant of the m-th block
as

ym[n] = ApnXp[n] + Zp[n],n =0,...,N -1, @)
m=0,...,M—1.

I1l. OUTAGE PROBABILITY AND DELAY-LIMITED
CAPACITY

The M-block K x L BF-AWGN channel defined by (2),
is characterized by the instantaneous mutual information
(expressed in bit per complex symbol)

M-1
HINE ﬁ Y Ixmiym |A=A) (9
m=0

where, with a slight abuse of notation, I(X,;ym | A =
A) denotes the mutual information between x,,, and y .,

for agiven realization of the channel matrix sequence A £

(Ao, ..., An_1), andwherewelet x,, = (x,,,[0],...
1]) and
Ym = (ym[0], ..., ym[N —1]).

The information outage probability [8] of the M -block
K x L BF-AWGN is defined by

Pyt £ P(I(A) < R). (4)

In this paper we assume that, for each frame of M blocks,
the transmitter has perfect knowledge of A (see the dis-
cussionin Section ). In particular, welook for the optimal
transmission scheme minimizing P,,; under a transmit-
power constraint.

The delay-limited capacity [9], is the maximum rate R
at which the minimum outage probability is zero, for a
given transmit-power constraint. In this paper, we con-
sider a long-term power constraint specified by the fol-
lowing equation;

Mz::Nz:: EA[Tr(Z

where E 4 [-] denotes expectation is with respect to A and
..[n] £ 0.5E[xm[n]%.m[n]t|A], the covariance matrix
of x,,[n], isafunction of A.

)] <T ®)

IV. THE OPTIMAL TRANSMISSION SCHEME

First, we prove that there is no loss of optimality if
we restrict to the case where the x,,, [n]'s are independent
Gaussian special random vectors 2 with covariance matrix
constant over each block. We have the following Propo-
sition, whose proof will be omitted here (see [11] for a
proof and further details).

3Following [4], azero-mean complex random vector x is called special if

2Re(S,m[n])
2Im(S[n]) =

E[Re(x)Re(x)T] = E[Im(x)Im(x)”]
E[Im(x)Re(x)T] = — E[Re(x)Im(x) 7]

,Xm[N

PROPOSITION 1

The mutual information I(A) defined in (3) is maximum
under thetransmit-power constraint (5) when the channel-
input vectors x,,[n], n = 0,..., N — 1 are independent
zero-mean special complex Gaussian with covariance ma-
trix X,,, independent of n. In this case,

M
1
I(a) = < 21 logdet(I;, + ApXmALn)
For covariances X,,,[n] independent of n, the constraint
(5) reducesto

M—

1ZE m)] <T (6)

m=0

,_\

Our approach is to reduce the vector problem to a scalar
one and apply the results of [10;12]. To this purpose, asin
[4,6;17], transform the M -block K x L BF-AWGN chan-
nel into abank of equivalent parallel scalar channels. Let

_the singular value decomposition (SVD) of A, be [16]

A, = U,S,, V! wheeU,, and V,, ae L x L and
K x K unitary matrices, respectively, and S,,, is the di-
agona matrix of the singular values of A ,,, i.e., the non-
negative square-roots of the eigenvaluesof Af A,,. The
new channel obtained by pre-multiplying the input and
post-multiplying the output of the original channel dur-
ing the m-th block by V,,, and by U} , respectively, is
described by

Ym[n] = SmXm[n] + Z2m[n] @)

form =0,...,.M —1andn = 0,. — 1, where
Xm[n] = Vi xn[n], ¥mln] = U} Ym[n] and Zm[n] =
Ut z,,[n]. Since V,,, and U,,, areinvertibleand z,, [n] is
distributed as z,,,[n], the channels defined by (7) and by
(2) are equivalent.

For aset of covariancematricesT,,, = E[X,[n]X[n]]|A]

with given diagonal elements, the instantaneous mutual
information of channel (7) is maximum when x,,,[n] are
independent complex Gaussian with i.i.d. real and imag-
inary parts [4]. Let (amk+k)i, be the eigenvalues of
Al A, andlet (v, +1) K | bethediagonal elementsof
T',,, then the resulting instantaneous mutua information
isgiven by

M-1 K
1
I(A) =7 >0 logy (1+ amkirmirk) ()

m=0 k=1

The channel given by (7) and the input-power constraint
(5) are formally equivalent to the channel and constraint
for a scalar M K-block BF-AWGN channel with maxi-
mum average SNR I'/ K. The only difference is that the
instantaneous mutual information given by (8) is not di-
vided by K. Thisfact suggests that multiple-antenna sys-
tems provide very high delay-limited capacity, as we will
show in the following.

Given the above equivalence, results from [10;12] can
be applied so as to obtain the assignment of the v,k +1'S



asfunctions of the v, k4, 'S Minimizing the outage prob-
ability subject to the long-term constraint. The resulting
optimal transmission scheme is the concatenation with an
optimal beamformer of a standard Gaussian code € (such
that the empirical distribution of the code words compo-
nents approaches the Gaussian distribution N.(0, 1)) of
length NM K and rate R. In each frame, the encoder
selects a code word ¢ € € partitioned into M N vec-
tors ¢, [n] of length K. The beamformer calculates V ,,,,
(mr 1), fromtheSVD of A,,,, andtheoptimal T',,, =
diag(Vmk+1, - - -, Ymk+k ) according to [10;12]. Finaly,
the transmitted vectors are

Xm[n] = Whemn] 9

where W,,, 2 V,,T%? is the beamformi ng matrix (for

the joint pdf of a £ (ay,...,amx)" is a continuous
symmetric function; iii) E[1/q;] isfinite for all o; # 0.
Moreover, the joint pdf of the non-zero elements of « is
non-zero for all inner points of Rf "

Asan example, we noticethat theindependent Rayleigh
BF-AWGN channel, where the elements of A ,,, arei.i.d.
~ N¢(0,1), withmax(K, L) > 1isregular. The follow-
ing propositions (see [11] for a proof) hold for aregular
BF-AWGN channel.

PROPOSITION 2

The delay-limited capacity of a K x L BF-AWGN channel
behaves asymptotically as O(log(T")) for T' — oo. More
precisely,

m=0,...,M—1andn=0,...,N —1).
On the receiving side, y . [n] is processed by a bank of

Cldelay—limited = K108

nEKH%ﬁgnvw“n]+O<%>

“spatially-matched” filters described by the rows of U .
The resulting received signal vector after spatial matched
filtering is ¥ [1] = SmT'e >cm[n] + Zm[n]4

REMARK 1

Notethat V,,, dependsonly on A ,,, whileT',,, dependson
al A, foom =0,..., M—1. Also, noticethat the coding
and the beamforming operations are decoupled. There-
fore, we conclude that when perfect CSl isavailable at the
transmitter, no specia space-time coding design [5] is re-
quired, and conventional optimal Gaussian codes suffice
to achieve the minimum outage probability and the delay-
limited capacity.

V. DELAY-LIMITED CAPACITY

The delay-limited capacity of the M -block K x L BF-
AWGN channel with long-term power constraint I is ob-

tained by equating to zero the outage probability P, [10;12].

For the class of regular fading processes (see definition
below), P, is zero if the power-on region extends to the
whole M K -dimensional non-negativeorthant R %, i.e.,
when s* — oo [10]. Thus, the delay-limited capacity can
be obtained by solving for R the following equation

I = B[y "(a; R)| (10

where the expectation is taken over the random vector a,
and the dependence of 7 '* on R isindicated explicitly.

We areinterested in the asymptotic behavior of the delay-
limited capacity for high rates (i.e., as R — oo or, equiv-
aently, asT" — oc). In order to state and prove a fairly
genera result, we focus on the class of regular fading pro-
cesses satisfying the following condition:

DEFINITION 1
A K x L block fading process is defined regular if: i)
A, hasfull rank x = min(K, L) with probability 1; ii)

4A scheme based on the same principle, aimed at maximizing mutual informa-
tion rather than minimizing outage probability is proposed in [6] for a frequency-
selective K x L channel with block transmission, and named Spatio-Temporal
Vector Coding (STVC).

(11)
where k = min(K, L) and (@;)%_, are the (sorted) non-
zero eigenvaluesof ATA.

For illustration, we evaluate explicitly the RHS of (11) for
the independent Rayleigh BF-AWGN channel with K =
L =2,34,and M = 1. Inthis case, the pdf of non-zero
eigenvalues of At A is given by the Wishart distribution
[15] and we obtain the following results:

2log, (0.3183 F) [K =L = 2]
Cdelayflimited I~ 310g2 (03625 F) [K =1 = 3]
4 log, (0.3744 F) [K

Il
h
Il

whereT'(z) £ [ u®~'e % du.

PROPOSITION 3

The delay-limited capacity of a K x L BF-AWGN channel
behaves asymptotically as O(x) for k - co and ' < oo.
More precisely,

Clelay—limited = £ 10gs(T") + O(1) (13)

V1. NUMERICAL RESULTS

Inthissection weillustrate some applications of thethe-
ory outlined above.

A. Onetransmit antenna

With a single transmit antenna and L receive antennas,
the matrices A ,,, are column L-vectors, so that a1 [m] =
|A,,.|? isthe only non-zero eigenval ue of AInAm, V,, =
1 (scalar), and the optimal beamforming matrices W ,,, re-
duceto the scalars y/~; [m]. Theinstantaneous mutual in-
formationis I(A) = L M= og, (1 + |A, |2y [m]).
In the case of independent Rayleigh BF-AWGN channel,
|A,,|? is chi-square distributed with 2L degrees of free-
dom.

B. Onereceive antenna

With K transmit antennas and a single receive antenna,
the matrices A,,, are row K-vectors, so that a;[m] =
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Fig. 1. Delay-limited capacity for the independent Rayleigh K x K BF-
AWGN for M = 1and K = 2, 3,4, 8, and 16 obtained by Monte-Carlo
integration. The capacity of the K x K AWGN channel is shown for
comparison.

|A,,|? is the only non-zero eigenvalue of AInAm and
V., is a unitary matrix whose first column is equa to
Al /|A,,|. Again, the instantaneous mutual information
isI(A) = L M "logy(1 + [A.[>0[m]) and in the
case of independent Rayleigh BF-AWGN channel |A ,, |2
is chi-square distributed with 2K degrees of freedom. As
we can see, we have perfect reciprocity between transmitter-
only and receiver-only diversity. This reciprocity, which
holds for the AWGN channel, does not hold with the fad-
ing channel with no CSl at the transmitter [4]. Thus, we
infer that reciprocity here is dueto the availability of such
CSl. For M = 1, the delay-limited capacity with opti-
mal power alocation (corresponding to v,[0] = (2f —
1)/|A¢[?) is Caelay—limitea = log, (1 + T/ E[|Ao|7?]).
With independent Rayleigh BF-AWGN channel, E[|A,| 2] =
]./(K—].), and hence Cdelayflimited = 10g2[1—|—(K—1)F].

C. More than one transmit/receive antennas

Generalizing the results above to the case of more than
one transmit/receive antennas, we consider the indepen-
dent Rayleigh BF-AWGN channel (i.e., we assume that
A ~ N.(0,0.5I)) with M = 1 (i.e, every code word
is affected by a constant fading value — no interleaving).
Figures 1 and 2 show the delay-limited capacity versus
SNR (T') for the K x K (K = 2,3,4,8, and 16) and the
K x 2 (or2 x K for reciprocity, K = 2 to 8) BFF-AWGN
channel. Moreover, Fig. 1 reports, for comparison, the
capacity of the K x K AWGN channel [4]

CawgN = 10g2(1 + KZF) 14

We note that delay-limited capacity with optimal power
allocation exceeds the capacity of the K x K AWGN
channel for al values of K above a certain value of SNR.
Thisisaconsequence of the fact that delay-limited capac-
ity with optimal power allocation behaves asymptotically
as k log(T"), while for the AWGN channel it behaves as

log(T).
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Fig. 2. Delay-limited capacity for the independent Rayleigh K x 2 or
2 x K BF-AWGN for M = 1 and K = 2 to 8 obtained by Monte-Carlo
integration.
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Fig. 3. Outage probability for the independent Rayleigh K x K BF-
AWGN for M = 1 and K = 2, 3,4, 8 obtained by Monte-Carlo inte-
gration.

D. Outage Probability

Figure 3 reports the outage probability corresponding
tothe K x K Rayleigh BF-AWGN channel with K = 2,
3,4,and8and M = 1 versusthe SNRT'. The required
transmission rate is R = 5 bit/s/Hz. It can be noticed that
an outage probability level of 10 ~2 requires an SNR very
close to that required at zero outage probability, i.e., the
SNR required to have a delay-limited capacity equal to 5
bit/s/Hz.

E. Delay-limited capacity versus antenna complexity

Figs. 4 and 5 shows the delay-limited capacity versus
the number of antennas (K') for the independent Rayleigh
K x K BF-AWGN for M = 1 and 4, respectively. Be-
sides the very high values of capacity achieved, it isin-
teresting to note the linear growth of the capacity with K.
Moreover, comparing the diagrams, we note that they are
almost independent of A/. Since M reflects the amount
of interleaving allowed, this suggests that antenna diver-
sity can be traded for interleaving (and hence interleaving
delay), as observed in adifferent context in [18].

Theresults obtained for theindependent Rayleigh K x 2
(or 2 x K, by reciprocity) BF-AWGN channel with M =
1 are shown in Fig. 6. Again, increasing M yields little
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Fig. 4. Delay-limited capacity versus number of antennas (K) for the
independent Rayleigh K x K BF-AWGN for M = 1 (results obtained
by Monte-Carlo integration).
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Fig. 5. Delay-limited capacity versus number of antennas (K) for the
independent Rayleigh K x K BF-AWGN for M = 4 (results obtained
by Monte-Carlo integration).

improvement in the delay-limited capacity.

VIlI. CONCLUSIONS

To understand the ultimate performance limits of ara
dio system consisting of a transmitter with K antennas
and a receiver with L antennas, we have evaluated the
minimum outage probability and the delay-limited capac-
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Fig. 6. Delay-limited capacity versus number of antennas (K) for the
independent Rayleigh K x 2 (or 2 x K) BF-AWGN for M = 1 (results
obtained by Monte-Carlo integration).

ity of a channel with transmit power constraint, indepen-
dent flat fading between the transmit and receive anten-
nas, Gaussian noise added independently at each receiver
antenna, and channel state information available at the
transmitter. Among other things, we have shown how
the availability of channel-state information at the trans-
mitter makes transmit-antenna diversity to be equivalent,
in terms of capacity improvement, to receive-antenna di-
versity. Moreover, we have shown how antenna diver-
sity can be a substitute for interleaving, in the sense that
a target value of delay-limited capacity can be achieved
by increasing diversity rather than interleaving depth (and
hence interleaving delay).
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