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Abstract

In this paper, we introduce an image process-
ing tool, Video Spatialization, used for designing
a new approach for multipoint teleconferencing
systems for very low bit rate links (internet, mo-
bile communications). This type of systems is
based on the immersion of all the participants in a
common virtual meeting place, like real meetings
do, to increase teleconferencing realism. The tool
proposed here is used for background control in
the virtual scene, especially for consistence with
the users position and motion during the meet-
ing session. So this paper contains (1) a review of
the trilinearity theory, (2) an e�cient algorithm
for real views reconstruction, (3) some extensions
to synthesize unknown views and (4) the integra-
tion of Video Spatialization in the context of the
TRAIVI project.

1 Introduction

The problem discussed in this paper is the recon-
struction of real points of view of a meeting room
and the synthesis of virtual ones, from a limited
set of 2D uncalibrated views and without resort-
ing to a 3D CAD model of the scene. This is
called Video Spatialization.
An e�cient \mesh-oriented" approach for this
kind of synthesis, based on the trilinearity the-
ory and a step of analytical inference are pre-
sented in section 2. Such a process aims at o�er-
ing the possibility for the user to visualize the 3D

scene from anywhere and towards any direction.
In section 3 we present early visual results, con-
cluding remarks and perspectives for the TRAIVI
project, which takes advantage of Video Spatial-
ization techniques in the context of virtual tele-
conferencing system.

2 Views Synthesis

2.1 An e�cient approach for real im-
age reconstruction

We propose an algorithm for real view reconstruc-
tion from uncalibrated 2D points of view of a 3D
scene based on trilinear tensors, �rst modeled by
A. Shashua [1, 2, 3, 4] to understand the geom-
etry of correspondences between three initial im-
ages. These relations generalize well known bi-
linearities, called epipolar constraints [5, 6], and
allow us to reconstruct an existing view from two
other neighboring views without explicit calibra-
tion stage. Following are the steps:
� an analysis step, using more than seven cor-
responding points in the three original un-
calibrated views, to estimate the eighteen
parameters of a trilinear form, (for more
details about trilinear parameters de�nition
see [7, 1, 2] and [8]).

� a synthesis step, using corresponding points
of the external images and the estimated pa-
rameters (�i)i=1::18 to reconstruct the cen-



tral view, by the following system:(
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where (x; y), (x0 ; y0) and (x00 ; y00) point at the pixel coordinates of
homologous points respectively in the left, middle and right view.

In the literature, the synthesis step of the
method often requires a dense matching prepro-
cessing stage between points of external images in
order to compute the luminance of each point of
the regenerated central view [1, 2, 9]. This is still
an unresolved computationally-expensive opera-
tion, so in this paper we suggest that the original
images should be represented by a texture warped
on associated meshes. In order to resynthetize
the central view we only map the texture on a
new mesh produced from the mesh nodes of the
external images as shown in �gure 1. As a result
we have a plain synthesized image with no hole
(misinformed point) and the time necessary to re-
generate an image signi�cantly decreases because
it only depends on the number of mesh nodes, ac-
cording to the scene complexity.
In terms of compression, a complete real view

can be represented by only eighteen 
oating point
numbers, called trilinear parameters, but encod-
ing pre-processing and synthesis post-processing
are obviously needed. However, possible exten-
sions of the above method by infering on trilin-
ear parameters values have been studied to create
virtual points of view from the set of initial im-
ages.

2.2 Trilinear Parameters Manipula-
tions for Virtual Views Synthesis

We can analytically corrupt the trilinear parame-
ters as shown in �gure 2 to simulate a focal length
change or a geometrical 3D displacement of the
camera relative to the reconstructed view and by
this way we synthesize new unknown views.
All the analytical manipulations of trilinear pa-

rameters to create new points of view are de-
tailled in the research reports [8, 10]. A complete
explanation would be dull here, but the follow-
ing array (�gure 3) sums up the manipulations
and especially shows the inputs needed to simu-
late each kind of transformation. Rotations and
particularly translations are not trite without ex-
plicit calibration, but our work tries to keep the
calibration implicit by restoring inputs from tri-
linear parameters [11, 12].
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Figure 1: Real views regeneration procedure.

3 Results and Conclusion

3.1 Visual Results

A few virtual synthesized points of view are pre-
sented in �gure 4.

3.2 TRAIVI Perspectives

Our work on video spatialization takes place in
the larger TRAIVI1 project, whose goal is to
create a complete virtual teleconferencing sys-
tem. In fact, the use of teleconferencing sys-
tems between multiple sites has considerably in-
creased [13], because of industrial demands, but
generally o�ers a poor quality of service [14]. The

1TRAIVI stands for \TRAItement des images
VIrtuelles" (Virtual Images Processing)
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Figure 2: Comparison between real and virtual views synthe-
sis methods: (a) sums up the real views regeneration method
(b) outlines the procedure to synthesize a new point of view.

immersion of the participants in the same virtual
environment, with the ability to move and look
at the other participants, could make up for the
lack of realism of classical systems and o�er new
ergonomic possibilities [15].
Video spatialization for background control is one
of video processings we have to master in combi-
nation with model-based coding for participants
control [16]. That is why we focus on the syn-
thesis of meeting-room images, with a priority
for real-time and realism of regenerated or un-
known synthesized images, as opposed to the re-
construction accuracy. To that extent our \mesh-
oriented" approach is fully justi�ed in the context
of the TRAIVI project.
Virtual views synthesis is particularly interesting
for this application: we can now imagine a vir-
tual meeting composed of a pre-processing stage
preceding the session. During the pre-processing
stage, information like the user's position and the
choice of the meeting area will be transmitted to
a central site, which pre-computes, from a few
real uncalibrated views, the corresponding vec-
tors of trilinear parameters uploaded to each re-
mote site. During the session each site, indepen-
dently of each others, will be able to create lo-
cally by algebra��c processing new coherent points
of view for its user based on his virtual position,
motion parameters and domain of interest in the
meeting room.
Our perspectives for the TRAIVI project are:

� the implementation of a complete room spa-
tialization system, which requires a pick-up
strategy to screen entirely and optimally the
meeting space, dealing with the quantity of
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Figure 3: (�i)i=1::18 are the initial trilinear parameters and
(�0i)i=1::18 stand for modi�ed parameters.

pre-downloaded textures and the user's per-
mitted motion granularity.

� the study of integration of 2D background
images and 3D models of participants, which
is still an open problem.
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