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ABSTRACT

In the face recognition problem, one of the modical sources of variation is facial expressiomisl paper presents a
system to overcome this issue by utilizing facigbression simulations on realistic and animatabate fmodels that are in
compliance with MPEG-4 specifications.

In our system, firstly, 3D frontal face scans of thsers in neutral expression and with closed marghaken for one-time
enrollment. Those rigid face models are then cdadeinto animatable models by warping a generimatable model using
Thin Plate Spline method. The warping is basedhenfacial feature points and both 2D color and 32apge data are
exploited for the automation of their extractiorheTobtained models of the users can be animatedsing a facial
animation engine. This new attribution helps ubriog our whole database in the same “expressie’stietected in a test
image for better recognition results, since thadlsintage of expression variations is eliminated.
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1. INTRODUCTION

Face recognition has been drawing an unabatedesttén the research communities for decades; hawdespite the

numerous proposed approaches, the solution forintne-class variation problem introduced by factdpressions still

remains unsolved. This paper proposes a metholintinate the adverse effect of expression variation face recognition
and identification. Numerous solutions for the peai of face recognition in the presence of facielodmations, due to
expressions, have been proposed which can be dgr@aasified into three groups according to tlaadtypes used: 2D, 3D
and 2D+3D approaches.

Among the approaches that utilize 2D facial imagafspace analysis method stands out. In [1], Pah€Component
Analysis (PCA) approach is extended by creatingsstsh of images through masking those regions whigmificant
modifications are expected to occur and using tteebwild different face projection spaces. On ttieeohand, in [2], a local
feature based method is proposed in which a seteature points with highest deviations from the eptption is
automatically extracted by using statistical Lo€ahture Analysis (LFA). Afterwards, each point éscribed by a sequence
of local histograms captured from the Gabor resgeas various frequencies and orientations arouadeiature point. Other
than local approaches which divide the face inftedint parts, systems that analyze the whole &&scdescribed in [3], [4],
and [5] exist. In [3], an extended eigenfaces mettikgproposed in which PCA is applied on motionteexdomain, caused
by the motion of the facial features due to fa@®gpressions and two spaces are used for the regotish of the test
images. [4] combines Gabor wavelet transform andréit Neighbor Discriminant Analysis and [5] sudgessing a subset
of fractal codes of the whole face as feature &oefrecognition.



3D face recognition, relatively a younger resedrehd, has emerged especially with the acquisifievices becoming more
accurate and less expensive. Similar to 2D casa] fegion analysis is commonly used. For instaircgg], average region
models, where local correspondences are inferretthdoyterative Closest Point algorithm are useda kimilar manner, in
[7] a region-based face surface matching is applibdre the similarity score is computed with higheportance given to
more stable regions and in [8], again a multi-ragipproach is proposed which incorporates summaticariant features
from those regions and optimal fusion by similasgores between regions. On the other hand, diffeepresentations of
the facial surface data is calculated for recognijtwhere points are referenced to the nose tipg;hwib highly robust to the
expressional changes. In [17], the comparison bartviiee faces is based on optimal deformationseofetel curves, which
are defined by a surface distance function, takiiegnose tip as the reference point.

Lately, numerous techniques are proposed to combaik modalities in order to overcome the limitatiothey have
separately. By assuming an isometric mapping betveerfaces, [9] proposes a method in which 3D serfa used to
define a polar geodesic coordinate space and thespmnding color image is embedded in this spaceetve as the
recognition data. On the other hand, in [10] theefeecognition system is based on feature poinishwére described by
Gabor filter responses in the 2D domain and Pdgma&ure in the 3D domain.

In this paper, we applied the 2D+3D multimodalityibserting expressions that are similar to thexcted ones on the test
image (in 2D), to all enrolled models in the datgbén 3D) by utilizing Thin Plate Splines (TPS)thwd, instead of trying
to remove or avoid the deformation problem duéh&ofacial expressions. Hence, by rendering imagesmlled faces with
the detected expressions in the test images, wet@improve the recognition rates. A detailed déagrof the proposed
system is given in Fig. 1.
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Figure 1. Flow chart of the proposed system

The rest of this paper is organized as follows:Skction 2, a brief summary on MPEG-4 specificatiang the facial
animation object profiles is given. The detailedqass for automatic extraction of facial featurénfmis explained in
Section 3. In Section 4, for obtaining the reatistind animatable face models, the warping methadda@n TPS is
explained. In Section 5, the resulting renderedgsaof expression-applied models will be providémh@ with the
recognition results which are compared with theveotional approach. Finally in Section 6, some &ugion and future
work are presented.



1.1. MPEG-4 Specifications and Facial Animation Object Profiles

MPEG-4 is an ISO/IEC standard developed by MoviiguPe Experts Group which is a result of efforfshondreds of
researchers and engineers from all over the wbtldnly defining a system for decoding audiovisubjexts, MPEG-4 also
includes a definition for the coded representatibanimatable synthetic heads. In other words, peddent of the model, it
enables coding of graphics models and compresardrtiission of their animation parameters.

The facial animation object profiles defined un#PEG-4 often are classified under three groups [12][18]:

» Simple facial animation object profil@&he decoder receives only the animation infornmatéind the encoder has no
knowledge of the model to be animated.

« Calibration facial animation object profil@he decoder also receives information on the shdphe face and
calibrates proprietary model accordingly beforavation.

e Predictable facial animation object profil€he full model description is transmitted. The @aer is capable of
completely predicting the animation produced bydbeoder.

The profile that is more conformable to our apploecthe second one: calibration facial animatibject profile, since we
are aiming to calibrate the “generic” model accogdio the samples in our database. Actually, wretawre doing is to build
the part that differs between the first and theosdrofiles. Our system generates an animatabliehiny using 29 of 84
MPEG-4 specified face definition parameters (FDRjcl are annotated manually. The rest of the p@irésonly marked on
the generic model. After the warping, those paamtsrecalculated for animation.

In Fig. 2, the positions of the 84 feature pointstlee face are given. Most of these points aresseeg to be supplied to an
MPEG-4 compliant animation system, except for thanfs on the tongue, the teeth or the ears, depgrati the animation
tool structure.
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Figure 2. Feature points



2. PROPOSED METHOD

The proposed method is developed for the casedichwhe enroliment is done with a closed mouth amgbutral face for
each subject in 3D with texture. However, for teeagnition, it is highly possible that the capturethges will be under
different facial expressions. In this method, tRpressions on the captured images are assumedkioolen and therefore,
the generic model can be warped and animated aogbydor each model. The approach is describedhame detail in the
following subsections.

2.1. FeaturePoint Marking

As mentioned in the previous section, 84 featurmtpoare necessary for MPEG-4 compliant animatingirees. In our

approach, we manually annotate 29 of those poitishware utilized in warping process for the emlimodels. Those
points are chosen to be in descriptive areas ssi@yes (5x2), nose(6), mouth(7) and face border$t® rest of the feature
points are only marked on the generic model and flesitions are recalculated after warping.

2.2. Constructing the Animatable Face M odels

In order to obtain an animatable 3D model for aroked user, the approach adopted in this pap#os isarp an already
animatable generic head model so that it transfamtosthe models in the database as correctly asilple. For this purpose,
we choose to apply Thin Plate Spline (TPS) methadwarping 3D faces. TPS method was made populaFreg L.
Bookstein in 1989 in the context of biomedical irmamalysis [13]. It is based on an analogy of theding energy of thin
metal plates under point constraints.

For the 3D surfaces S and T, and a set of correpgmpoints on each surface,dhd M respectively, the TPS algorithm
computes an interpolation function f(x,y) to comuit, which approximates T by warping S:

T ={(xXy.2") st. V(x,y,2)E S, X'=X, y'=y, z2'=z+f(x,y)} 1)
fxy) = a+ax+ay+2wU(|R-(x,y)I) )

with U(.), the kernel function, expressed as:
u(r) = r2In(r), r =/x2+y2 3)

In the interpolation function f(x,y), the;we{1,2,...n} are the weights. As given in (2), the interpolationction consists of
two distinct parts. The affine partf@x+ay) which accounts for the affine transformationessary for the surface to
match the constraint points and a warping par;J(|P-(x,y)|)).

The generic model, shown in Fig. 3, is a full heaatlel with an open mouth and eye holes. Thereleymtbuth and eyes can
be animated on the contrary of the static modek futhe polynomial nature of the Thin-Plate Sphhgorithm, regions far

away from the constrained points “diverge”. Foistteason, additional constraint points are addetherack of the head
model which will be used as the target points &sprve the human look of the model.



Figure 3. The generic head model

However, before applying the TPS method, we havadke sure that the target face and the genericrfaxlels are aligned
correctly. Firstly, the generic model is roughhgealed to match the target face dimensions. Thaaliag coefficients are
calculated simply by comparing x, y and z apertufdterwards, the feature point pairs are usedlignahe two models.
These two sets of landmarks defines the transftirat,gives the best fit mapping one onto the ofines, least squares sense.

After rescaling and alignment, a coarse warpirgpiglied to the generic model by taking the feapoiat pairs as the source
and the target landmarks. These point pairs deseribon-linear warp transform by which any pointtlom mesh close to a
source landmark will be moved to a place closénéocorresponding target landmark. The points iween are interpolated
smoothly using Bookstein's Thin Plate Spline aldponi [13].

In the next step, by assuming for all points ongbeeric model, the corresponding pair on the targmlel is the one that is
closest, fine warp transform is calculated. Fothesaurce landmark, the target landmark is founthaslosest point on the
other mesh. Hence, all points of the generic mdialome closest to the target model and maintaiim #meoothness.
Afterwards, the center position and the radiusbfoth eye spheres are calculated by using the foimtgpannotated around
the eyes.

Finally, the texture is copied onto the generic glahd the new positions of the feature pointscateulated. The obtained
model is exported as a “vrml” file and the featpants are saved in an “fdp” file which will be damed in more detail in
the next section.

2.3. Animating the war ped models

In order to simulate the facial expressions ondhtined animatable model, the animation enginkedcaisagel|life™ is
utilized. visage|life™ allows user to prepare taeef models that are produced in any 3D modeler gegmax™, Maya™,
Softimage™ etc.) for animation using the uniquei&aelotion Cloning (FMC) technology that automatlggproduces 86
standard morph targets for the new face model, whinmediately becomes capable of full facial aniorat [14]

Additionally, it has an FDP editor to view and edifined feature points with a user-friendly GURCcE Definition
Parameters are essential for animating the modelveMer, this property is not utilized since the FilBs needed for
animation are generated automatically after warping



3. EXPERIMENTSAND RESULTS

In order to apply and evaluate our approach, wekammwith the Bosphorus 2D-3D face database [15tkwkias collected
as a part of the Enterface’07 Workshop held in BagaJniversity in Istanbul [16]. It includes a hicset of expressions,
pose variations and different types of occlusigimong the 105 enrolled subjects, and 10 types pfessions, we chose 73
models with multiple neutral scans.

In the preprocessing step, in order to remove thallsprotuberance, the 3D facial data is smoothgéplying bilateral
filtering. Thus, the edges are preserved whereasuiface is denoised. In Fig 4, a sample mod&hasvn before and after

the smoothing.

Figure 4. Facial surface before and after smoothing

After the preprocessing, the generic head modptasessed as explained in detail in Section 4. fEkealing, alignment,
coarse warping, fine warping and texturing stepsilarstrated with an example in Fig. 5.

Figure 5. Generating the animatable modelti{a)target face, (b) the generic face rescalédaligned, (d) coarse warped, (e) fine
warped, (f) textured

After the animatable model is obtained, the nexp $ animating the obtained face model in thegefide™ animation tool.
Since the FDP file which defines the feature poistautomatically generated, we directly startdhcnotion cloning. In
visage|life™, one can simply clone each morph tairgen a preexisting AFM rather than manually maaglthem. After
the Cloner is provided with two models, the tangetdel and the source model, it copies morph tarfgets source to the
target by utilizing the pre-defined feature poinisorder to find the correlation between the twoefs In the following
image, you can see some of the resulting images.



Figure 6. The target model, the resulting atahle model, the animated model with a smile aitidl &vfrown, respectively.

In order to observe the positive effect of the emed images on face recognition problems whilepilesence of a facial
expression, we experimented on the neutral anthéngpy” faces of the Bosphorus database. We conaptbeegallery with

one neutral image for each of the models which hauétiple neutral shots in the database and itsesponding smiling
image which is rendered using the animation endtoe testing, two probe sets are formed; one witbtlzer neutral image
and one with a happy image of each subject.

For the identification purposes, simple Eigenfaapproach is adopted where decision-making is basethe Euclidian
distance. In the first experiment, the identifioatis done on both the neutral and “happy” prolis after the Eigenspace is
constructed firstly by using the neutral images sadondly by using both neutral and rendered sgnftaces in the gallery.
In Fig. 7, the identification rates are given.
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The second experiment is conducted for verificatioimere 36 people are removed from the galleryteeated as imposters.
After constructing the Eigenspace with the optimaomber of eigenvectors obtained from the first eixpent, the
verification tests are done in a similar manner bwth the neutral and “happy” probe sets. Fig. 8egithe ROC
performances for each verification test. The inseem both identification and recognition rate gales that our approach
successfully eliminates the adverse effect of esgiom variations on face.
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Figure 8. ROC performances for each verifaratest

4. CONCLUSION

In this paper, we propose a method in order to avprface recognition performances under the exjpresariations. By
using both 2D and 3D data of the enrolled neuttaé$, we constructed a system to obtain an anifeataddel by warping a
generic one. Thereby, we are able to render imafdbe subjects with various facial expressionshvilie help of the
visage|life™ animation tool. The results of the emments conducted on a subset of the Bosphoruabadse are
encouraging, however, there are still more possibdnd necessity for further performance improvamaince several
drawbacks remain, mainly due to manual land-marldhghe face. Therefore, currently, we have beemking on an
automatic feature point detection system, which alibw us to fully automate the system while imygrg the recognition
performance.
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