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Abstract— In multi-user communication from one base station to the added structure which may be exploited by successive
(BS) to multiple users, the problem of minimization of transmit  interference cancellation (SIC) in UL and by dirty paper
power to achieve some target guaranteed performance (rateat  ,qing (DPC) based encoding for known interference in DL
users has been well investigated in literature. Similarly arious h | d th It ted in 3] [4 dm
user selection algorithms have been proposed and analyzeden c anne_s an € results were presented in [_ 1, [4] and [2].
BS has to transmit to a subset of the users in the system, mogtl 1he optimal BF turns out to be the MMSE solution and power
for the objective of the sum rate maximization. allocation is done to raise the SINR level to the target SINR.

We study the joint problem of the minimization of the The performance of different user selection algorithms for
gﬁgli/?clsglp?ggillrtsatfo:h;eBivggge utfzgs;eiltegclyc\)/\?ér -Eggui?:g?gm transmit power minimization was studied in [5]. The Gaussia
meet guaranteed performance at the users’ side are difficult multi-user systems were analyzed without exploiting thigaex
to obtain even without user selection due to joint optimizabn ~SyStem structure through SIC or DPC. For the case2of
required over beamforming vectors and power allocation sciars.  users transmitted simultaneously, analytical expressioere
Nevertheless, we characterize analytically the average @ansmit obtained for minimum average transmit power required for

power relqui.red tlo ”?ehet guarantleed pferforhmancelwith ‘éa”.ous guaranteed rates with norm-based user selection (NUS) and
sers selection algorithms, namely semi-orthogonal useefection - e 1oy icor selection (AUS).

(SUS), norm-based user selection (NUS) and angle-based use . L
selection (AUS), in the limiting case when only2 users are selected We study the problem of average tr_ansm|.t power minimiza-
for simultaneous transmission. The SUS performs better tha tion to meet users’ SINR constraints in conjunction withruse

other presented selection algorithms due to its user seléoh scheduling. In this Gaussian multi-user system, we make use
mechanism. of SIC in the UL channel or DPC based encoding in the DL
channel. This problem formulation gives twofold advantage
over [5]: first no iterations are required to compute the i

In multi-antenna downlink (DL) systems, the maximizatioBF vectors and power allocation scalars, and second less
of the sum rate has been the most widely studied probleaverage power is required at the transmitter to satisfy the
Conditioned upon the availability of perfect channel stateame SINR constraints at the users’ side. For the case of two
information (CSI), the capacity region is known and henagsers transmitted simultaneously, we derive analyticsililte
the optimal and a wide variety of sub-optimal (but lesfor the minimum average transmit power required with semi-
complicated) transmission strategies have been treatdd amthogonal user selection (SUS), NUS and AUS. To find the
analyzed. In many practical wireless systems, maximiziteg tminimum average transmit power to achieve certain SINR
throughput may not be the primary objective. A very impottarconstraints when users are selected through SUS is one of
design objective for multi-antenna multi-user systemsas the novelties of this work. We compare the performance of
achieve a particular link quality over all links with minimu these user selection algorithms in terms of minimum average
transmission power which is equivalent to achieving cartatransmit power required to satisfy users’ SINR constraitits
signal-to-interference-and-noise ratios (SINR) or dadées turns out that NUS and AUS are strictly sub-optimal when
over corresponding links. This problem, in some sense, éempared with SUS.
the dual problem of the sum rate maximization under a fixed This contribution is organized as follows. Section Il de-
power constraint. Certainly from an operator’s perspegtifie scribes the system model. Section Il gives a brief overview
minimization of the average transmit power to achieve thesé the problem of transmit power minimization without user
SINR targets is of prime importance. selection. In section IV, certain user selection algorghm

The problem of minimization of downlink transmit powerare reviewed for which later we analyze the performance.
required to meet users’ SINR constraints by joint optimaat The main results of the paper, the analytical expressions fo
of transmit beamforming (BF) and power allocation wathe minimum average transmit power when two users are
solved in [1] and [2]. They showed the interesting duality asimultaneously transmitted, are presented in section Vigalo
uplink (UL) and DL channels for this problem. For Gaussiawith performance comparison. The concluding remarks appea
multi-user channels (either UL or DL), they showed that th section VI.
problem of the minimization of transmit power corresporgdinNotation: E denotes statistical expectation. Lowercase letters
to certain SINR targets bears a relatively simple solutioe d represent scalars, boldface lowercase letters represetirg,
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and boldface uppercase letters denote matride'sdenotes in [2]). They gave iterative algorithms to obtain the optima
the Hermitian of matrixA. beamforming vectors and the optimal power allocation for
each user. The optimal beamforming vectors corresponding t
a particular (sub-optimal) power allocation are obtairtbeén

The system, we consider, consists of a BS havilg power allocations are updated corresponding to these beam-
transmit antennas anl’ single-antenna user terminals. In thdorming vectors. This process is repeated till both coneerg
DL, the signal received b¥-th user can be expressed as to their optimal values. Unfortunately general closed faxna
pressions for transmit power required to achieve SINR targe
don't exist due to intricate inter-dependence of beamfagni
where hy,hs, ..., hk are the channel vectors of usets Vectors and power allocations, as is evident from eq. (3).
through userk with hy € CM*! x e CM*! denotes For Gaussian multi-user systems (the case of interest), the
the signal transmitted by the BS and,no,...,nx are €xtra structure allows the use of SIC in UL or DPC based
independent complex Gaussian additive noise terms with z&ncoding in the DL. This permits to obtain the optimal BF
mean and variance?. We denote the concatenation of th&vectors and power assignments using back substitutioroutith
channels bSHTF = [hihy---hk], sOHp is K x M forward any iteration. Although iterations are not required in this
channel matrix with-th row equal to the channel of theth ~scenario, yet beamforming vector and power allocation @& on
user b} ). The channel is assumed to be block fading havirigger depend upon the BF vectors and power assignments of
coherence length of” symbol intervals. The entries of thealready treated users, hence closed form results are p®ssib
forward channel matridy are i.i.d. complex Gaussian withonly when two users are transmitted simultaneously. If lmgth
zero mean and unit variance. The CSI at the transmitter the users have the same SINR targéfor relatively largey),
assumed to be perfectly known. the minimum instantaneous transmit power required is given

We suppose that each user has the same SINR constrithe expression from Sectidn2 of [2].
of 4. If K, out of K users are selected for transmission 1 1
during each coherence interval, the channel inputan be pr(hy,hy) = o2y ( >+ S ) , @
written asx = VP1/2u, whereV e CM*K: denotes the [[ha ] |Ih2[[? sin” (612)
beamforming matrix with normalized colummB,is K x Ks  wheref,, is the angle between the channel vectors of the two
diagonal power allocation matrix with positive real engriesers.
andu € CXs*! is the vector of zero-mean unit-variance
Gaussian information symbols. Hen&Tr(P)] is the average IV. REVIEW OF USERSELECTION ALGORITHMS
transmit power which can be minimized by optimizing over ] ] ] ] ]
the beamforming matri®v and the power allocation matrix In t_h|s section, we briefly state how different user seletctio
P. We select this minimum average transmit power as t@gorithms operate.
performance metric and study the performance of various use ,
selection algorithms when users’ SINR constraintsiave to v Norm-Based User Selection (NUS)
be satisfied. In NUS, users are selected based only upon their channel
strengths. Sd<" users are sorted in descending order of their
channel norm values, and firdk; users are selected for
transmission.

Il. SYSTEM MODEL

yk:hlx—i—nk, k=12,....K (2)

I1l. OVERVIEW OF TRANSMIT POWER MINIMIZATION
PROBLEM

The signal received b¥-th user can be written as
B. Angle-Based User Selection (AUS)

yr = hiVPY2u4ny, k=1,2,.... K,
K. The user selection criterion in AUS is the mutual orthogo-
- \/p—khL‘_’kuk + Z \/ITth\_fjuj + ng, (2) nality of their channel vectors. The first user is selgctedbh/h
P has the largest channel norm. The second user is selected as
77k the one which is the most orthogonal to this user, without any

where the second term represents the interference cotitribu regard to its channel strength. This process is repeated {il
at k-th user due to beams meant for other selected users. Tisers have been selected.
SINR of k-th user can be written as

» |hT\7 2 C. Semi-Orthogonal User Selection (SUS)

_ kM Vk . . . o

SINRy = K. : ®3) The user selection metric for SUS is the combination of the
ij|h;f(‘7j|2 42 channel strength and its spatial orthogonality w.r.t. ttieeo
=1 users. The first chosen user is the one with the largest channe
7k norm. The second chosen user is the one whose projection

Without user selection, the problem of optimization of beanon the null space of the first user has the largest norm. This
forming vectors and power allocation matrix was solved iprocess is repeated till; users get selected. Interested readers
[2] and [1] using the UL-DL duality (see Sectiegh3 and5.2 can find the details of this algorithm in [6] or [7].



V. AVERAGE TRANSMIT POWER WITH USER SELECTION 1

—6— Lower Bound
INEN OPT -Exhaustive Search ||
® = € = SUS - Simulation
. —&— SUS Upper Bound
—6— NUS

In this section, first we give the main results of this contri-
bution, some analytical expressions for the minimum averag
transmit power required to achieve certain SINR targets at
users’ side when these users have been selected following
different user selection algorithms. Later, we compare the
performance of these user selection algorithms.

Theorem 1 (Minimum Average Transmit Power): Consider
a DL system having a BS equipped witti transmit antennas
and K single antenna users, each having an SINR constraint
of v, and K, = 2 users are selected for simultaneous ‘ ‘ ‘ ‘ ‘ ‘
transmission in each block. The minimum average transmit 3 b umber S Ao at s 10
power with NUS and AUS denoted ag andp, respectively
is given by

'~
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o
~

Avg Power Required to meet SINR constraints - (dB)
1
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Fig. 1. Min. Avg. Transmit Power vs. M foK = 10, K; = 2, v = 10 dB,
9 1 o2 = 0.1. Curves show that SUS is the best strategy and follows gldsel
pn =70 | Kamk-1— (K —2— M — 2)CYM,K . (5 power lower bound. NUS also performs close to SUS with irgiregnumber
of transmit antennas.
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Now a lower bound of the average transmitted power with § ° e -
SUS denoted agg is given by 53 . el e th - aYLTF WS S
g \ —&— Lower Bound .
ps =70% (o + Koy = (K = Do), () AW - Q0L searn
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whereay k is a constant solely governed by and K and 27 N —e—nus T
. . 5 o ‘=O= AUS
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0 F(M) E, -6 ‘*o___o___‘;
whereG (M, z) is the regularized Gamma function [8]. ;é 65 ‘ L L L
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(4]

For the case of two selected users, a useful lower bound on
the average transmit power required to achieve SINR targets
(performance upper bound) is given by

K = Number of Users in the System

Fig. 2. Min. Avg. Transmit Power vs. Nb. of Users fad = 4, K; = 2,
Yo K) ~ = 10 dB, 02 = 0.1. Curves show that SUS performs the best and NUS
) -1 ’ becomes sub-optimal when number of users increases.

M—1
(M —1)(K —1

pL = 702 (KaM,K,1 —(K-1)(1-

Proof: The proof outline is given in Appendix B usingjust chooses users with good channel norms without paying
some known results from Appendix A. B any attention to their spatial orthogonality which may effe

A. Performance Comparison for K, — 2 Selected Users significantly the interference observed by the selectedsuse

The plot of minimum average transmit power required t§- Performance with K, > 2 Selected Users
attain specific SINR targets versus number of antennas at We have plotted the minimum average transmit power
the BS appears in Fig. 1. We remark that SUS performs bettequired to achieve certain SINR targets versus the number
than the other user selection schemes but with the increa$eransmit antennas and versus the number of system users
in the number of transmit antennas, NUS also performs veiry Fig. 3 and Fig. 4 respectively, for the already treated
well. The reason comes from the fact that with the increasser selection algorithms. We observe the same behavior as
in the number of transmit antennas, users’ channels staliserved in the case & selected users. For large number
becoming (close to) spatially orthogonal and furthermdres  of transmit antennas, both SUS and NUS perform very close
to difference M/ — K) very good beamforming vectors canto the optimal, even AUS performs well. And for a fixed
be chosen to cause very small interference for other usersnumber of transmit antennas at the BS when the number of

Fig. 2 plots the curves of the minimum average transmiisers present in the system increases, the performance f NU
power versus the number of users for a fixed number degrades substantially as it pays no attention to the irger-
transmit antennas. SUS again performs very close to thpatial separation. The results show that SUS, thanks to its
optimal (obtained by exhaustive search) but we remark theglection mechanism, performs very close to the optimal, fo
NUS does not behave very well in this scenario becauseaity set of system parameters.



. As users’ channels are spatially i.i.d. Gaussian, the CDF of
oer ||h;||? for anyi is x? distributed with2M degrees of freedom
whose CDF is

F,(M;z) = G(M, z), (20)

where G denotes the regularized Gamma function [8].

Below we give the CDFs for the largest and second largest
order statistics. The CDF of the user having the largesthian
norm amongK i.i.d. users distributed a8} (M;z) is

F(M,K;x) = F;(M; )~ (11)

The CDF of the user having the second largest channel norm
o 5 10 15 20 25 30 35 40 45 50 amongK i.i.d. users is

M - Number of Tx Antennas at the BS
Fy(M,K;x) = KFy(M;2)57' — (K — 1)F;(M; 2)%. (12)

Min Avg Tx Power Required to meet SINR constraints — (dB)
|
~

Fig. 3. Min. Avg. Transmit Power vs. M folk = 8, Ks = 4, v = 10  Similarly from [5], the distribution of any random user whic
dB, 02 = 0.1. Curves show that SUS is the best strategy and follows dlosefpoes not have the Iargest norm can be specified as

the power lower bound. NUS also becomes optimal for a reddpriarge
number of transmit antennas. K 1 K
Fy(M,K;z) = sz(va) - sz(MaI) - (13)

?’ % o] The CDF of the angle between any two randomly distributed
g2 -9 -suUs M-dimensional channel vectors is given by
= —eo— NUS
£ 2 .-m- AUS . M—
g 15l ] Fp,(M;z) = [sin(z)]*M 2. (14)
%) \ '~ .
g o e - Tt DT PRI This can be computed based upon the fact that the squared co-
§ 05 N sine of the angle between two random vector§ istributed.
L o \» Similarly the distribution of the largest angle between aser
€ 05 3 and any other user in a system gfusers, is the maximum of
§ ) - K — 1 i.i.d. angles distributed a8}, (M;x), hence the CDF
g_l_s -2 $ ~up for this largest angle statistic is given by
<
£ % 10 15 20 25 30 35 40 45 50 Fp,(M,K;x) = Fp,(M;z)5 ! = [Sin(x)]Q(M_l)(K_l).
K = Number of Users in the System (15)
Fig. 4. Min. Avg. Transmit Power vs. Nb. of Users fal = 4, Ks; = 4, APPENDIXB - PROOF OFTHEOREM 1

i 10 dB't f’il = 0[-)1- Ct_‘”VTS f}hOW thaé SU? performs the best and NUS The instantaneous transmit power required to meet SINR
eeomes SIcly Sub-oplimal wnen NUMBer of uSers Inceease constraint ofy for the two selected users, by using optimal
beamforming vectors and power allocation assignmentgngiv

VI. CONCLUSIONS in eq. (4), is
We have_studied the perform_apce .Of various user selectipn pr(hy, hy) = 0%y ( h1 - _ 1 i ) (16)
algorithms in terms of the minimization of average transmit (2 [|hz||2 sin®(612)

power required to satisfy specific SINR targets at user®.sid,, represents the angle between the channel vectors of
Closed form expressions of the average transmit power f@yo selected users. The objective is to compute the average
the three user selection algorithms, namely SUS, NUS afilnsmit power when these two users have been selected using

AUS, were derived when only two users are selected fQarious user selection algorithms, namely NUS, AUS and SUS.
simultaneous transmission. SUS, which has been shown to

behave close to optimal for the sum rate maximization, shofls Norm-Based User Selection

very attractive performance in this dual problem setting of For NUS, the users are chosen as described in section

transmit power minimization to achieve specific SINR tasgetlV. Hence the squared norm of the first selected user is

distributed asF;(M, K;x) and that of the second user as

Fy,(M,K;z). As these users are selected based only upon
In this appendix, we give some useful cumulative distribiheir channel norms, the angle between their channel \&ctor

tion functions (CDF) for which probability density functie 61, is distributed as the angle between any two random vectors

(PDF) can be computed by simple differentiation. Most aind hence has the CDF &%, (M; x).

these are known relations, others have been computed usingor the case of two users, we have two ways to perform

the tools from order statistics [9] and were also given in [5]SIC (considering UL) or DPC based encoding (considering

APPENDIXA - SOME USEFUL DISTRIBUTIONS



DL). It's known that for the objective of the minimization of D. Performance Upper Bound

transmit power, the weaker user should be the one which getsrs compute a lower bound on the minimum average

decoded without interference [10]. For this optimal ordgti ransmit power required to satisfy SINR targets of the

h, should be the weaker user (2nd strongest, distributed g&formance upper bound, we assume that the two selected

F>(M, K;x) and gets decoded with no interference) dnd ;sers have the two largest norms as in NUS with CDFs as

should be the strongest user distributeda6M, K; z) facing - 1, (A1, K; ) and F»(M, K;z) and the angle between their

some interference. Hence average transmit power is given @yannel vectors is the largest angle possible as in AUS,
o = oy (E 1 \E 1 E_ 1 ) . (17) distributed ad'y, (M, K;x). Hence wit_h optimal ordering, thg

|[hq||2 |[h2[2 sin(612) lower bour_ld on the average transmit power can be obtained
by computing the following expression

Computing all these expectations, we get the result.

B. Angle-Based User Selection pr, = oy (]EF2 ||h1||2 +Ep ||h1||2EF91 - 2}9 )) _
For AUS, the first selected user is the strongest user whose t 2 S A2 (21)

squared norm is distributed a8 (M, K;x) and the second
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