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Abstract— Polarization Division Multiplexing (PDM) is emerg-  [19], [20], to counteract the inter symbol interferencel)IS
ing as a promising technique for increasing data rates withat  caused by the frequency selective behavior. However, armajo
increasing symbol rates. However, the distortion effects fothe limiting factor in optical fiber communication systems i th

fiber transmission medium poses severe barriers for the impg- limited ilability of tati | b
mentation of this technological alternative. Especiallydue to the imited availabiiity of computational resources per Syrmbo

fiber induced polarization fluctuation orthogonally transmitted ~ Which clearly decreases with the growing symbol rate.

PDM signals are mixed at the receiver input. Therefore, a reeiver Another approach is to squeeze more information bits into
compensation structure needs to be implemented to recoveh¢  given bandwidth by using more complex modulation schemes
original orthogonal transmitted components from their mixtures than on-off signalling, such as the use of multi-level cehst

at the end of the fiber channel. This is in fact the focus of this lati tentially i i ith h | orécod
article where a receiver algorithm is based on a recently prposed ations potentially in connection with some channel precg

Blind Source Separation (BSS) scheme exploiting magnitude Schemes (e.g., multitone scheme) [21], [22]. Pursuingethes
boundedness of digital communication signals. Through thase of alternatives would have clear implications on both trarismni
this scheme, new receiver algorithms for recovering the oginal  and receiver complexities. The constraint on the real time

polarization signals in an adaptive manner are proposed. T ; ; ;
key feature of these algorithms is that they can achieve high implementation of corresponding DSP blocks would be a clear

separation performance while maintaining the algorithmic com- bottlenegl<_. ) o

plexity in a fairly low level that is suitable for implementation in The utilization of both orthogonal polarizations at the sam

optical fiber communication receivers. The performance ofhese wavelength as multiplexed transmission paths in a fiber, i.e

algorithms are illustrated through some simulation exampés. polarization division multiplexing (PDM) [23], is a promis
Index Terms—Blind Signal Processing, PMD, PDM, Fiber ing method for increasing the information capacity of a

Optic. fiber. PDM would simply enable a factor of two increase in

bandwidth efficiency subject to the availability of intghint
coding/multiplexing schemes and efficient receiver aljons.
Despite its promising features, there are practical prabla
Entral to the research efforts in optical fiber commuhe implementation of the PDM method. The main issue is the
nications is to increase data rates to meet the growifgixing of the transmitted symbols in both space (polarazati

demand for high bandwidth applications such as video @d time dimensions due to the random fiber-induced polar-
demand, teleconferencing, etc. There are different tdolgio  jzation fluctuations and PMD. For relatively low symbol ste
alternatives to be utilized for this purpose. The developtmeyhich is the subject of this paper, the mixing in time, i.&l |
of corresponding methods along with the investigation efrth due to PMD, can be ignored. However, the mixing of the two
efficiency and the practicality is an area of active research polarization sequences due to the random fluctuations of the

The most direct approach is to increase the data raiglarization states in a fiber would still be an importantiéss
by increasing the symbol rate, and therefore, the physicgherefore, intelligent receiver methods are needed toratpa
transmission bandwidth. However, the increasing frequenge original polarization signals from their mixtures. Dige
selective behavior of the fiber as a function of bandwidtle non-stationary behavior of the fiber, the separationisiee
which is mainly due to the polarization mode dispersion [1}o be done in an adaptive manner.
(2], [3], [4], [5] (PMD), is a major obstacle. There are dift®t  Due to the promise of doubling bandwidth efficiency, PDM
receiver compensation alternatives, optical [6], [7],, [B], has received considerable attention in the literature. PDM
[10], [11] or electrical [12], [13], [14], [15], [16], [17]{18], together with WDM was employed to enable terabit/sec trans-
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into the two polarization channels, and the detected powerThe organization of the article is as follows: In Section
difference between the two channels is used as the feedbHckve introduce the low data rate channel model and the
signal to control the dynamic optical polarization conenl simulation model we use in this article. Section Il poses
With this technique based on channel power imbalance, aoie polarization demixing problem as a blind source sepa-
does not need to modify the existing receiver electroniastion problem. In Section IV, the magnitude bounded blind
The control electronics needed does not need to work sturce separation (MB-BSS) algorithm is introduced as an
the symbol rate and can be much slower. In [26], a connsupervised adaptive solution for the polarization mgxin
trol signal for the dynamic optical polarization controlls problem. We provide extensions to this algorithm to reduce
obtained based on computing auto- or cross-correlationsimplementation complexity and describe simplified hardwar
the receiver that quantify the amount of cross-talk betweésr compensator system design. Furthermore, in Section V,
the two polarization components. We note here that, in thee provide simulation results to illustrate the performanc
PDM technique, two independent data sets are transmittedafrthe resulting receiver structures. Finally Section Vithe
each of the two orthogonal polarizations using on-off kgyinconclusion.
or other modulation formats such as (differential) phase-
shift-keying ((D)PSK). There is also a class of techniques Il. Low SymBOL RATE CHANNEL MODEL
which use polarization as another dimension in forming aInthe PDM scheme, two independent signals are transmitted
signal constellation, such as the one described in [27] thater two orthogonal polarizations. Figure 1 shows the diera
employs a 4-ary signalling scheme based on the total povsock diagram corresponding to PDM based fiber link. The
transmitted in the two polarizations, and the one in [28} th®DM multiplexed signals at the transmitter travel along the
uses joint phase-polarization-shift-keying in a direetetttion fiber and reach the receiver. These signals are demodulated
quaternary scheme. The advantage of both of these teclnidoye a coherent receiver structure (see for example [30]) in
is that a dynamically controlled optical polarization amtier order to extract in-phase and quadrature-phase compoognts
is not needed and a 4-ary receiver with a simple structuxgo orthogonal polarizations of the received signal. Hogrev
can be used. A simplified receiver structure in this caskie to the fiber induced polarization fluctuation and the PMD
comes at the cost of using a sub-optimal (in terms of BE®F the fiber channel, these signals are distorted and mixed
for given power) signal constellation scheme. However, Vfersions of the original multiplexed transmit signals. fuis
PDM is used along with coherent receiver structures [29gason, a fiber optic link using PDM transmission scheme
[30], one can also avoid using dynamically controlled agiticcan be modeled as 2 x 2 Multiple Input Multiple Output
polarization controllers and implement adaptive algonish (MIMO) channel where we have two input signals, orthogonal
purely in electronics in order to compensate for the fibepolarization signals sent by the transmitter, and two outpu
induced polarization fluctuations. Moreover, with cohém@gr signals, the mixtures of the original transmitted signalthe
tection, one can also use optimal, multi-bit signaling scke receiver. As a result, the compensator for this type of achhn
such as (D)QPSK in order to further increase bandwidthust also be @x2 system that tries to extract two independent
efficiency and information capacity of the fiber. In devisingriginal polarization signals from their mixtures. Finathe
adaptive algorithms in order to compensate for the poléora compensator outputs are sent to two separate decisioredevic
fluctuations, the use of training sequences is impractindl a We build a simulation model for the channel to enable the
bandwidth inefficient in most cases. In this paper, we carsichumerical experimentation of the overall fiber communimati
the use ofunsupervisedor blind, adaptive algorithms which link in a computer environment. The simulation model cassis
do not require any kind of pilot/dither signals and that cen Iof three parts. First part is the transmit filter used for puls
implemented purely in electronics in order to separatewe t shaping. Second part is the fiber channel with PMD and third
polarization components and compensate for the fiber-edlugart is the receive filter matched to the transmit filter. tRive
polarization fluctuations. obtain frequency domain transfer functions of all compdsen
The separation of original sources from their mixtures is aand combine them to obtain the overall transfer functiorerTh
active research problem under Blind Source Separation\B&&discrete time channel impulse response is extracted Ingfitt
and Independent Component Analysis(ICA) fields. Applitabia finite impulse response (FIR) filter to the overall frequenc
ity of a given BSS algorithm to the PDM separation problemspectrum with a least squares approximation. As we use PDM,
depends on its performance, robustness, data efficiency aficbf these parts are 2 by 2 systems.
computational complexity. In fact, the most challenginguis At the transmitter, square-root raised cosine pulse fikees
is to develop an algorithm which has sufficiently low complexemployed as transmit filters. At the receiver, matched §lter
ity to work in high symbol rates of fiber links while achievingto maximize signal to noise ratio (SNR) are used. The aim in
a desired level of separation performance. For this reagen, using such transmit-receive filter pairs is to achieve badtw
propose the use of the BSS approach for Magnitude Boundaditation of the signal and send the signal in a suitablefto
(MB-BSS) signals proposed in [31] and its extensions faesist ISI. What remains is the mathematical modeling of the
fiber communication applications. MB-BSS approach pravid@®MD of the fiber channel. PMD is mathematically modeled as
a suitable framework for the development of low complexityg concatenation of polarization-maintaining fibers withyirg
blind structures, and in this article we demonstrate thatPDgroup delays and rotations of the principal axes [32], [33],
receivers designed based on MB-BSS have the desired 1d@84], [5]. Therefore fiber frequency respontgw) is given
complexity and high performance separation features. by:
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Fig. 1. Overall fiber link and compensator for PDM transnassi

spectrum to the transfer function in the transmit band with a

B least squares approximation. Although the overall chaimel
Ulw) = H D;(w)8:, @ 22% 2 MmO system, we describe the fitting procedure for
=t one of its four scalar components.

where
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Fig. 2. Channel simulation model
—sin(a;) cos(ay) « The transmitted discrete time sequence is represented by
{s(k),k € Z}. Typically, either real-valued BPSK or
complex valued QPSK-QAM constellations are used for
transmission symbols.
Let p1(t) and p2(¢t) be the impulse responses of the
transmit and the receive filters respectively, where we
choosepq(t) = pi(-t), i.e., as the matched filter to
the transmit pulse shaping filter. Le{t¢) represent the
impulse response corresponding to the fiber link, i.e., the
inverse Continuous Time Fourier Transform (CTFT) of
U(w). Then the overall channel impulse response would
be equivalent to:

( cos(a;)e?®  sin(ay)el? )
Si = :

« Ar; represents the group delay induced by#ttesection
(each section has equal lengtt; is the scattering
matrix and gives a frequency independent coordinate
transformation of the principal axes. *

« «; andg; respectively denote the random polarization and
phase angles, and are randomly generated with uniform
distributions over (@&r).

For the scattering matrisS;, there are more alternatives.
Some authors use slightly different scattering matricés. [3
Total product of the matrices in (1) results in a frequency
dependent unitary matri% (w) wherew represents the angular
frequency deviation from the carrier angular frequengy

Therefore we have a baseband equivalent transfer function. ot) = pi(t) @ ult) © pa(t) = p(t) @ u(t) 3)

Based on the scattering matrices usédw) may be a general wherep(t) = p1(t) @ pa(t).
unitary matrix or a structured unitary matrix in the followi  , As stated before, the combined receive transmit filter
form [36], [4]: impulse response(t) is selected as the raised cosine
Ui(w)  Us(w) spectrum_ 61(t) is a square—roo§ raised cosine filter and
Uw) = ( _Uiw) Urw) ) w € [0,27) (2) pa(t) is time-reversed and conjugated versionpeft))
2 1 whose CTFT is bandlimited tg:,
satisfying the unitaryness constraifl/{(w)|? + |Uz2(w)|? = 1
for all w € [0, 2)). P(f)=0 for |f] >~ @)
As a result, overall channel PMD transfer function is a T
paraunitary matrix (i.e.,unitary at each frequency). Rpéion whereT is the symbol period. Therefore, the CTFT of

Dependent Loss (PDL) may distort the unitary structure, the combined channelt) is also bandlimited to}—,
however, it is assumed to be negligible. For all the simafeti

presented in this article, we used a fiber cable of length of _p _ f 1 5
100 km having a PMD parameteD{) equal to 1 ps/km, cif) (NU(f) =0 for [f]> T ®)

resulting in a total mean DGD of 10 ps. « As C(f) is bandlimited toX, the output of the receive

filter r(¢) which is given by
A. Discrete-Time Equivalent Channel

o0

Since the overall channel for the fiber link is bandlimited
due to transmit and receive filters, we can model the effectiv rlt) = Z s(k)elt = KT) ©
channel within the transmission band in the sampled domain,

as shown in Figure 2. The impulse response of the correspond- would also be bandlimited té. Therefore, sampling(¢)
ing system can be obtained by fitting an FIR impulse response at a rate of% (Nyquist sampling rate) would be sufficient:

k=—o0



we introduce the Signal to ISI energy Ratio (SISIR) measure

T oo T defined as:
z(n) = r(nz)= Z s(k)e(n= —kT) (7) 02
20 = 2 SISIR = —— —, (15)
o T Zk:o [IHE)|[F — p?
- Z s(k)e((n — 2k>§) wherep is the Frobenius normof the main tap (i.e., the tap
k=—o00 with the maximum Frobenius norm):
= d(k) ®@g(k)
where d(k) is the up-sampled version (with an up- L A T [H)| - (16)

sampling rate of 2) ok(k), i.e., . ] )
_ In Figure 3, for a fiber with a total mean DGD of 10 ps
d(k) = { s(k/2) k s even (8 (whichis the fiber link assumed in simulations), we plot RSl
0 k is odd as a function of symbol rate. Due to the random nature of
BMD, SISIR is also random. Therefore, we plot its mean and

andg(k) are the sampled version of the continuous tim; dard deviati L di |
impulse response(t) with a sampling rate of, i.e., its standard deviation variation around its mean values.

T 40*‘ T T
g(k) = c(k;) keZ (9) - : QZiﬂﬁililﬁi_std(sm)

- . o - . 35 -* mean(SISIR)+std(SISIR) | |
Since C(f) is bandlimited to 1, the Discrete Time ol o |
Fourier Transform (DTFT) ofy;, obeys _**

»s w '***/ , |
- —jwk w %20 lu”ln T *x A
G(w) = Z g(k)e 7" = O(ﬂ) for —m<w< T : . ’e‘**
e (10) " T 1
Now a causal FIR filter approximation is fit to the above 10} o "m "”“*"‘/* 1
frequency spectrum: | Tag 0

L—-1 w

Z g(k)eijwk ~ C(T_) for —m<w<wm, (11) % 10 2 3 20 50 60

k=0 U Symbol Rate ( Gsym/sec )

where L is the filter length, which is chosen to beFig. 3. Mean and standard deviation variation around itsmuésISIR(dB)
an odd number. The paramet@-gg) can be found by for data rates between 1Gsym/s and 55Gsym/s (for a fiber wititah mean
applying least squares to the system of equations obtairfsgP °f 10pseo)-

by evaluating above equation at different frequencies. o ] ] ]
Assuming that a symbol-rate sampling is used at the The graph indicates that increasing data rates results in

receiver, and we represent the symbol spaced receive ﬁ|!9égher ISI (lower SISIR) as expected. This is because when we

output samples with(k), we have increase the data rate the dispersion induced pulse brimgden
becomes longer than symbol periods due to the decreased
y(n) = r(nT) = s(k) @ h(k). (12) symbol durations.

In the rest of the article, we’ll assume that the symbol rates

where the overall discrete time equivalent chani@l) are moderately low (e.qg. less thadG symbols/sec) such that

is given by the ISl is not the limiting factor. In such a scenario, main
. B L-1 limiting factor will be the cross-talk between the two PDM
hik) = §(2k) k=0.1,..., 2 (13) channels induced by the fiber induced polarization fluctuati

Following the steps described above, all four scalar comp@?d in the following sections, we introduce various algwris
nents of the 2x 2 MIMO discrete time equivalent impulseto solve this prob_lem. The high symbol-rate case, Where_both
response of the overall channel can be obtained. In otfef @nd the ploarization crosstalk needs to be handled beill
words, ifhy; (k) represent the impulse response of the chanrfff Subject of a separate article.
between the inpuj and output; obtained by the procedure
above, we can write the overall discrete time equivalentlll. BLIND SEPARATION OF POLARIZATION CHANNELS

impulse response as FORLOW SyMBOL RATES
B (k) hao(k Blind processing is used when no training signal is avail-
H(k) = higk; h;zgkg ; k=0,...,N —1.(14) aple. Although the training based (i.e., supervised) adapt

_ _ o filtering is currently being used in several communication
The resulting discrete time impulse response could be used
to measure the effective ISI of the overall channel (before'Frobenius norm of anm x n matrix A is defined as||Allr =

m

compensation) as a function of symbol rate. For that purpogéi)izl i 1A%



applications, it has serious drawbacks. First of all thefulse
available bandwidth of the channel is wasted by training
sequences. This reduces the overall capacity of the channel
drastically. Furthermore there are some cases where the use
of training sequences is not practical or very difficult to

[ et } =H [ e ] (17)

(k) s(k)

establish: The same communication link may be shared by* TN€ purpose of BSS is to extract the source signals from

several users and inclusion of a new user requires inteéorupt
in the service for other users. Furthermore, locating and
synchronizing the training data location may be a nontrivia

task especially for high-rate signals. Finally, due to tloen
stationary nature of the fiber link, the receiver algoritheeds
to track the variations without using training informatioks

a result, unsupervised or blind adaptation of receiversdsem
preferable, which is indeed our approach in this work.Blind
separation is the process of extracting original input a&lign
from their mixtures without any information about the migin
matrix and with only some information about the statisti€s o
the input data. A general setup for the separation problem is
shown in Figure 4, where

Y1
Sl > Z
— H» Z;
Y2
S, —» H» Z
2 y3 2
S3 —» H» Z3
H wT
Sp — Yq T Zp

Fig. 4. Blind source separation setup

e s1,...,5p are independent source signals and. .., y,

are the mixture signals. In the PDM applicatignand

q are both equal t@, i.e., there are two source signals,
s1(k) and s2(k) corresponding to two sequences trans-
mitted at the orthogonal polarizations, and two mixture
signalsy; (k) andy,(k), corresponding to the orthogonal
polarization signals at the receiver

H is the unknown mixing channel. In the PDM appli-
cation, there are two input polarization signals and two
output polarization signals. Therefotg s a2x2 system.

For the low symbol rate case assumed in this article,
the mixing systenH is memoryless, i.e. the mixtures at
any time instants are functions of only the sources at the
same time instant, which is referred as thstantaneous
BSS problem. This refers to the case where there is no
mixing in time and therefore no ISI. As noted before
the instantaneous BSS scenario is applicable only if the
symbol rate is low such that the frequency response of
the channel within the transmission bandwidth can be.
assumed to be flat. Referencing Figure 3, for data rates up
to 10 Gsym/s, the channel can be considered practically
ISI free as SISIR is considerably high at those rates (for
the assumed fiber link with a total mean DGD of 10 ps).
In this case, the outputg andy, of H can be written

as

the observation sequencg®) using a linear system with
transfer matrixw? i.e.,

z(k) = WTy(K), (18)

where z(k)= [ z1(k) z2(k) zp(K) ]T contains
the estimates of the source signalé.is obtained adap-
tively from the time samples (realizations) pfk). No

a priori knowledge ofH and no training sequences are
assumed.

« For a typical BSS algorithmyV is decomposed into two

operatorsiV = W,,..® where

— W, is used to whiten the channel outputs. The
output of this section is two uncorrelated signals.

— O is the unitary separator, which is used to con-
vert uncorrelated signals generated by the whitening
block into independent original polarization signals.

Fortunately, in the fiber PDM application mixing chan-
nel is (nearly) unitary due to our standing assumptions
about the fiber model. Therefore, whitening phase can
be skipped which brings a considerable relief in terms
of complexity for the BSS algorithm implementation.
Therefore, we can choos&/,,. = I and consequently
W =0.

Although the elements of(k) are uncorrelated, they
are not necessarily independent. Therefore, our goal is
to obtain a unitary matrix® which will convert the
uncorrelatedy(k) vector into an independent vector. For
such a choice 08, we would obtain

2(k) = ©Ty(K) = ®Ps(K) (19)

where P is a permutation matrix an@ is a diagonal
matrix with unit-magnitude complex entries given as

edd1 0
‘I’:[ 0 em]-

Here matrice® and® represent the unavoidable permu-
tation (ordering of polarizations) and phase ambiguities.
These ambiguities can be easily resolved via exploitation
of some side information after convergence. The algo-
rithm introduced in the next section restricts the phase
ambiguity to a set of finite values (e.{0, 5, m, -5} for
4-QPSK signaling) which could be easily resolved and
compensated.

Obtaining® to convert the uncorrelated vectgrinto an
independent vectar is typically posed as an optimization
problem in the form

(20)

maximize/minimize
subject to

J(z(k))
efe =1



Here 7 is the objective/cost function, which reflects the « 7, is the projection operator to the unitary matrix set,

level of independence aof as a function of®, to be . Y:7n<i> is the n'" column of Y® (which is y(n)) with

optimized. Different choices faof leads to development its elements complex conjugated,

of different algorithms with varying performance and « e,,q is them!" standard basis vector.

CompleXitieS. In the next SeCtion, we introduce a low After each Subgradient updat@ matrix is potentia”y

complexity BSS approach suitable for implementation itoved away from the set of unitary matrices. Therefore the

high symbol rate optical fiber communication systems.ypdated® matrix needs to be projected back onto the unitary
matrix set to realize the unitary constraint. The technigee

IV. MB-BSS ALGORITHM FOR POLARIZATION use forP,, is minimum-(Frobenious)-distance orthogonaliza-
SEPARATION tion. With this technique we try to find the projection operat
The approach we follow in this article exploits the boundehich projects®“" to the minimum Frobenius-distance

magnitude property of digital communication sources, in atinitary matrix. The projection is obtained by (see e.g.])37

.dIt-IOI’l to the independence of polarlzgnon componentschen et _ PM{Q(””}, 22)
it is named BSS for bounded magnitude sources (MB-BSS) , . Com
[31] _ PM{U(1+1)2(1+1)V(1+1) }
The MB-BSS approach is based on the optimization setting: — U(i+1)V(i+1)H7
minimize  sup [[Re{z(K)}||~ where U+D si+1v(i+D)™ js the singular value decomposi-
subjectto  ©7©@ =1, tion (SVD) of @(FY,

which corresponds to minimizing the maximum real compo-

nent of the output over all output components and over tffe Simplified Version of the MB-BSS Algorithm

ensemble. This setting doesn’t have a closed form solusion, In order to reduce the imp|ementati0n Comp|exiw of the
the solution is obtained through a simple search processeSiwindowed MB-BSS algorithm, we propose the following
the objective function is convex but non-smooth, the seargfmplification: The original windowed version of the MB-BSS

is performed through the use of subgradient directions. TBgyorithm requires storage to keep track of the maximumevalu
following sections describe the original algorithm propdsn  and the corresponding subgradient components. The need for

[31] and its low complexity variations. such storage could be eliminated by replacing window based
structure with a sample-by-sample update structure. Atiogr
A. Windowed version of the MB-BSS Algorithm to this method, the current maximum magnitude real output of

In order to obtain a practical algorithm for the proposell® Separator is compared against a target value, whicfd coul
optimization setting which can be used in real time applicQ—e calculated from the_con_stellatlon structure. qu e>_<&mp|
tions, the evaluation of the maximum value of the infinit -QAM type constellation is used for both polarizations th

norm of z(k) should be limited to a finite window of time arget level for the maximum absolute real component is lequa
samples of z, i.e.fz(k) : k € {0,1,...02 — 1}}. Here we to 1 assuming that the output is hormalized to have a variance

make a certain ergodicity assumption that these time sampf& 2- The corresponding algorithm can be summarized as:
reflect (or approximate) the ensemble behavior in termsef th « Assume that the received signal vectoryis (channel
infinity norm of z. The basic subgradient search algorithm output) at the instant. Then the separator outputs

corresponding to the optimization setting above, which is given as:

proposed in in [31] can be described as follows: z; =0T y; = [ a +jb } _ (23)
If we define c+jd
Y=[y(0) y@) ... y(@-1)], o Let K =max{|a|,|c|} and letm be the index of this max-

as the matrix of input values in the window of interest, then

. > i imum. For example, ifa] > |c| thenm = 1, otherwise
for a given®, the corresponding outputs can be placed in a

m = 2. The simplified MB-BSS algorithm compards§

matrix Z: T with 1. If K < 1, no operation is performed. K > 1,
Z=[20) z1) .. Zm _,1) ] =07Y. then the separator is updated with the subgradient given
Then, update of the algorithm is given as: by (21).

Q(z‘Jrl) = 0O _ u(i)sign(Re{Zgﬁ) n(i)})Y:,n(i)eﬁ((Z)l)
Oi+) — P e+, et = @ — v gel ,  (24)

where e+ = Pt} (25)

« OO js the value of® at thei'” iteration, where
« Z is the output matrix calculated based @1, sign(a) if m® =1
o (m® n()is the index for the maximum real component VO = { siin(c) i m® _ 5 (26)

magnitude entry o,
. u@ is the step size at thé" iteration, After the separator update, the next step is unitary pro-
« ©U*D js the unprojected version of the upda@d jection indicated by (25).



The second complicated step in the original algorithm is
the projection to the set of unitary matrices. This operatio
requires that SVD is performed for each update or at least
for a group of updates. This would necessitate the use of a
complicated DSP unit with hard computational restrictifors
the real time implementation. .

In order to eliminate the need for the projection to unitary
matrices, one can use a parametrization approach to represe
the unitary matrices. According to this approach, the upita
matrix is parameterized with several unconstrained reat va
ables, therefore the original constrained problem is cdade
to an unconstrained one. The unconstrained version could
potentially enable a low-complexity hardware implemenotat

Any general 2x 2 unitary matrixW can be parameterized

as:
U

sin(a)elV
cos(a)e %

cos(a)el®

— oJ® )
W=e — sin(a)e™7Y

, (@)
where the exponential represents a global phase factor and
U is a2 x 2 unitary matrix with determinant +1. Therefore,
according to (27), any general 2 2 unitary matrix can be
parameterized using four real parametefs ¢, x andy).

The derivation of the parametric MB-BSS algorithm in-
cludes partial derivatives with respect to the 4 real védgeisab
above. We will use the chain rule to obtain the updates
with respect to these 4 real parameters. First, subgradient
is obtained with respect to the unitary separator. After the
subgradient is obtained, the parameterized unitary sepasa
differentiated with respect to the 4 real parameters. Weé wil
only show the derivation for the variabte since we perform
the same operations for the remaining parameters. Theggtadi
with respect ton is derived through the following steps:

« The cost function can be first written in a more convenient
form in terms of the vectorized version &¥:

A subgradient of the cost function with respectrt@an
be written as as:

(30)

g= sign(si)K;{:Z where |s;] = ||8]]oo-

Assuming that the cost function is differentiable with
respect toa, which is true except at a discrete set of
points, we apply the chain rule to obtain derivative with
respect tox:

of(x) o oOr
da = 0da’
In order to obtaing—z, first of all, the unitary separator
matrix is vectorized to obtaib. Then real and imaginary
parts of the vectob is placed on top of each other
to construct the vector. These operations were all
explained in preceding steps. If we skip the details, then
the partial derivative vector is given by:

(31)

[ —sin(a) cos(¢ + )
cos(a) cos(¢ + )
— cos(a) cos(p — y)

or — sin(a) cos(¢ — x)
da — sin(a) sin(¢ + x) (32)
cos() sin(¢ + y)

— cos(a) sin(¢ — y)
| —sin(a)sin(¢ — x)

Final step is the update of the variable achieved as:

Or
da’
whereg is given in (30) and3~ in (32).

ot — @ H(i)gT ) (33)

The elimination of the window structure together with

parametrization described above enables the implementati
of the compensation using a low complexity hardware struc-

f(©) [IRe{vec(2)}|oo

IRe{(z" @ I) vec(®T)}[|
TT

[IRe{Ab} oo,

(28)

ture, eliminating the need for an embedded CPU. Simplified
version of the algorithm removes the need for memory, upitar

projection operation and other complex operations that can
only be carried out by DSPs Therefore the application of the

o _ simplified algorithm with the parametric algorithm updates
where "vec” denotes the vectorization operation of th@akes the all-hardware implementation possible. Thetiagul

matrix and® denotes the Kronecker product.

algorithm would updaté real parameters based on the result

« We can further process the resulting expression for th¢the comparison of maximum absolute real component with

cost function to write it in terms of vectors of realihe
variables:

|[Re{Ab}|[~
= [|Re{(Ar +jA1)(br + jbr)}[29)
[|Arbr — Arbr||o

[ Ar —AI}{ER

]Iloo
I
N——

K
r

||£</I_‘,||oo = f(r),

s

where the subscript "R” denotes the real part of the
component while "I” denotes the imaginary part.

threshold value. If an update is required, the 4 real

parameters are updated with the received signal vegtor
Otherwise no operation is carried out. In the next sectiom, w
present simplified hardware implementation correspontting
the parametrization based algorithm presented above.

C. Hardware Implementation of the Simplified MB-BSS

The simplified MB-BSS algorithm is suitable for low
complexity hardware implementation as it doesn’'t contain
computationally involved operations such as SVD or matrix
inversion. Figure 5 illustrates a sample implementatiarttie

2K;,. refers to theit” row of K
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Fig. 5. Simplified hardware implementation of the overathgilified parametric MB-BSS system

Simplified MB-BSS Algorithm. The overall structure consist « The output of the fiber channel is assumed to be corrupted
of two major functional sections: by amplifier spontaneous emission (ASE) noise caused by
1) "Threshold Decision” Unit: This block has two inputs  erbium doped fiber amplifiers (EDFAs) which is modeled

which are the real components of the separator outputs. as Additive White Gaussian Noise (AWGN).
This block determines whether an update is necessary or The receiver Analog to Digital Converters (ADC) are
not by threshold comparison. It has two outputs denoted a@ssumed to have a precision of 5 bits.
by signZ and Data Select. If an update is not necessary,
signZ is set to 0. Otherwise signZ indicates the sigh- Simulation Results for the Windowed MB-BSS Algorithm
of the maximum magnitude real output of the separator We first present simulation results for the windowed version
(which is V(" given by (26)), and Data Select is theof the MB-BSS algorithm. In these simulations, the SNR
index of this maximum (which isn(). (where noise component is due to ASE only) level is chosen
2) "Arithmetic Operations” Unit: This block is used toas 20dB. The receiver employs a moving window version
perform the algorithm updates on the parameters for ta¢ the algorithm described above, where each window has a
unitary separator based on the control signals generatefigth of 30 samples. The simulation results for the windbwe
by the threshold decision unit. MB-BSS algorithm are shown in Figure 6, where (a) is the
As this sample implementation suggests, the proposediadapeonstellation plot for one of the polarization componertts a
receiver structure could be implemented using a relatilely the compensator input, (b) is the constellation plot for ohe
complexity structure. The next section presents the perféhe polarizations at the compensator output after conveee
mance of the proposed algorithms. Figure 6-(c) shows the Signal to Interference Noise power
Ratio (SINR) as a function of iterations. According to this
figure, SINR quickly and successfully converges to the igin
of 20dB limit in about100 iterations. This would correspond
In this section, we present the simulation performance gf 3 time span 08000 symbols which would be equivalent to
both Windowed MB-BSS algorithm and its simplified versiong ¢,,s. Since random variations in fiber polarization state occur
In the simulations, we assume in millisecond time scales, the algorithm would be sucagssf
« Each polarization uses 4-QPSK signalling. in both acquiring the initial separation level and tracking
« The fiber link has a total mean DGD level of 10 psthe channel variation due to the fiber induced polarization
The symbol rate is assumed to b&5Sym/s. Therefore, fluctuation.
according to Figure 3, SISIR is typically more thaii B In order to illustrate the behavior of the moving window
which implies that the effects of ISI due to PMD isalgorithm over many different realizations of the fiber cheln
negligible. In other words, the performance of the rewe repeated the simulation for 10000 different realization
ceiver would be limited by the noise and the polarizatioof the fiber channel for an SNR level of 20dB. In each
separation performance. simulation run, we recorded the final SINR value achieved

V. SIMULATION RESULTS
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] B. Simulation Results for the Simplified Parametric MB-BSS
] Algorithm

In order to illustrate the performance of the simplified MB-
2 [ BSS algorithm, we repeated the earlier simulation setup wit
] the new algorithm. However, the SNR (due to ASE) level
N (. is decreased td0dB, which is even more challenging than
el ] the previous example. Figure 8 shows the simulation results
¢ ] where (a) and (b) are again the constellation plots at thetinp
2 1 and output of the receiver compensator respectively for one
R R ?Smberi%”upda[ii” = e wm %o of the polarization components. The convergence of SINR as
a function of iterations is displayed in Figure 8. According
© to this figure approximately 760 updates are sufficient fer th
convergence. This data duration corresponds to Odbat 5
Fig. 6. MB-BSS simulation result for SNR = 20 dB for moving wow ap- GSYM/s. We can, therefore, conclude that simplified pamaenet
proach (a) The corrupted channel output, (b) The separatpub(recovered MB-BSS has also fast convergence behavior with sufficient
sources) , (¢) SINR convergence curve. performance level. Over the various channel and noise sce-
narios that we experimented, typically both the windowed
algorithm and the simplified parametric algorithm achieggyv
similar SINR levels, i.e., there is no loss in using the sifigd
algorithm.
In order to evaluate the performance of the simplified

) __algorithm on various realizations of the fiber channel, we
at the output of the separator. Then we obtained the empiricgneated the above experiment for 10000 times. We calclilate

distribution (probability density function (pdf)) of thellRs e empirical pdfs for SINRs for both 5Gsymbols/s and
based on these 10000 values. In order to illustrate theteﬁ%Gsymbol/s, which are shown in Figure 9. Similar to the
of the symbol-rate we performed these experiments for bothyagowed version, the SINR values are at the close vicinity
Gymbols/sec and 20 GSymbols/sec. The empirical probpbiligs the 10dB level, especially for 5Gsymbols/sec case. The
Q|str_|but|on functions obtained in these S|m_ulat|ons dreven performance degradation in 20Gsymbols/sec is not high due
in Figure 7. As can be seen from these figures, for SGysigy; the fact that the ISI level in this case is mostly below the
bols/sec symbol rate the output SINR is closely distributeghise |evel corresponding to 10dB SNR level for the channel.
around 20dB. This indicates that the algorithm, succelgsful 14 conclude, based on the simulation results, for both
recovers orthogonal polarization signals. In 20Gsymbets/ yindowed and simplified parametric algorithms, both of the

symbol rate, since the ISI component of the channel becomgsorithms are successful in achieving separation of pealar
strong, the SINR level is distributed around 12-20dB. The gy, components.

gorithm is still successful in separating polarizatiorsybver,

the ISI component caused by the time dispersion degrades the
SINR level. This is not a surprising result, as we noted earli
that the algorithm introduced in this article doesn’t hanttile In this work, we proposed a framework for the development
time dispersion effects due to PMD. of adaptive receivers for fiber optic systems employing the

SINR (dB)
5

VI. CONCLUSION
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