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Abstract—This work presents an auxiliary mechanism to aidn
the distribution of warning messages for EmergencyAlert

Systems (EAS). The main objectives of the proposedechanism
are to speed up and broaden the warning messagesstiibution

process to provide to the public faster access torucial

information. EAS are public safety message systenaesigned to
enable authorities to address the population in cas of an
emergency. This kind of system has been in use farlong time,
however traditionally they are composed of radio/TVbroadcast
messages or sirens spread thought endangered regsonThis
system on the other hand addresses the next genecat of EAS
systems that will be based on wireless computer metrks and
satellite technologies. The method proposed here isa
complementary way to spread warning messages thaton only
successfully broadens the EAS reachability but alssignificantly
speeds up the messages distribution process.

Keywords-Public safety; warning message, multi-hop; vehicle-
to-vehicle communication

l. INTRODUCTION

This work addresses the problem of speeding up
process of message distribution in public safety sitnstidvVe
want to be able to increase the coverage of the existwbrk
to reach more people in a faster way. Traditional gewcy

road safety information to the nearby cars. The EIORI 638
technical report [9] forecasts that by 2017 20% of thming
vehicles will have communication capabilities. The saeport
estimates that by 2027 almost 100% of the vehicles will be
equipped with communication devices. These devicesdcoul
also be used to spread crucial information, such a$ EA
warning messages.

This work relies on the existence of infrastructure-to
vehicle (12V) and V2V communication to spread public safety
messages among users over a defined region. The method
proposed here intends to take advantage of the comntionica
capabilities of the next generation of vehicles to exttrd
coverage of emergency alert systems. Emergency ngarni
messages are not frequent, but when they are issuedtrgty
be spread as fast as possible to all the people infféneteal
region. In this situation all the available means shoulddeel
to increase the awareness of the population regarding the
imminent threat. We proposed here that the availabbisida
units (RSUs) and other cars, acting as virtual rodd anits
(vRSUs), help on the spreading of the EAS warning ngessa

thi® case of an emergency.

The remainder of this paper is organized as follows. In
Section Il, we discuss some related work. In Sectiprwie
introduce the proposed architecture and discuss some of its

Alert Systems (EAS) normally rely on either broadcastharacteristics. In Section IV, we present the evatlidisaster

transmissions mediums, e.g. radio and TV, or some kind &f

cenarios. In Section V we introduce the experiments and

sound notification device, e.g. sirens, to warn peoplaitabo gnalyze their results. Section VI draws conclusions peoidts
catastrophes and potential threatening situations. Hawevine next steps for this work.

theses systems have some limitations, first sirengx@rensive
and only cover a small area. Second, people on the road,
possibly in imminent danger, may not be aware of the

1. RELATED WORK

transmissions on public broadcast mediums. People in cars do Most traditional network algorithms, for fixed and mobile
not have access to TV and may not be listening to tie.ra environments, consider nodes to be connected and paths to be

However, in the near future cars will be equipped with dgvi

aid equipments dedicated to increase road safetyvitiatork

available all the time between the source and the destination
[5]. This work focuses on another kind of scenario,li€seon

continuously to provide drivers information about the roadhe concept of occasionally-connected networks. This snean

conditions.

Initiatives such as 2010 Intelligent Car Initiative J10
dedicated to decrease the accidents and €@issions in

Europe advise the use of sensors and vehicle-to-ve[M2N)

communication to increase road safety. On the viewhisf t

kind of project, cars should be equipped with devicestble
roadside units, and close by vehicles, to transmitic¢raffid

that a path may not necessarily exist between thénoaigd
destination during the whole communication time. We target
here sparse network environments, or areas that tieeie
infrastructure damaged by some kind of disaster or sabotage
action. The networks build to work on this kind of romment

are normally referred as delay or disruption-tolerarmivaeks
(DTNs). Huge efforts have been made in the last feavsyon



DTNs as means to provide connection in rural areas, spre2007 in Alabama, Louisiana, and Mississippi the system was
vehicular emergency warnings and vehicle to vehicleable to send alerts to 60,000 residential phones in teates
communication. However, the start point for DTNs wlas  and also with Spanish and Viethamese translations [4].

need to handle the problems of delay and packet corruption for
deep-space communications and networking in sparse‘gu
populated areas [6].

The Japanese nationwide warning system, J-Alert, was
nched in February 2007. It uses satellite wireless
communication to issue a simultaneous warning to all
Vehicular networks is another field that has receivéddta municipal governments and interested agencies [2]. J-Aler
of attention in the last few years. Other researchex® haworks with warn sirens and an emergency broadcast system
already proposed the use of vehicle-to-vehicle commuaitat The system is automatically activated and, from thes tam
(V2V) for safety purposes. For example, Xu et. al. [§leate  emergency is confirmed, it is able warn the populatioress |
the feasibility of using dedicated short range commtioicdo  than 7 seconds.
warn vehicles about road accidents. Yang et. al. [8]qz®the

use of_V2V to warn vehicles_ about road conditions. However . PROPOSEDARCHITECTURE
the existent works focus mainly on road safety problefiney ) _
try to minimize latency and characterize the requiremémt We consider a system like the one proposed by the Ratcom

warning neighbor vehicles about road conditions or avoidingroject [1], depicted at Figure 1. On the next generatfon
road accidents. Our main goal here is distinct, we waissue EAS, sensors will capture data and, if a real anonialy
an warning message to all the vehicles of a regioarding a  detected, warning messages will be distributed automigtical
broader public safety issue. Not only the range of th@ver the endangered region. The Ratcom alert system is
communication is larger, but the target audience for th€omposed of two main components: one ascendant and one
messages is also considerably broader. Other particuldescendant. The ascendant component is responsible for
characteristic is that our architecture uses not only V2\sensing the related data, filter false positives amdnsmitting
communication but also infrastructure-to-vehicle (12V)the relevant collected information to the coordinatiemter.
communication as well. The descendant component is responsible for spreading the
information of the imminent dangerous situation among the
sr’( authorities and population in general. This work focuses
G this last phase: we try to increase the awarenesweajeneral
poatellite population of the imminent danger using the wireless mediu

g 9 and V2V communication.

N

e — S a%;, In case of a natural or industrial catastrophe roadsiis
\‘ ' %3 (RSU) may also help spreading a beacon warning message to
: _ Rperaiions ;ﬁ kY the nearby vehicles informing about the specific threateni
ﬁ T ine > situation. We can either use the RSUs already deployed fo
e road safety purposes or deploy some purpose specific
-~ — equipment over the region to warn people in case of an
LS M’Zﬁﬁng_) 2 emergency. These equipments will help to increase the
< P awareness about the threatening situation using the onboard
road safety equipment present on the vehicles. Oneegpnobl
Figure 1 -Ratcom pI’OJ:eCt m_ain architecture plu_s our proposakdiad sid that may arise in consequence of economic reason&prasva
units and virtual roadside units warning messagastigbution result of the disaster itself, is that part of the taegea may be
This work is also close related to the one of Chemlet uncovered by RSU's, or any other warning system. To solve
[14]. On this work Chen et al. study the network dedaya this we propose that the vehicles that have eventtedlyived '
function of the number of cars and their velocity, thetjced  the warning message from a RSU, should also be responsible
that node mobility on highways can improve end-to-endor re-broadcasting it over the uncovered areas helping to
transmission delay when messages are relayed. FurtermopPread the warning message. In this way the mobile nodes
that low density networks may experience higher deMjes. Wwould act as virtual roadside units (vRSU) for the regibias
can use these results to gauge the RSUs locationsay ¢hat ~ do not have a RSU.

the information is not too widely spread and messages For all practical purposes we consider that there is no
reach their destinations in a shorter time. difference between the messages received from a RS& or

Emergency alert systems play an important role on manyRSU. The propagation mechanism is a cooperative one.
countries and have also evolved and received considerafi@nsider the scenario of Figure 2, when a velicteceives a
investment through time. For example, only in 2009 the hudgavarning message from a RSU, it carries the messadeat
requested to develop the new American EAS, the Intabratesome other point the vehicle rebroadcasts the warning ttueal
Public Alert and Warning System (IPAWS), was 37 million Vehicles closer to this new region. ThIS. cooperativieaber
dollars [3]. IPAWS [4] development is under the respalitsib  helps to spread the warning message with a low costghra
of the Federal Emergency Management Agency. WheRroader region.

complete it will permit the broadcast of emergency sages Even in case of a severe catastrophe, or a hugeiserror

not only through radio and TV but also by e-mail, cell phonegyack hardly all the RSU's would be inoperable at traes
and other different mediums. During a test pilot coneldigh
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i natural causes and the second kind is when the network is
|

3 = .:-"3 damaged by sabotage, possibly in result of terroristlet The
& | Rsu —_ b A, acting tested scenarios evaluate the behavior of regularspbaéore
Py g; asa vRSU and after a catastrophe. The nodes are the same aow foll

realistic movement patterns. We do not advocatedosneans,
for example, the nodes movement patterns before agdaaitl
earthquake will be the same. However in the lack of rea

time. We consider that some RSU will be able to rebmstdc Meaningful data, and believing the nodes will still be able
the warning message to the population. After that, thickess =~ MOVe, we chose to use realistic mobility patterns agy to
that received the warning are also be able to spread thi@St the use of the VRSUs to improve the connectivitthef
information to the other vehicles on their path, whichihieir ~ '€maining nodes. The natural disasters evaluated here are
turn may do the same. This kind of propagation scheme [asa}rthquake .and flooding, the sabotage scenario is random
normally referred in the literature as epidemic and nodeima failures, which could be caused by a hacker attack. These

Figure 2 — Message redistribution using virtualdreale units

astore-carry-and-replicate paradigm [5]. disaster scenarios were abstracted in the simulatitllass:

To decrease the waste of resources and avoid medium °* Earthquake: The network starts with all the APs and
access problems, vehicles act as VRSUs only when theyut mobile nodes running perfectly. However, at some
of the range of a real RSU and if they have not redeargy point, 80% of the existing APs are randomly damaged
communication from another VRSU over this slot of tirime. and excluded from the network. This abstraction
the case of a disaster scenario, this kind of cooperati permits us to evaluate the effect of the technique when
behavior may be the only way to disseminate useful and a major part of the APs disappear randomly from the
general information through the network. network without any warning.

Nodes connect with each other in an opportunistic way, * Flooding: The evaluated scenario is a flash flooding
they retransmit their messages when they have the topfigr [13] one. This kind of flooding is common in
to meet other nodes. However we must keep in mind lieat t mountain regions in spring, heavy rainfall during the
system is a best effort one. There are no guaranteeshtha tropical rainy season and in the case of dam failures.
message will reach all the nodes on the target metiithat our This situation is abstracted in the simulations by the
approach guarantees is that it tried its best to spread t random disabling of a slice of 20%, horizontal or
information as much as possible. vemcal, of the middle of the netwprk. All the.APs in

this segment of the network are disabled. This intends
The increase in the number of messages seti¢ upper to simulate a river crossing the city that flooded the
bounded by: region in a sudden way.
im=a - (nvRSU *n) (1) + Random network failure: In this scenario random

network APs fail and disappear from the network
during the regular network operation. The degradation
of the network coverage, in this case, is gradual, in

considering thatx is the number of exchanged messages and
may be expressed as:

a<pB=(NVRSU*n) *t (2) contrast to what occurs in the other scenarios. This
kind of generalized and chronic failure scenario could
Where$ is the maximum number of exchanged messages, be triggered by hacker actions or physical sabotage of
nvRSU is the number of virtual roadside uniisis the size of the nodes to deny access to the network.
the warning message ahds the time the warning message is
propagated. The minimum number of messages is given by the V. EVALUATIONS

number of mobile stations on the region times the sizéef t

message. l.e. each vehicle received the complete warningThe evaluations were carried out using Sinalgo simulator
message just one time. This would be possible, for exgriipl 0[11] in a 15000x9000 square meters area that encloses
the whole area was covered by RSUs. However, with &Ophia-Antipolis in the south of France, as depicted in Figure
distributed communication a|gorithm this value is hard|y3 The simulations were conducted with 1000 nodes with 200
achievable. However, it is clear that the number anditotat Meters communication range and speeds varying between
of the RSUs wiill greaﬂy affect the System’s performnThe 40km/h and 90km/h. The scenarios follow a realistic mObIllty
points where vehicles will act as VRSUs are directtedlao  pattern generated with the VanetMobiSim [12] tool. Each
the deployment of the RSUs. Well deployed RSUs ca@éenerated scenario has a number of RSUs placed randomly
provider faster and more efficient message spreading beer talong the roads of the target region. All experimenesew
target region. conducted using Linux Fedora Core release 6 on an leiah X
1.86GHz machine with 16GB of RAM. All graphs are
presented with a confidence interval of 99% and each int i
the result of the averaging over at least 34 runs witleraifit

This work intends to evaluate how robust the system is inetwork configurations. The nodes arrive randomly and are
different disaster scenarios. We evaluate here mainlkinwads  placed uniformly over the observed area.
of disasters, the first one is when the network is dathhge

V. EVALUATED DISASTERSCENARIOS



nodes that received the warning message completely and
slightly increases the time required to distributerttessage to

all the nodes in the network, the vehicles movement
compensates the lack of RSUs on the central part adrdee
Nodes that did not receive the message because theyirwere
that region, on the next moment may be in a region tat i
covered by RSUs.

We can perceive in Figure 4 that when no disaster ocgurred
the number of nodes warned is nearly 100%, regardless of
whether VRSUs are used or not. Indeed, the final number of
nodes aware of the message is similar, when we do not
consider any disaster. However the graph of Figure 5 shows
the time it takes for all the target nodes to rec#ieemessage.
Figure 3 — Area used to perform the tests We cct)nsidﬁr tra\nsmiss(ijo?h cycles of one messageefp%nggeco
. i.e. at each one second the warning message, or

We vary the number of RSUs, the size of the mesaﬂge broadcasted. The plot shows the time when all nodes in the
analyze the impact of the occurrence of different disssteer o\ ork received the warning message. Whether all rioges
the RSUs performance. The source of the stream generateggceived the messages or not the simulation experintems s
CBR traffic of one packet per second that is distributechfter 3600 seconds. If any node failed to receive theagess
simultaneously by all the available RSUs. If the messa®  within that interval, the registered time is 3600 seconds.
blg to send in one time interval, it is divided into Sma“erWithout the use of VRSU's the network needs more than 200
packets and these are broadcasted, one packet per secaRgU's to be able to spread the message to all the iobEss
continuously in a cyclical way. We consider transnoissi than one hour. With the use of the VRSU, even in thestwor
intervals of one second. case scenario, the earthquake with only two RSU's inimga

orking, it takes around 20 minutes to send the warning
%essage to all the nodes in the region.

The graph of Figure 4 shows the number of nodes th
received the one packet warning message for the differen
disaster scenarios. For all the scenarios evaluaiéd 10

Time for the warning message to reach all the nodes

initial RSUs, the use of VRSU enabled the distributién o (messags size = 1 packet)

warning messages to all the network nodes. The mostesev ' ' ' ' T RS, no Disaster A
disaster evaluated is the earthquake one. On this scefatio 8 ™[ WRS0s bar thausrs - w |
of the initial RSUs are damaged during the experimenti. . | he vBSU: no Dissstor oo |
However, even in this situation the vVRSUs delivered the~ N RS Tinarerihanke UL
warning to all the nodes in the region in less than 20 tesnu =~ _ | I R R ]
Even though the mechanism used to decrease the number

RSUs is different, for the earthquake and the randomréailu = ..., | J
scenarios, their results are close. This occurs becatls¢he @ .

time the number of damaged stations in the random failur* ... |*.. _
scenario increases. In the end of the simulation the nuafiber "ii_"fr* ----------------- o —— p " .

RSUs is nearly the same for both scenarios, howewer t @ L L L L L L L L L
smoother degradation of the random failure scenarioginat e n e e e
better performance, when compared to the earthquake ane. frigure 5 — Average time fdhe waming message to reach all the nod
the flooding scenario, only the nodes on the central gtripe  the region. The simulation stops after 3600s, ithésans that scenarios t
area are removed. Although this affects the total number (had their time registered at 3600s did not delikermessage to all nodes.

The tendency is that the time required to spread the vgarnin
message decreases when the number of RSU's increases.
However, the gains become proportionally smaller when
1600 number of RSUs increases beyond 50. If we consider the no

w0 | disaster scenario, if we increase the number of RSiws fr0
to 50 we speed up the message distribution by 28.8%.
500 - However, when we increase the number of RSUs from 50 to
200 500 the gain is 29.8%. l.e. with 50 RSUs + vRSUs we are able
to warn the whole population in 8 minutes, whereas if we
20 increase the number of RSUs to 500 RSUs, the procdiss wi
- take around 5 minutes. This result is interesting sinsieaws

a
Mo disaster Flooding Eerthouake Randor Failure that the increase in the number of RSUs does not linearly
B 10 RSU, no vRSU M50 R5U, nowRSU B 75 RSU, no vRSU 1 100 RSU, nowRSU 10 RSU, withvRSU impact the time needed to warn the population over a given
Figure 4 — Number of nodes that received the warniessage taking in target area. This means that we could decrease the nafber
account the evaluated disaster scenario RSUs, and the cost of the system deployment, without

Nodes that received warning vs Evaluated disaster
100



compromising significantly the quality of the servigered. Percentage of messages received through
This effect is also clear from the graph of Figure 6. Ftbi vRSUand real RSUs

graph we see that when we increase the number of R8Us \ ****

do not increase proportionally the number of nodes the .

receive the warning message. Even without the use of VRSU

the node coverage for all scenarios, except for the eartaqua s

one, is almost 100% with only 50 RSUs. However, this valu¢  so=

of active RSUs also holds for the earthquake scenario. TF *™*

earthquake scenario reaches nearly 100% of warned nod **

when we increase the number of initial RSUs to 20G thi

means that on average 40 RSUs were working during all tr

experiment. l.e. roughly the same number of nodes of th 1w 30 50 75 10 200 3o 4o soo
other scenarios. ® Receivedthraugh RSUs Received through vRSUs

20%

Figure 7 —Comparison of the percentage of received messagesgt
virtual roadside units and real road side unitsofee packet warning mess.

Modes that received the complete warning message

(message size = 1 packet) varying the number of road side units
1668 5 =
oo | L J);_r-"'@"' """ | The graph of Figure 8 shows the number of nodes that have
iy received the whole message for increasing warning message

§osear i F . sizes. As anticipated, increasing the size of the rgessa
T el . decreases the number of nodes that receive it completel
coo F ? i However, the use of VRSU provides an increase in thebeum
2 o of nodes that received the message completely; thigdse
woTeer 7 with respect to the case without VRSUs varies from 14@%
LTS —;" URSU, all cases ——1 60.8%, thus leading to a relatively stable number of vehrne

200 'EI ”NNRE;Esu?ihqd*kg ey nodes, even with the increase in the size of the message.

- i ) ) ) ) N? uRSU; rande fai9ure ﬁ—&—1

a 5@ 108 158 =1-1x] 25a apE a5a 408 458 sSEE Modes that received the complete warning message
P ; ; tho disaster?
Humber of initial road side units
Figure 6 —Number of nodes that received the warning messagaus th ! UREU, 58 RSU ~——
i i Loy Mo wRSU, S8 RsSU
number of roadside units on the network L1 ) Rl
1 Mo wRSU, 188 RSU -

lega T T T T T

]

The apparent discrepancy between the graphs of Figure
and Figure 6 is given by only a small percentage of ieshic
that did not receive the warning message during thelation
time. Because of their mobility patterns these noddsndi
cross any RSUs during all the evaluated time. When we us
VRSUs we increase the coverage of the EAS, which permi
not only to reach these nodes, but to reach them ist avéey.

688 -

588

488

Modes received msg

388

zZea

The graph of Figure 7 presents a percentage comparisi . :
between the number of messages first received through ¥RS! T P B
and real .RSUS' The percentages on the g_raph are f(mnd_we Figure 8 —Number of nodes thatesrseac?giv:éethe complete warmimegsag:
packet size warning message and no disaster SCENaio. yarying the size of the message
expected when the number of RSUs increases the perceftage
packets delivered through VRSUs decreases. Vehicles when The experiments show that the proposed method increases
acting as VRSUs are really well behaved, if they peecthe  the coverage and decreases the time required for aflothes
presence of a RSU or another VRSU they defer retrairagnitt in the network to receive the message, however #ssafcost.
the warning messages. When we have 10 RSUs the percent&djee of the ways to measure this cost is counting the nuohber
of roads covered by the RSUs is around 3%; on the other harigpeated messages received by the nodes. The grapyucé Fi
when we have 500 RSUs spread randomly throughout tH&shows the average number of repeated messages received by
target area the percentage of roads covered by these iRSU$he nodes. The number of duplicated messages is cordidera
nearly 70%. This is roughly the same percentage of ribé¢s bigger when we use VRSUs. The augmentation in the number
received the message through RSUs in the graph of Figlire ©f messages is also expected since the algorithmepidamic
is clear that in the extreme case, if we had 100%0%[@93] one. However, it is important to call attention to fhet that
the VRSUs would not increase the number of distributedhis traffic occurs in areas that had no communicationrbegfo
messages. However, not only is it extremely expensibave i-€. that these messages do not interfere with other
100% of coverage, but also in the case of a disaster, t§@mmunications.
deployed infrastructure could be severely damaged. The mai  the number of duplicated messages, observed in the Figure
advantage of VRSUs, is their dynamicity and capacite&@h g gecreases when we increase the number of RSUs. This

non covered areas. behavior is linked to the results observed in the gragficufre




This work shows that the use of RSUs is an efficientway
distribute warning messages to vehicles in a region.alde
show that even with a small amount of real roadsidesunit
using the virtual road side units concept one can broaden and
speed up significantly the warning message distribution
] process. The results evaluated the impact of threeretiffe
disaster scenarios on the performance of the proposedaneth
Our experiments show that even in severe conditions warning
] messages can reach all the 1000 observed nodes within a
reasonable amount of time. On average, sending onetpacke
per second we can reach all nodes on the observed region,

Repeated messages
tmessage size = 1 packet?

168688 . . . .

with uRSUs, no disaster
Mo wRSU, no disaster :
with wRSU, flooding

with wRSU, earthguake
with wRSU, random failure

14@@aa

1e@aaa
laaaaa
Se88a

EEEE (]

Droped packets

4EEEA

Zee8a E

[} & & L "

a b=l 18@ 158 cae £5a @8 358

MHumber of initial road side units
Figure 9 -Number of repeated messages received by the nmddles durin
the simulation

7. When the area covered by the RSUs increases the ar%@
where vehicles may act as VRSUs decreases. Frogrdahha e
in Figure 9 we can also observe that, apart from thaceake

scenario, the amount of traffic generated over the differe

RSUs. The earthquake scenario is a particular cesecially
for small numbers of initial RSUs, for two reasonstsfi
because after the disaster the number of RSUs is exjremel
small, so the area where vehicles may act as VRSUgiger.
The second factor is the small diversity of routes, wiven
have smaller number of RSUs. A vehicle only starts igging
traffic after receiving the first message. When we hagenal
number of RSUs the number of sources of traffic v, land
the amount of routes nearby these RSUs is smaller. Nades
then more chance of sending the message to nodes that have
already received it. The nodes that really need to redbive
message are the ones more distant from the RSU. Theibeh [1]
of the message propagation is similar to the waveergéed [2]
when we throw a stone in a lake. The wave goes in every
direction, but it takes some time to spread througlhhalllake

and reach its borders. The warning message spreads in[3?
similar way, reaching new nodes at each step. If thebeuif

RSUs is small the message wave takes more timeatt ral

the nodes in the network, as we can notice in the gréph g
Figure 5. The increase in the simulation time leade & the g
increase in the number of messages received. Howeven wh
the number of RSUs increases the earthquake scenatftsta
present a behavior similar to the one of the other disaster
scenarios. None of the other scenarios presents seeheae (6]
loss in terms of RSUs. Even the random failure, wimctihe

end loses a similar amount of RSUs as the earthquake ord
does it in gradual way. In the beginning the number of KRISU s
bigger, which increases the variety of places where thé!
information is first sent, in consequence this increabes

variety on the paths followed by the vehicles. 9]

VI. CONCLUSIONS AND FUTURE WORKS [10]

This paper proposes the use of 12V and V2V as a mean to
distribute EAS warning messages to the population given  [11]
area. Emergency alert messages are not frequent, it w [12]
they occur they should be distributed as fast as possible t
everyone in the affected region. Lives may depend onfastv
and how broad the warning message was distributed.

15x9km2, in six to seven minutes.

The next steps for this work are, first, to perform an
analytical analysis of the costs and overheads involviagise
of VRSUs.
tocol behavior and will enable a better charactéozadf
impact of RSUs and vRSUs on the distribution process of
the warning messages. We hope with these resulitsetduine
dpe distribution of RSUs over a given region.
analysis we want to implement the solution in a real
dgnvironment and evaluate the performance of the proposed
architecture in a small test bed using the WAVE protocol

IEEE 802.11p [15].

This will provide a better understanding loé t
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