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Abstract modulation and coding schemes (MCSs) based on the
channel conditions and proposes a set of techniques such
IEEE 802.16 technology has emerged as a competitiveas packing and fragmentation to allow efficient use of
alternative to wireline broadband access solution. IEEE the available bandwidth. The standard, however, leaves
802.16 can provide quality of service (QoS) guaranteesunstandardized the resource management and scheduling
for heterogeneous classes of traffic with different QoS re-algorithms. The main objective of this paper is to provide
quirements. The standard, however, leaves open the ressourca better understanding of the different technical issuas th
management and scheduling issues, which are crucial com+esearchers are currently facing to ensure QoS support in
ponents to guarantee QoS performance. The main objectivdEEE 802.16 fixed broadband wireless networks (BWNS)
of this paper is to provide a better understanding of the and to give an insight into the new research interests in this
missing components to ensure QoS support in IEEE 802.1ield. Therefore, we first highlight the main challenges to
fixed broadband wireless networks (BWNs), namely scheduladdress when designing a CAC and scheduling solution for
ing and connection admission control (CAC) schemes. First, IEEE 802.16 networks and then we summarize, classify, and
we highlight the key challenges in designing such schemescompare the different mechanisms that have been proposed
for both point-to-multipoint (PMP) and mesh modes. Then, to solve this problem in both PMP and mesh modes. To
we survey, classify, and compare different scheduling andthe best of our knowledge, this is the first work surveying
admission control mechanisms proposed in this work-in- the different resource allocation mechanisms that hava bee

progress area. proposed in this work-in-progress area.
Keywords: IEEE 802.16, QoS, scheduling, CAC, PMP, The rest of this paper is organized as follows. In Section
mesh. 2, we give an overview of the IEEE 802.16 standard

with a main focus on media access control (MAC) QoS
related issues. For a better understanding of the schedulin
1 Introduction problem in 802.16 networks, we provide an insight into
the main capabilities offered by the physical layer in terms
of resource allocation. In the same section, both PMP and
. » . . mesh media-sharing modes are presented and the context to
wm_aless access (B tech_nolog|es was _mo_t|vated by the which we restricted this survey is defined. Section 3 points
rapidly growing need for high-speed, ubiquitous and cost- . . .
’ : ) out the necessary and desirable features to incorporate in a
effective access. Addressing these pervasive needs, Hie |IE . .
- - scheduling and CAC solution for the IEEE 802.16 networks.
802.16 technology has emerged as a competitive alternative : .
- A survey and taxonomy of the different scheduling and
to wireline broadband access.

The IEEE 802.16 standard supports heterogeneousCAC mechanisms presented in literature for both PMP and

o . . mesh modes are given in Sections 4 and 5, respectively.
classes of traffic with different QoS requirements and de- 9 P y

. : . . In order to understand how the issue of scheduling and
fines several signaling mechanisms to request and aIIocateCAC is tackled in real deployed networks, we show in
resources. Also it offers the possibility of adapting the ’

Section 6 the main features supported by some examples
1. The abbreviations and acronyms used in this survey aredli; Of W|MAX ngpment. Section 7 ConCIUdeS_ the survey and
Appendix A. gives directions for future research on the field of CAC and

The development of 802.16 standards for broadband



scheduling in 802.16 networks. All the abbreviations and As depicted in Figure 1.a, this prefix corresponds to azcopy
acronyms used in this survey are listed in Appendix A. of the lastT, of the useful symbol time&};, of an OFDM
symbolT,,,. The OFDM symbol transmission time is then
2 Overview on the IEEE 802.16 standard expressed as followsly,,, = T\, + T; where the guard
time T is given by:T'; = g*T',. g corresponds to the ratio
The 2004 version of the IEEE 802.16 standard [1] of CP time to useful time. The possible valuegjadre: 1/4,

! VS . : 1/8, 1/16, and 1/32 [2].
defines the air interface for fixed BWA systems in the
frequency ranges 10-66 GHz and sub 11 GHz. The standard As for the frequency domain structure, an OFDM
covers both the media access control (MAC) and the phys-symbol, described by Figure 1.b, is composed of data
ical (PHY) layers. The 802.16 MAC layer was designed to subcarriers (for data transmission), pilot subcarriewr (f
accommodate different PHYs and services, which addressestimation purposes) and null subcarriers such as guard
the needs of different environments. In this paper, systemssubcarriers. The total number of subcarriers corresponds
of interest are those operating at frequencies below 11to the fast Fourier transform (FFT) siz¥ .. According
GHz—where line-of-sight (LOS) is not required—and more to [2], Ny; = 256. Let BW, n and F; denote the
precisely those using either single carrier (SC) or ortheajo  nominal channel bandwidth, the sampling factor and the
frequency division multiplex (OFDM). We focus only on sampling frequency, respectively. The sampling frequency
these two modulation modes because the use of orthogonatorresponds tof, = n x BW. The value of the sampling
frequency division multiple access (OFDMA), in compar- factor n depends on the channel bandwidi#iV as it is
ison with the two others, introduces a second dimensionillustrated by Table 1. The possible values B# corre-
constraint—frequency—by adding subchannels allocationspond to those specified in the system profiles proposed by
to the scheduling problem. Nevertheless, we mention in thisthe IEEE 802.16 standard [2] for systems operating with
survey some works, based on OFDMA modulation, that canthe WirelessMAN-OFDM air interface. As shown in Table
be easily generalized to the OFDM case. More details aboutl, five PHY profiles are specified for these systems, each
the specific case of OFDM-based physical layer are givencorresponding to a channel bandwidth. Suppose thgt
in Section 2.1. stands for the subcarrier spacing, thehyf = F,/N

Nodes belonging to the same network, share the sameand the useful time is given by’ = 1/ A f.

yvireless medium using one of the two modes specified For a given system configuratiof3{V’ andg fixed), the
in the IEEE 802.16 standard [1], [2]: the two-yvay PMP"juration of an OFDM symbol is fixed. However, in terms
mode (mandatory) and the mesh mode (optional). The ¢ ata the number of information bits per OFDM symbols

main diﬁerenge betwegn the two modes is that i_n,meShvaries depending on the modulation and coding scheme
mode, subscriber stations (SSs) have the possibility 10\,cs) in use. Indeed, the number of of information bits
communicate with each other directly or through the base per symbol is computed as follows.

station (BS), depending on the transmission algorithm in
use: distributed, centralized, or a combination of both.
In PMP mode however, a central BS—corresponding in _,,sum
general to the Internet service provider (ISP)—receives” MCS
and coordinates all the transmissions occurring betweenwhere:
SSs, which represent the residential or business customers
Further details on the operation mode in both PMP and

= Nyata—sup*ef ficiencyyrcsxcodingratepcs—8

o Nyata—sup Stands for the number of data subcarriers

mesh are given in Sections 2.3 and 2.4, respectively. (Naata—sup = 192).
o cf ficiencyycs is the efficiency, also called repeti-
2.1 OFDM physical layer tion, of the MCS (x2, x4, or x6).
o codingrateycs is the coding rate of the MCS (1/2,
2/3, or 3/4).
System Profile] Channel Bandwidth Sampling factor « The “-8” refers to the 0x00 tail byte at the end of each
Identifier BW (MHz) n OFDM symbol.
profP3_1.75 1.75 8/7
profP3_3 3 86/75 For 16QAM 3/4, for instancej\ffé‘;g’g’}w73/4 = 192 % 4 x
pI’OfP3_3.5 3.5 8/7 3/4 — 8 = 568.
profP3_5.5 55 316/275 ) )
profP3_7 7 8/7 Note that, unlike OFDMA and multlfuser.OFDM [3], the
OFDM scheme we are considering in this survey allows
TABLE 1: WirelessMAN-OFDM System Profiles only one user to access the channel at any given time.

Nevertheless, to accommodate multi-user access, OFDM

OFDM PHY is designed for frequencies below 11 GHz can be combined with a time division multiple access

where LOS is not necessary and where multipath may be(TDMA) scheme which allows multiple users to access the
significant. To collect multipath, a cyclic prefix (CP) isdse  channel in separate time slots (cf. Section 2.3).



(nrtPS), and best effort (BE). Each scheduling se3rvice
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Fig. 1: OFDM Symbol structure

2.2 QoS support in IEEE 802.16 networks

The standard defines a connection-oriented MAC proto-
col where all the transmissions occur within the context of
a unidirectional connection. Each connection, identifigd b
a unique Connection ID (CID), is associated to an admitted
or active service flow (SF) whose characteristics provide
the QoS requirements to apply for the protocol data units
(PDUs) exchanged on that connection. There are three types
of service flows: (a) provisioned service flows for which
the QoS parameters are provisioned for example by the
network management system, (b) admitted service flows for
which resources—mainly bandwidth—are reserved and (c)
active service flows which are activated to carry traffic gsin
resources actually provided. Each service flow is uniquely
identified by a service flow identifier (SFID). Service
flows may be dynamically managed. They may be created,
changed or deleted using Dynamic Service Addition (DSA),
DS change (DSC), and DS delete (DSD) MAC management
messages, respectively. As mentioned above, a service flow
defines the QoS that should be provided to the packets
traversing the MAC interface and which are associated to
that SF. In order to facilitate the MAC service data units
(SDUs) delivery with the appropriate QoS constraints, the
IEEE 802.16 Standard defines a classification process by
which a MAC SDU is mapped to the associated connection
and so to the SF corresponding to that connection. The clas-
sification procedure is performed by classifiers consistihg
a set of protocol-specific matching criteria.

Depending on the service to be tailored to each user
application, a specific scheduling service is attributed to
handle the flow. Based on that, a specific set of QoS
parameters should be specified when creating a new service
flow (like it is shown in Table2). Uplink flows however
are associated, in addition to a scheduling service, to one

is designed to meet the QoS requirements of a specific
applications category. More details about each requestigr
scheduling type are given in the next paragraphs.

« UGSis designed to support real-time applications that

generate fixed-size data packets at periodic intervals,
such as T1/E1 and voice over IP (VolP) without voice
activity detection (VAD). The mandatory service flow
QoS parameters for UGS service are listed in Table
2. This table summarizes, according to the schedul-
ing service type, the QoS parameters that must be
specified when establishing a new service flow. UGS
connections never request bandwidth. The amount of
bandwidth to allocate to such connections is computed
by the BS based on the minimum reserved traffic rate
defined in the service flow of that connection.

rtPS is designed to support real-time applications that
generate variable-size data packets at periodic inter-
vals, such as moving pictures expert group (MPEG)
video. Unlike UGS connections, rtPS connections must
inform the BS of their bandwidth requirements. There-
fore the BS must periodically allocate bandwidth for
rtPS connections specifically for the purpose of re-
guesting bandwidth. This corresponds to the polling
bandwidth-request mechanism. This mechanism exists
in three variants: unicast polling, multicast polling and
broadcast polling. Only unicast polling can be used for
rtPS connections.

Extended rtPSis a new scheduling service introduced
by the IEEE 802.16e-2005 standard [2] to support real-
time service flows that generate variable size data pack-
ets on a periodic basis, such as Voice over IP services
with silence suppression. Like in UGS, the BS shall
provide unicast grants in an unsolicited manner which
saves the latency of a bandwidth request. However,
unlike UGS allocations that are fixed in size, ertPS
allocations are dynamic like in tPS. By default, the
size of allocations corresponds to the current value
of Maximum Sustained Traffic Rate at the connection.
The SS however may request changing the size of the
UL allocation.

nrtPS is designed to support delay-tolerant applica-
tions such as FTP for which a minimum amount
of bandwidth is required. The polling mechanism
can be applied to nrtPS connections. However, un-
like for rtPS, nrtPS connections are not necessarily
polled individually—multicast and broadcast polling
are possible—and the polling must be regular not
necessarily periodic.

BE is designed for applications that do not have any
specific bandwidth or delay requirement, such as HTTP
and SMTP. For BE connections, all forms of polling
are allowed in order to request bandwidth.

of these request/grant scheduling types: unsolicited tgran The QoS parameters that must be specified when establish-
service (UGS), real-time polling service (rtPS), extended ing a new service flow are listed in Table 2. The value of
real-time polling service (ertPS)—introduced by the IEEE the Request/Transmission (Rx/Tx) Policy parameter offers
802.16e-2005 standard [2], non-real-time polling service the possibility to specify options for PDU formation. It



Traffic/Applications real-time, fixed-rate | real-time, variable | real-time, variable | requiring guaranteed| No rate or
Characteristics data, Fixed/Variable| bit rates, requiring | bit rates, requiring| data rate, insensitive| delay
length PDUs guaranteed data guaranteed data to delays requirement
rate and delay rate and delay
Downlink (DL)/ Uplink (UL) DL uL DL uL DL uL DL uL DL uL
Maximum Sustained Vv Vv Vv v Vv Vv Vv Vv V4 V4
Traffic Rate
Minimum Reserved Vi Vv Vv V4 Vv Vv Vv Vv |
Traffic Rate
Maximum Latency Vv Vv V4 V4 4 V4 _ _ |
Tolerated Jitter Vv Vv v v __ __ __ __ S
Request/Transmission Vv Vv Vv Vv Vv V4 Vv Vv Vv Vv
Policy
Traffic Priority - _ Vv v Vv v v v |
Request/Grant - Vv . V4 _ Vv _ v | Vv
Scheduling Type (UGS) (ertPS) (rtPS) (nrtPS) (BE)
Unsolicited - v - vV _ _ _ _ | —
Grant Interval
Unsolicited - . . _ _ v _ _ N
Polling Interval
SDU Size(lf fixed length SDU) VA VA . - _ _ _ _ | —
Example of application T1/E1, VoIP \olP MPEG video FTP HTTP,
without VAD with VAD SMTP

TABLE 2: Mandatory QoS parameters for each scheduling servi

might define for instance a restriction on packing and uplink channels are duplexed using one of the two following

fragmentation capabilities as well as attributes affertime
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Fig. 2: PMP OFDM Frame Structure with TDD [1]

techniques: frequency division duplexing (FDD) and time
division duplexing (TDD). The main difference between the
two duplex modes is that in FDD, the DL and UL use
different frequencies, while in TDD both channels use the
same frequency in different time intervals. In this papes, w
focus on 802.16 systems operating in TDD mode. Figure 2
shows an example of the OFDM frame structure in TDD
mode.

In the IEEE 802.16, the channel consists of fixed-length
frames, as shown in Figure 2. Each frame is divided into DL
and UL subframes. [1] specifies that, when using TDD, the
UL subframe and DL subframe durations shall vary within
the same shared frame. The downlink subframe consists of
one single PHY PDU while the uplink subframe consists of
two contention intervals followed by multiple PHY PDUs,
each transmitted by a different SS. The first contention
interval is used for ranging which is the process of adjustin
the radio frequency (RF). The second interval may be used
by the SSs to request bandwidth since bandwidth is granted
to SSs on demand. Two gaps separate the downlink and
uplink subframes: transmit/receive transition gap (TT@&J a

The basic topology of an IEEE 802.16-based network receive/transmit transition gap (RTG). These gaps allav th
consists of one BS and one or more SSs.

In PMP, the SSs within a given antenna sector receive theversa.
same transmission broadcast by the BS—corresponding in The downlink PHY PDU consists of one or more bursts,
general to the ISP—on the downlink channel (DL). Each SS each transmitted with a specific burst profile. A burst
is required to capture and process only the traffic addressecrofile is a set of parameters describing the transmission
to itself (or to a broadcast or multicast group it is a member properties (modulation type, forward error correction (GE
of). On the uplink channel (UL) however, the time division type, etc.) corresponding to an interval usage code (IUC).
multiple access (TDMA) scheme is applied. Downlink and Each SS is required to adapt the IUC in use (a DIUC

BS to switch from the transmit to receive mode and vice



for the downlink and an UIUC for the uplink) based on The scheduling problem for WMNSs, just Considesring
measurements on the physical layer. The length of eachthroughput and ignoring other QoS parameters, is already
burst is set by the BS. Indeed, at the beginning of eachproved to be NP-hard [7], [8]. This means that if the
frame, the BS schedules the uplink and downlink grants (by number of nodes, or links, in the WMN increases it becomes
mechanisms that are outside the scope of the standard [1]Jcomputationally nonviable to find an optimal solution for
[2]) and then broadcasts the downlink frame prefix (DLFP), the scheduling. So in this context suboptimal scheduling
the DL-MAP and the UL-MAP informing the SSs of its solutions, with lower complexity, are acceptable and even
scheduling decisions. The DLFP describes the location anddesired.

profile of the first downlink bursts (at most four). SSs using

the same DIUC are advertised as a single burst. The DL-

MAP, when sent, describes the location and profile of the ScheduingFrames | le Scheding Fames | fhedunaFrames
other downlink bursts—if they exist. However, the IEEE LN ECTREETTN TR CITITICE) R
802.16 standard specifies that, at least one full DL-MAP Conit subramg ,_Osta sy ¥, Convoubame, piibtane
must be broadcast within the Lost DL-MAP Interval even o e— s coret | Damstme
if there are less than five bursts. The UL-MAP should be i M T il

transmitted in each frame. It contains information elerment

(MSH_CTRL_LEN- 1) x sjimbols L MSH_CTRL_LENx T symbols

(IE) that indicate the types and the boundaries of the uplink v o e —=
allocations directed to the SSs. The profile of each downlink A I Ot Scheding | Scheding Schading
and uplink burst are specified in the downlink channel Teymbols WoH_DSGH_NUM

descriptor (DCD) and uplink channel descriptor (UCD),

respectively. The BS broadcasts the DCD and the UCD

messages periodically—every DCD/UCD Interval—in order

to define the characteristics of the downlink and uplink Fig. 3: Mesh frame structure [9]
physical channels. Referring to Figure 2, we note that each
burst consists of one or more MAC PDUs. Each MAC
PDU begins with a fixed-length MAC header followed by :
a payload and a cyclic redundancy check (CRC) field. Thethe IEEE 802.16a amendment [10], supports two different

: R i P L
burst may also contain padding bytes since each burst musf.)hySICaI layers: WirelessMAN-OFDIM, operating in a

. . icensed band, and WirelessHUMAN, operating in an
con§|st pf an integer number of OFDM symbol;. U!‘ bursts unlicensed band. Both of them use 256 point FFT OFDM
begin with a preamble used for PHY synchronization.

TDMA/TDM for channel access and operate in a frequency
band below 11 GHz. Despite the fact that some researchers
2.4 Mesh mode defend the use of Frequency Division Duplexing (FDD) for
the upcoming standard of IEEE 802.16j [11] relay networks,

In the last few years Wireless Mesh Networks (WMNs) the current standard version [1] allows only Time Division
have been attracting a huge amount of attention from both,Duplex (TDD) in mesh mode. This means that the uplink
academia and industry. It has emerged as a promisingand downlink transmissions share the same frequencies and
technology for future broadband wireless access [4], [5]. must occur at different time slots.
One of the main reasons for this popularity is the inclusion ~ The Mesh frame, depicted in Figure 3, is divided into
of the mesh mode in many of the IEEE standards, especiallycontrol and data subframes. The control subframe, pre-
the last version of the IEEE 802.16 [1]. The addition of senting O to 15 transmission opportunities, has two basic
the mesh mode to the IEEE 802.16 standard, not onlyfunctions, the first one is the creation and maintenance of
extends this kind of network area coverage, but also bringsthe structure of the network. The second function is to
a series of other advantages, among them, non-Line-of-coordinate the scheduling of data transfers between statio
Sight (NLOS) capacity, higher network reliability, scajin ~ The length of the Control sub-framd,cs expressed as
throughput and availability [6]. number of OFDM symbols, where MSH CTRL LEN is the

In contrast to the PMP mode, in the Mesh mode, the humber of transmission opportunities is defined as:
traffic is not restricted to occur just betw_een_ the BS and Les = MSH CRTL_LEN z 7
the SSs. In the mesh mode the communication may occur
also between SSs, even without the knowledge of the BS.The data subframe, consisting of up to 256 minislots,
At the extreme case, even the existence of a BS in this kindcarries the MAC PDUs transmitted by different users. The
of network is optional. Actually, the role of BSs is diffeten MAC PDU consists of a generic MAC header, a Mesh
in WIMAX PMP and mesh mode. Within a Mesh network, subheader and optional data. The standard supports both
BS, or Mesh BS, is the term used to designate the stationcentralized and distributed scheduling, and allows the co-
that has a direct connection to backhaul services outsile th existence of both at the same time in the network. The
Mesh network [1]. In other words, BS is the station acting number of distributed scheduling messages is denoted as
as a gateway between the mesh network and the rest of thiMSH_DSCH_NUM.
world. There are two types of control sub-frame: schedule

The WIMAX mesh mode, introduced in the standard by



control sub-frame and network control sub-frame. The  The MSH-CSCH message has two variants, MSH-(%SCH
network control sub-frame provides the basic functiogalit Request and MSH-CSCH grant. With the MSH-CSCH
for network entry and topology management. The scheduleRequest each node estimates and reports the level of its
control sub-frame controls the nodes transmissions. Theown upstream and downstream traffic demand to its parent,
scheduling is done by negotiating minislots ranges for it also computes the demands reported by the node children.
the traffic demand of each link. All the communications With the MSH-CSCH Grant the BS propagates down,
are in terms of links established between nodes. All datathrough the tree, the levels of flows and grants to each node
transmissions, between two nodes, are done through onén the network. Figure 4 shows an example of message flow
link and the QoS is provisioned over links on a message for the centralized schedule.

by message basis. Upper layer protocols make the traffic

classification and flow regulation for new nodes.

In the mesh mode there is no clear differentiation
between downlink and uplink subframes. Each station is _ ss&®
free to communicate to any other node in the network, — : - 1-MSH-CSCF
so the uplink and down link notion have no meaning in T
this context. However, in the typical expected case, there

S
SS0

«————|3"MSHCSCF
” (rebroadcast)

ill b d idi backhaul fion to R
will be some nodes providing a backhaul connection to cscr e (N
the network. In this case, these nodes, for the centralized [ |1 MsHcscromt
schedule, will play nearly the same role the BS plays in ¢ [BEMSHCSCF ot (T4 55552

) . g !MSH- (Curusstve SS0+851+852)
the PMP mode, so centralized scheduling has the notion of S Ay

uplink and downlink traffic. Table 3 presents the messages
used for CAC and scheduling in the WiMAX mesh mode. Fig. 4. A message flow example for the centralized scheme
IEEE 801.16 mesh mode networks present three different
scheduling mechanisms, Coordinated centralized schedul- All MSH-CSCH Grant messages contain information
ing, Coordinated distributed scheduling and Uncoordighate about all network grants, since all nodes need complete
distributed scheduling. These three scheduling policaes ¢ information for the schedule computation. Upon receiving
be either used alone or together in the same network. Someny message in the current scheduling sequence, and assum-
works like [6], [12] suggested that centralized schedule ing that the node has up-to-date scheduling configuration
should be used for external traffic and distributed scheduleinformation, a node will be able to compute locally all
should be used for intra network traffic. This came from the the schedule of transmissions, including its own. Besides
fact that the centralized schedule trusts in a mesh BS, thathe BS, a node should never transmit any downstream
in last instance, is a backhaul acting as gateway betweercentralized scheduling packet in a centralized scheduling

the internal and external network traffic. sequence in which it has not yet received a MSH-CSCH
message from a parent. Also, a node should not send any
Message| Name Description Connection centralized scheduling packets if its MSH-CSCF informa-
type tion is outdated.
39 MSH-NCFG | Mesh Network Configuration | Broadcast In terms of e“gibi"ty to send and receive MSH-CSCH
20 MSH-NENT | Mesh Network Entry Basic messages, all nodes are eligible to retransmit the grant
21 MSH-DSCH | Mesh Network Distributed | Broadcast schedule, except those that have no children. For transmit-
Schedule ting MSH-CSCH grant messages, all nodes with children
2 MSH-CSCH | Mesh Network Centralized | Broadeast are eligible. For transmitting MSH-CSCH request messages,
Schedule all nodes, except the mesh BS are eligible.
43 MSH-CSCF Mesh Network Centralized Broadcast 2.4.2 Distributed scheduling
Schedule Configuration In both distributed scheduling mechanisms, coordinated an
TABLE 3: Mesh MAC Management Messages uncoordinated, all the stations in the two hop neighborhood

must have their transmissions coordinated to avoid colisi

The coordinated distributed scheduling uses the control

part of the frame to transmit its own traffic schedule.
2.4.1 Centralized scheduling The distributed schedule may work with the centralized
For the Centralized Scheduling, the mesh BS schedules alschedule, at the same time, but does not rely neither on
SSs, and even BS, transmissions. The resource request arit operation nor in the existence of a mesh BS.
the BS assignments are both transmitted during the control The uncoordinated distributed scheduling is a simpler
portion of the frame. The centralized scheduling coordirat version of the distributed scheduler and may be used for
the transmissions and ensures they are all collision-free.fast ad-hoc setup of schedules in a hop-by-hop basis. The
Since the BS has the knowledge of the entire network, it is uncoordinated schedule is basically an agreement between
expected to be closer to the optimal usage of the spectrumwo nodes and should not cause collision with the data and
than the distributed forms. control traffic scheduled by the coordinated schedules.



Both coordinated and uncoordinated distributed schedul-3  Design challenges for IEEE 802.16 schedul-
ing employ a three-way handshake to setup the connecing and CAC
tion. The first message in the three-way handshake is a
MSH-DSCH Request, the transmission is scheduled using The objective of this section is to provide a better
a random-access algorithm among the “idle” slots of the ynderstanding of the design challenges of a new scheduling
current schedule. If the attempt was unsuccessful a randomynq/or CAC solution for IEEE 802.16. A joint view of the
backoff is used to avoid new collisions. Figure 5 shows o modes, PMP and Mesh, is a great asset to understand
schematically the messages in the three way handshake. {he problem as a whole. However, as we have seen in
Sections 2.3 and 2.4, the two WIMAX modes are quite
different. Therefore we address both the general and specifi
constraints.

» Common constraints

— Channel utilization: The channel utilization is

1- MSH-DSCH Request

/ 2- MSH-DSCH Grant
3- MSH-DSCH Confirm \

Fig. 5: Distributed Scheduling Three Way Hand Shake

The MSH-DSCH Grant can be issued by any neighbor
that listen to the MSH-DSCH Request. The grant message
contains the list with the subset of the resources awarded.
The first node awarded with the grant may start its grant
transmission in the immediately following base-channiel id
minislot. More than one granter may respond to the request.
The requesting node sends the same received MSH-DSCH
Grant message in confirmation. Doing this the requester’s
neighbors become aware of the grant awarded. The grant
confirmation is sent in the first available minislots follogi
the minislots reserved for the grant opportunity of the last
potential granter.

2.4.3 Network configuration

Two more messages, responsible for creating and main-
taining the network configuration, may be transmitted in
the network control subframe: Mesh Network Configuration
(MSH-NCFG) and Mesh Network Entry (MSH-NENT).

A new node that wishes to join the mesh network
waits until receiving a MSH-NCFG message. When the
new node receives this message it is able to establish the
synchronization with the already established mesh network
More precisely, to decide which node is the best sponsor
the new node may wait for more than one MSH-NCFG
message to arrive. When the sponsor node is chosen, the
new node uses it to send a MSH-NENT message to the
BS with its registration information. The sponsor node then
establishes a quick schedule, through the uncoordinated
scheduler process, and communicates this schedule to the
new node. The new node confirms the schedule and sends
the required security information. Finally, in the lastyste

the sponsor node grants the new node access to the network.

expressed in percentage of the available capacity
and it represents the achieved throughput. It corre-
sponds to the fraction of time used to transmit data
packets. In the case of a PMP communication, this
parameter is almost equal to the channel capacity.
Nevertheless, to maximize the channel utiliza-
tion, the scheduler should minimize the overhead
by optimizing the bandwidth-request strategy and
taking advantage of the concatenation, packing,
and fragmentation mechanisms, proposed by the
standard.

QoS requirements guarantee: The scheduler
should satisfy the QoS requirements of the dif-
ferent types of service specified by the standard.
Hence it has to monitor, for each connection, the
required QoS parameters, presented in Table 2,
and check if they are in line with what has been
negotiated.

Graceful service degradation:lt is an interesting
characteristic for CAC and scheduling algorithms,
when accepting new connections, to degrade the
service of the ongoing over provisioned connec-
tions as gracefully as possible. Since radio re-
sources are limited the use of this kind of strategy
would compensate lagging flows and ensure fair-
ness in radio resources management (RRM).
Fairness: One of the most challenging problems
for RRM is to find a compromise between in-
creasing the channel utilization— by serving flows
with good channel conditions— and being fair to
different flows. To estimate this parameter Jain’s
fairness index [13] might be used:

m 2

F— (Zi:l ;)
J — m 2
m.y i

Where m is the total number of flows and is

the proportion of received packets of flavduring

run time. F'y is equal to 1 when all flows equally
share the bandwidth, and equal t¢gm when a
flow monopolizes the network.

Implementation complexity: Scheduling and
CAC algorithms deal with many different con-
straints. Nevertheless, because they address—
among others—real time flows, they need to be
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fast and should not have a prohibitive implemen- — Dynamic DL/UL assignment in TDD mode:As

tation complexity. far as PMP is concerned, when considering the

— Scheduling delay: This parameter depends TDD mode, the amount of bandwidth allocated
mainly on the bandwidth request strategy adopted for uplink and downlink should be dynamically
by the scheduler since it corresponds to the time adapted to the traffic on each direction.

interval between when the bandwidth is requested Table 4 summarizes the importance of each constraint
and when it is allocated. The scheduling algorithm according to the mode in use. Three levels of importance
should try to minimize this time interval in order have been defined: (ljmportant which refers to all the
to meet the time constraints of delay-sensitive constraints that must be taken into account by a scheduler,
applications. (2) desirableto describe the optional features that could
— Scalability: Scalability is the capability of the jmprove the scheduling procedure, and (&)t applicable
scheduling algorithm to handle growing number of \when it is a constraint that is specific to another mode
flows, or nodes, in a graceful manner. Scalability and does not apply to the considered one. The topology
is also important in the context of mobile WIMAX  construction constraint, for instance, does not apply ® th
networks for mobility management. PMP mode since all the SSs communicate only with the BS
— Energy consumption: Increasing the autonomy in a point-to-multipoint fashion. To illustrate the diftsrce
of mobile nodes is a common concern in wireless petween anmportantand adesirableconstraint, in PMP
networks. Therefore the scheduler should adopt mode, we can consider the difference between the graceful
optimized power-saving strategies. This could service degradation and the QoS requirements guarantee
consist, for instance, in keeping the SS awake only (c¢f. Table 4). Indeed, guaranteeing the mandatory QoS
when it needs to send or receive data. parameters listed in Table 2 for each SF, like insuring the
— Bandwidth-request strategy: Because the stan-  minimum reserved traffic rate for nrtPS service flows, is an
dard gives a choice among several bandwidth re- jmportant issue and one of the main features that should
quest and grant techniques, it is important for each pe supported by a PMP scheduler. However, applying a
scheduling solution to define its own bandwidth graceful service degradation is just a desirable propéay t

request strategy. _ _ _ would decrease the blocking and/or the dropping rate.

— MAC-PHY cross-layer design: This constraint
consists mainly in considering the adaptive modu- Mesh
lation and COdlng (AMC) Capab"'ty defined by the Metric/Constraint PMP Centralized | Distributed
standard. Indeed, it is important, when allocating scheduling | scheduling
resources at the MAC level, to take into account [~crannel utilization . - o
the burst profile in use at the PHY level. QoS requirements guarantee - - -

— SS scheduler: The scheduling issue CONCEMS | ol service degradation " " "
not only the BS but also the SS. Indeed, since o " " ”

X . R K airness among nodes
bandwidth allocation is made on a per-SS basis, among SFs " " ”
a scheduler should be integrated in the MAC , :
. Implementation complexity * * ki
structure of an SS to share resources among uplink ,
Scheduling delay * * b
flows.
o . nodes * *% *%
« Mesh mode specific constraints Scalability | data traffic - - -

— Spectral efficiency/Frequency reuse:Reusing mobility * e ox
the same radio frequency in a different area for | Energy consumption * o wx
two or more different transmissions increases the | spectral reuse N/A ** o
network capacity and then the channel utilization. | routing N/A o ox
Nevertheless, interference should be avoided as| Topology construction N/A . o
much as pOSS|b|e- Schedulers| BS and SS schedulers| ** ** N/A

— Routing: Mesh mode networks imply the transfer Only SS Schedulers | N/A NA -
of messages between peer nodes. Unlike PMP[ ganqwidih-request strategy . P o
networks, at Mesh networks the Mesh BS does ["xyc ac-pry cross-ayen) - n .
not necessarily take part in all communications. o bL and UL . N/A N/A
Thus, routing is a fundamental process to enable | y i assignments

the communication among nodes inside the same
mesh network.

— Topo|ogy Construction: To enab|e the routing TABLE 4: 802.16 PMP and MeSh mOdeS: SChedUIing
inside the mesh network, nodes should be aware Challenges
of the network topology. In this way, they would

be able to bu||d a Consistent VieW Of the netWOI‘k. For the mesh mode’ the two dif‘ferent schedu"ng
« PMP mode specific constraints modes—distributed and centralized—have some differ-

** jmportant * desirable N/A not applicable
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ences. For example, for the distributed scheme, paying

attention to the algorithm complexity is more important i Sl

than it is for the centralized one. Normally, the distrituite

scheduling has more stringent time constraints. So, if | }
the scheduling process takes too long to deliver results, Packet Guenngderived | || Cptimizasonbesed Grossdlayer
these results may even become useless. For the centralized SEgES SEEgEs SHEEgEs
scheduling, however, this complexity is not that important l_k_l

First, because the mesh BS has a complete view of the

concerned network. The scheduling is, in this way, easier | One-ayer Hierarchical

Structure Structure

to implement and the algorithms are expected to be simpler.
Second, for the centralized mode, the process already con-
siders a substantial time interval to spread the schedulingFig. 6: Classification of the scheduling strategies of IEEE
information among the nodes. This delay is expected to be802.16 PMP mode

bigger than the time the scheduler would take in order to

run. Another point to observe is that the difference between

BS and SS schedulers does not apply (N/A) to the mesh

distributed scheduler, since there is no central BS for this4.1 PMP scheduling proposals: packet
scheme. The same line of thinking holds for the opposite queuing-derived strategies

case: the use of only one scheduling procedure does not

apply to the mesh centralized scheduling. For this scheme,

it is required to have different functions for the schedglin  4.1.1 One-layer scheduling structures

at mesh BSs and for the ones at mesh SSs.

Sayenkoet al [16] consider that because there is not much
time to do the scheduling decision, a simple one-level
scheduling mechanism is much better than a hierarchical
4 PMP scheduling and CAC one. Therefore they propose a scheduling solution based
on the round-robin (RR) approach. They argue that there
is no need to use disciplines like fair queuing (FQ) since
the weights in such algorithms are floating numbers while
the number of allocated slots, in 802.16 networks, should
As shown in Figure 6, the approaches adopted in lit- have an integer value. They also try to outline the diffeeenc
erature when designing a scheduling solution can be di-between the weighted round-robin (WRR) discipline and the
vided into three main categories. (1) The first one is a 802.16 environment. They insist on the fact that WRR may
queuing-derived strategy where the authors focus on thelead to a waste of resources because of its work-conserving
queuing aspect of the scheduling problem and try to find behavior that does not fit the fixed-size frame of 802.16 that
the appropriate queuing discipline that meet the QoS re-implies a non-work conserving behavior.
quirements of the service classes supported by the IEEEBased on the above considerations, the authors proposed in
802.16 standard [1], [2]. In this first category, two kinds of [16] a scheduling solution that consists in four main steps:
structures are proposed: either simple structures camgist
in general in one queuing discipline applied for all the « Allocating for each connection the minimum number

scheduling services [14], [15], [16] or hierarchical stures of slots that ensure the minimum reserved traffic
consisting in two or multiple layers reflecting different rate with respect to the used modulation and coding
levels of scheduling like in [17], [18], [19], [20], [21], &, scheme,

[23], [24], [25]. (2) In the second category, the scheduling « Distributing the free slots between rtPS and nrtPS
problem is formulated as an optimization problem whose connections and then assigning the remaining to BE

objective is to maximize the system performance subject connections,
to constraints reflecting in general the QoS requirements « Ordering the slots in such a manner the delay and jitter

of different service classes [26], [27], [28], [29], [30], values are decreased.

[31], [32], [33], [34]. (3) The third category of scheduling « Estimating the overhead for UGS, ertPS, and in some
mechanisms that can be found in literature is the cross-laye cases nrtPS connections. This is not possible for rtPS
strategy. The scheduling schemes adopting this strategy ar and BE connections since it is more likely that the
usually based on a cross-layer architecture. The objeofive SDU size varies.

this architecture is to optimize the communication between

two [35], [36], [37], [38], [39] or three different layers (4, Note that [16] is one of the rare research works in which
[41] and thus improve the system performance. As we will the overhead resulting from the scheduling decision, and
see in Section 4.3, these schemes could be further classifiegpacking or fragmentation capability is taken into account.
based on the layers involved in the cross-layer design. However it is also worth mentioning that the authors con-



sider a grant per connection (GPGnechanism and when received by each connection. It also considers the 1f?urival
ordering slots, they apply an interleaved scheme that istime and the deadline requirements of rtPS connections.
in contradiction with the frame structure specified by the However, the authors focused only on UL scheduling. They
standard. considered TDD mode and assumed that the durations of
In [14], [15], Cicconettiet al conjecture that the class UL and DL subframes are dynamically determined by the
of latency-rate( LR) scheduling algorithms is particularly BS but they did not specify how these proportions are
suited for implementing schedulers in 802.16 MAC since fixed. The QoS architecture they proposed in [24] includes
the basic QoS parameter required by a given connectiona token-bucket based admission control module that will be
is the minimum reserved traffic rate. Indeed the behavior described in Section 4.4.
of such algorithms is determined by two parameters which  Most of the works that we will present in this section
are the latency and the allocated rate [42]. From this class,are “quite similar” to the scheduling model introduced by
the authors have chosen the deficit round robin (DRR) Wongthavarawatet al. in [24], [25]. Nevertheless, since
algorithm. DRR is simple to implemenO(1) complexity more or less features are supported by each scheme, we have
if specific allocation constraints are met) and provides, grouped them based on their main common contribution.
according to [14], [15], fair queuing in presence of varabl
length packets It nevertheless requires a minimum rate to

be reserved for each packet flow; so even BE connections 1 uGs \ \ \ \ \ \
should be guaranteed a minimum rate. Also since this

algorithm assumes that the size of the head-of-line packet p—— %2 A ‘ ‘ ‘ ‘ ‘ ‘
is known, it can not be applied by the BS to schedule  girawigh

uplink transmissions. For this reason the authors have made \ % [k ‘ ‘ ‘ ‘ ‘ ‘
the choice of implementing it as SS scheduler and as a s« e [[]1]]
downlink scheduler at the BS, since both BS and SS know

the head-of-line packet sizes of their respective queues. T FP: Fixed Priority
schedule uplink transmissions at the BS—based on backlog 777 Feriest beadine First

. . . ) : Weighted Fair Queueing
estimation—they have selected the WRR algorithm which RR: Round Robin

beIong_s, I|ke_ DRR, 10 the cl_ass R al_gonthms. Fig. 7: Hierarchical structure for bandwidth allocation in
The simulation study carried by Cicconettit al [14] WIMAX PMP mode [24], [25]

demonstrated that the performance of 802.16 systems, in '

terms of throughput and delay, depends on several metrics _

such as frame duration, the mechanisms used to request ~ Delay-aware scheduling : In [23], Suet al. pro-

UL bandwidth, the offered load partitioning—how traffic is P0Sed a two-layers scheduling structure composed of a BS

distributed among SSs, the connections within each SS, angcheduler and an SS scheduler. At BS scheduler, priority
the traffic sources within each connection. is given to schedule data grants for UGS connections

and bandwidth request opportunities for rtPS and nrtPS
4.1.2 Hierarchical scheduling structures connections. The amount of bandwidth allocated in this

Wongthavarawagt al. [24], [25] are the first authors who phase is reserved during connections_ seFup. Data grants
introduced a hierarchical structure of bandwidth allomati ~ for 'tPS, nrtPS are then scheduled taking into account the

for 802.16 systems. This hierarchical scheduling stregtur information contained into bandwidth request messages and

shown in Figure 7, combines strict priority policy, among tN€ir minimum requirements. Finally, the residual band-
the service classes, and an appropriate queuing managemetfidth, if any, is redistributed in proportion to pre-assegh
discipline for each class: earliest deadline first (EDF) for connections weights. The proposed SS scheduler considers
rtPS, and weighted fair queuing (WFQ) for nrtPS. Fixed 2 fixed priority scheme—1, 2, 3 and 4 for BE, nrtPS, rtPS
time duration is allocated to UGS connections and remain-and UGS scheduling service, respectively. Bandwidth is
ing bandwidth is equally shared among BE connections. firstly guaranteed for UGS c_onnect|0r_15. rtPSs packets are
In order to avoid starvation for lower priority connections then scheduled based on their respective deadline stamps—

a policing module is included in each SS. It forces each corresponding to theiurrival_time + tolerated_delay.
connection to respect the traffic contract when demandingEach nrtPS packet is associated with a virtual time cal-
bandwidth. The proposed scheduling algorithm takes into culated to guarantee the minimum reserved bandwidth and

account the queue size information and the service actually’€Nce maintain an acceptable throughput. A simple first-in-
first-out (FIFO) mechanism is applied for BE queues.

2. This approach consists in allocating the bandwidth onracpenec- Other scheduling schemes focusing on delay require-

tion basis. In contrast with GPC, the grant per subscribaticst (GPSS) il ;
refers to the allocation of bandwidth per SS. Both conceptulsl have ments were proposed in literature. In [19] for instanceeéhr

been disused since the publication of the IEEE 802.16a-Z@Bdard SChe_dmerS were Combine(_j to meet t_he QoS r_e_qUireme_ntS

[10]. Indeed, it is clearly specified in [1], [2] that bandidis requested of different classes (cf. Figure 8). Time sensitive traffic

\%‘1 ;epfgrcg;‘ghe‘g'g” basis while grants are aggregated amdsadd as a  gtregams—namely UGS flows, rtPS flows and (n)rtPS polling
3. This is in contradiction to what has been stated by FattahlLaung flows—are served by Scheduler 1 that applles EDF algo—

in [43] where they qualify the fairness of DRR algorithm a®dp’. rithm. Minimum bandwidth reserving flows (nrtPS flows)
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are scheduled by Scheduler 2 using WFQ. The weights
correspond to the proportion of requested bandwidth. WFQ
algorithm is also applied by Scheduler 3 to serve BE .
traffics; weights nevertheless correspond in that case to| Proportional |« Bandwidth Request |  Carliest Due
. WS = ) . Date (EDD)
traffic priorities specified by each BE connection. Other | FairScheduler | o . .00 aliocation »|  Scheduler
components of the proposed architecture are then used |«Data Transmission—|
to plan contention and reserved transmission opportu@nitie
according to the bandwidth availability and to the priesti
assigned to each scheduler—the highest priority is asdigne

BS SS

Polling——»{

B h ler
to Scheduler 1. S Schedule
1. Polling Entity 2. BW Allocation
Slots for UGS
UGS Flows Every frame -> SS with rtPS and nrtPS P+||
ol
1PS Polling Flows Every 3 frames -> SS with BE only +

} Proportional Fair of BW requests

1 9.a BS scheduler [21]
ves[ [ [][]]

nrtPS Polling Flows

[ [T TTTF
[ [T TTTF
[ [T TTTF
1tPS Flows “““}
[ [T TTTF
[ [T TTTF

2 rtPS
@e T ®==0
/ j queue
o] L[]
= | [[I[ [
BE Flow #2 |
‘ ‘ ‘ ‘ ‘ ‘ % EDD: Earliest Due Date

[ 9.b EDD SS scheduler [21]

FP: Fixed Priority Fig. 9: Multimedia supported uplink scheduler [21]
EDF: Earliest Deadline First

WFQ: Weighted Fair Queueing

nrtPS Flow #1

nrtPS Flow #2

nrtPS Flow #n ‘ ‘ ‘ ‘ ‘ ‘ },

BE Flow #1 ‘ ‘ ‘ ‘ ‘ ‘

oq. ; priority than UL. The second policy is a service class-based
Fig. 8: 3 schedulers proposal for WiMAX PMP mode [19] priority applying the following scheme: rtPS>nrtPS>BE.

As can be seen from Figure 12, the authors have com-
In [21], a multimedia supported uplink scheduler is bined these two policies using a strict priority scheme
proposed by Perumalrajet al. It includes a proportional  which assigns strict priority from highest to lowest to:
fair (PF) BS scheduler and an earliest due date (EDD) SSDL,;ps,UL,ips, DLprips,ULprips, DLpr,and/ Lgg.
scheduler. The BS scheduler (Figure 9.a) allocates reesurc For DL and UL UGS connections, they have chosen to
first for the UGS service and then to poll SSs having at apply a fixed bandwidth allocation strategy. In second layer
least one non-UGS connection: one slot is allocated in eachscheduling, three different algorithms were assigned o th
frame for each SS having rtPS or nrtPS connections andother classes of services: EDF for rtPS, WFQ for nrtPS
one slot every three frames is allocated for SSs havingand RR for BE. nrtPS connections are scheduled based
only BE service connections. Finally, remaining OFDMA on weights corresponding to the ratio between the nrtPS
resources are proportionally allocated for SSs based on theconnection minimum reserved traffic rate and the sum of
received bandwidth requests. As can be seen from Figurethe minimum reserved traffic rates of all nrtPS connections.
9.b, the EDD SS scheduler serves packets from the fourA basic admission control algorithm is also proposed in this
traffic queues (UGS, rtPS, nrtPS and BE) in the order of work. It accepts the connections for which the minimum
the deadline assigned to each packet regardless of theireserved traffic rate does not exceed the available channel
scheduling service type. capacity; all BE connections are nevertheless accepted.
Asymmetric DL/UL scheduling: [18] is one of the In order to take advantage of the DL/UL map of the
rare research works that have proposed a schedulingd02.16d standard [1], Mat al. propose in [20] a three-tier
algorithm considering simultaneously uplink and down- scheduling framework in which DL and UL respective loads
link bandwidth allocation in TDD mode. In first layer could be unbalanced. Unlike in [18] however, the ratio of
scheduling—of the two-layer hierarchical schedulingstru DL subframe with respect to the frame size is computed at
ture proposed in this work—Cheat al [18] have suggested the beginning of each frame. Indeed, a pre-scale dynamic
the use of deficit fair priority queuing (DFPQ) algorithm resource reservation (PDRR) is used to allocate dynamicall
instead of strict priority in order to avoid starvation for the overall frame bandwidth to DL and UL subframes with
low priority classes. This first layer scheduling is based respect to a pre-scaled bound. The ratio of each subframe
on two policies. The first one is a transmission direction- to the entire frame is computed based on the queues lengths
based priority where they chose to attribute to DL a higher and on the sizes of the bandwidth requests.
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Scheduling Layer/Phase DL UL UGS rtPS nrtPS BE
proposal
[24], [25] 1% layer Fixed Priority
274 Jayer Fixed Bandwidth EDF WFQ Equally distributed
[23] BS 1%* phase Fixed Bandwidth Grant Bandwidth Request Opportunities -
Scheduler | 2™? phase . - Guarantee the Minimum Reserved Rate -
374 phase - WFQ to distribute residual bandwidth
SS ° Fixed Priority
Scheduler Fixed bandwidth EDF | EDF (vinual Time) | FIFO
[21] BS 1°% phase Fixed Bandwidth Unicast Polling
Scheduler | 2™? phase . o Proportional Fair based on bandwidth Requests
SS Scheduler EDD
[22] 1%t layer . Fixed Priority
274 Jayer . Fixed Bandwidth | WRR | RR
[18] 1%t layer . DFPQ
274 |ayer . Fixed Bandwidth | EDF WFQ | RR
[20] Tier 1 (at BS) ° Fixed Bandwidth PQLW + MMFS among SSs
Tier 2 (at SS) . Fixed Bandwidth SCFQ WRR
Tier 3 (per traffic flow) - EDF SPLF
[19] Scheduler 1 EDF (UGS + rtPS + Polling rtPS and nrtPS) _ _
Scheduler 2 - - WFQ (based on -
bandwidth requests)
Scheduler 3 - - - WFQ (based on
traffic priority)

TABLE 5: WIMAX PMP mode hierarchical scheduling structures
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FP: Fixed Priority
WRR: Weighted Round Robin
RR: Round Robin
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[TTTT 1 3
SS1 +7

e = DOPITEETS | G
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FP: Fixed Priority
WRR: Weighted Round Robin
RR: Round Robin

Fig. 10: Scheduler model for WIMAX PMP mode [22] Fig. 11: Scheduler model for WiIMAX PMP mode [22]

capabilities as well as their impact on the scheduling per-
Packet-based scheduling: use of packing, fragmen-formance were considered in the packet-based scheduling
tation, PHS and AMC: Fragmentation, packing and PHS strategy proposed in [22] by Settemtakal. As can be seen
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1 between its minimum and maximum specified require-

oy [ [ ] ments,
2 « “over-satisfied” if it is granted more bandwidth than
/ , UL”PS‘ ‘ ‘ ‘ ‘ ‘ its maximum need.
: DL nrtP D@ The first-tier allocation algorithm is category-based and
R e 4 LI gives the highest priority to “unsatisfied” connectionsr Fo
UL nrtP# \ \ \ \ \ a specific category, the second-tier allocation algoritlsm i
\ 5 applied to share residual bandwidth based on weights. The
oee| | | | | | flowchart of the proposed 2TSA is shown in Figure 13.
6
—  EENRNARNG

DFPQ: Deficit Fair Priority Queueing ‘m’

EDF: Earliest Deadline First
WFQ: Weighted Fair Queueing
RR: Round Robin ;
BRs && Raiocated
Fig. 12: Hierarchical structure of bandwidth allocatiorr fo T ior o #1
WiMAX PMP mode [18] | o
‘ Unsatisfied ‘ ‘ Satisfied Over-satisfied

from Figure 11, the proposed scheduler combines a strict i £ &
priority policy among the different service categories and 219 tier Weight calculation | | Weight i Weight

g . . T && ma && | &&
a specific queuing management discipline for each class: BW Allocation BW Allocati BW Allocati W
fixed bandwidth, WRR and RR for UGS, (n)rtPS and BE,

respectively. For WRR discipline, weights are determined
according to the guaranteed bandwidth. Fig. 13: Operation flowchart of 2TSA [17]
Adaptive modulation and coding was also addressed in [22].
A preliminary WRR/RR allocation is achieved assuming

the use of the most robust burst profile while bandwidth is | . . } : . .
oo ' .~ hierarchical scheduling mechanisms presented in this sec-
allocated taking into account the actual burst profile! It is . S . ) . T
tion combine in general an inter-service scheduling disci-

true that this way of proceeding guarantees enough band- . . o . . :
) . : .. pline with a specific queuing mechanism for each service
width for existing flows even in the worst case. However, it

: A . : ! class. Such structures lead to a high computational complex
might cause an unjustified high blocking rate and a low link itv that mav be prohibitive from an implementation point of
utilization when the channel is good. Another shortcoming y ybep P P

of [22] is that the admission control algorithm that manages view anq that may not fit the delay constraints of real-time
. : scheduling services.
the access of new connection—and based on which the Service-specific scheduling: Reaardless of the bro-
minimum bandwidth requirements are guaranteed—is not P g: ge - P
posed scheduling structure, some service-specific schedul

described. ; : A
. : . . ing solutions are presented in literature. Let al. for
Table 5 summarizes the hierarchical scheduling proposals

d ibed ab In this tabl h hether DL instance focused in [44] on VoIP services. They argued that
es;:_n €d above. In (Ijs a et’ gvetﬁ ow whe der h c;:OIn both UGS and rtPS have some problems to support the VoIP
nections are concerned or not by IN€ proposed sehedulinge jces and proposed an enhanced scheduling algorithm to

mechanism. Also, the table reflects the d|ffer§ant s_teps .Ofsolve the mentioned problems. In fact, the fixed-size grants
each scheduling process as well as the queuing discipline

lied at h idered level of i . assigned to UGS connections of voice users, cause a waste
applied at each considered level of aggregation (per servic of uplink resources during silence periods. Moreover, the
type, per connection, etc.).

. . , . bandwidth request mechanism used by rtPS connections
Satisfaction-based scheduling: In [17], an original o545 1o MAC overhead and access delay which is not
two-tier scheduling algorithm (2TSA) was proposed to convenient for VoIP applications. Therefore the authors

avoid starvation problem and to provide fair allocation of assumed that a voice activity detector (VAD) or silence
residual bandwidth. UGS connection is not concerned bydetector (SD) is used by the SS in the higher layer and

ﬂ}eb“ZLSA; ﬁlgoritpm since ithis aIIocat.ed a fi>|<ed ,"jf‘,mgl%nt proposed an algorithm to be used by the SSs to inform
of bandwidth per frame. Each connection is classified into the BS of their voice state transitions. In order to avoid

either “unsatisfied”, “satisfied”, or “over-satisfied” cosy MAC overhead, the proposed algorithm makes use of one
of the reserved bits of the conventional generic MAC header

Compared to simple-structured scheduling solutions, the

tion and is assigned a weight indicating its shortage ossati
faction degree—depending on its category. The connectionyt |EEE 802.16 [1] to do that. Simulation results showed

is considered as: that, compared to rtPS, the proposed algorithm decreases th
« “unsatisfied if the allocated bandwidth is less than its MAC overhead and access delay. Also it can admit more
minimum requirement, voice users than UGS making more efficient use of uplink

- a “satisfied’ connection if the allocated bandwidth is resources.



In a more recent work [45], they demonstrated, using the on the amount of allocated bandwidth, the averagelélelay,
analysis of resource utilization efficiency, that the ertPS the throughput, and the admission control decision for UGS,
service introduced by the IEEE 802.16e standard [2] is morertPS, nrtPS, and BE, respectively. Using these utility func
suitable than UGS and rtPS for VoIP services with variable tions, they formulated the optimization problem illuséat
data rate and silence suppression. Indeed they proved thah Table 6. The authors set a limit of the allocated bandwidth
ertPS not only solves the problems of resource wasting,betweend,,;,, and b,,,, for each connection. They also
delay, and overhead caused by the use of UGS and rtPSdefined a threshold for each service class since the total
respectively but also increases the number of voice usersavailable bandwidth is shared using a threshold-based com-

that can be supported by the network. plete partitioning approach. To obtain the optimal thrddho
setting, an optimization-based scheme is proposed. Te solv
4.2 PMP scheduling proposals: the proposed optimization problem, Niyato and Hossain

suggested two solutions using an optimal approach and
an iterative approach, respectively. The first solution has

; M(Ab)
This second category of scheduling strategies consistsa complexity ofO(2 ) where M denotes the number

. . ) . . of ongoing and incoming connections anh = b,,4, —
in formulating the _sch_edullng problgm_, n 802'1_6 environ- bmin + 1. Since the complexity of the optimal algorithm
ment, as an optimization problem aiming at optimizing the

. : may be prohibitive from an implementation point of view,
allocation OT resources to different SSS.' '_I'ab!e 6 Ioresentsthe authors proposed an iterative approach based the water-
the formulation of some examples of optimization problems

proposed in literature filing mechanism. This solution is more implementation-

imal soluti h o bi friendly—its complexity isO(C)—uwhile providing similar
To get an optimal solution to the optimization problem system performances.

E);mulate;j in 534] (seTDTabIe 6),_the§uthors nﬁed to use ar:cTo analyze the connection-level (such as the blocking proba
| -cor|r|1p etedntegeés rogramming hecausle L € |Tjurr1n er 0bility) and packet-level (e.g. transmission rate) perfance

§ots allocated per >S5 0N a given channel should NAVe any,q 54 res, the authors developed a queuing and an analytical

integer value. F_Qelaxmg this con;tramt, the authqrs psepo model, respectively. The proposed connection-level model

a;}seco?]qb.solutlon b?se.d oc;)a I;nee;r progLammmg app:jroactth]' [33] defines the connection blocking probability and

that exhibits a complexity af(n”.m". V) wheren, m, an the number of ongoing connections via a Continuous Time

N denote the number of SSs, the number of subchannels an arkov Chain (CTMC) model. These parameters are then
used to formulate an optimization problem (see Table 6)

the total number of slots, respectively. However, because i
is still a computationally demanding problem, the authors aiming at maximizing the system revenue while maintaining
he blocking probability at the target level.

suggested the use of a heuristic algorithm whose computas
tional complexity isO(n.m.N). The authors then proved
that the proposed algorithms optimize the overall system
performance but may not be fair to different SSs. Therefore
they modified them using the proportional-fair concept. 4.3 PMP scheduling proposals: cross-layer
Based on the developed algorithms, they defined a schedulstrategies
ing algorithm for the BS and another one for the SS. The
authors agree that considering a joint scheduling for dplin In Sections 4.1 and 4.2, corresponding to the two first
and downlink, at the BS, is more efficient. They neverthelessscheduling strategies, we have seen some works (such as
argue that it is not possible to do that when considering [16], [22]) that take into account the AMC capability which
the context of OFDMA/TDD. Therefore they adopted a is also referred to as MAC-PHY cross layer capability.
scheduling mechanism in which downlink and uplink are In those works, the cross-layer aspect is only one of
scheduled separately for all the classes. The priorities ar the supported features. However, the scheduling schemes
assigned as follows. Allocations are made first for UGS, we are presenting in this section are totally found on
then rtPS, then for nrtPS just to guarantee the minimuma cross-layer architecture whose objective is to optimize
requirements, and finally to satisfy the remaining demands.the communication between different layers of the open
The choice of one of the proposed algorithms depends onsystems interconnection (OSI) stack. We can further diassi
the availability of resources and on the channel conditions these schemes into: (1) MAC-PHY cross-layer schemes, (2)
As for the SS, the authors took into account the overall IP-MAC cross-layer schemes, and application-MAC-PHY
system performance and fairness to different users. Theycross-layer schemes.
proposed the same sequence followed by the BS but with 4.3.0.1 MAC-PHY cross-layer schemes: The stan-
two different models: a packet model, in which fragmen- dard provides a link adaptation framework based on which
tation is prohibited, for both UGS and rtPS and a byte the MCS can be adapted to the channel conditions. How-
model—fragmentation is possible—that may be used by ever, since no scheduler has been defined by the standard,
nrtPS and BE services. the way of implementing this capability has been left un-
In [32], Niyato and Hossain considered systems operat-defined which explains the need for such MAC-PHY cross-
ing in a TDMA/TDD access mode and using WirelessMAN- layer design. This need has been explained and justified
SC air interface. They defined a utility function that depend through preliminary simulation by Noordiet al. in [39]

optimization-based strategies
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Proposed Solution Cost Function Constraints
(Minimize/Maximize) (subject to)
Joint Minimize * The average delay meets the delay requirements of tPS
Bandwidth Allocation and The average delay connections.
admission control [33] * The transmission rate meets the transmission rate regeinés of
connections.

* The amount of allocated bandwidth for each connection tsvben
bmin aNdboaz.

* The total amount of allocated bandwidth does not exceeddted
available bandwidth.

Queuing theoretic and Maximize * The allocated bandwidth for UGS connections is equal tordgired
optimization-based model level of users’ satisfaction | bandwidth
for resource management <=> * The delay requirements for tPS connections (dependingherarrival
[32] Maximize rate, the average SNR and the allocated bandwidth) are met.
Utility function * The transmission rate requirements of nrtPS connectidepdnding on

the arrival rate, the average SNR and the allocated bandpéate met.
* BE connections are admitted.

* The amount of allocated bandwidth for a given connectiobesveen
bmin aNd by az.

* The total amount of allocated bandwidth does not exceeddted
available bandwidth.

* The thresholds (corresponding to the amount of reservediwalth
for each service class) are respected.

Queuing model for Maximize * The connection blocking probabilities* for UGS, rtPS, P& and BE
connection-level The system revenue connections do not exceed the target blocking probalslitie

performance analysis <=>

[32] Maximize

the number of ongoing
connections
Efficient and fair Scheduling of Minimize * The number of granted slots on a given subchannel do noteektiee number
Uplink and Downlink in the unsatisfied demands | of slots of this subchannel

OFDMA Networks * The amount of bandwidth (slots) allocated per connectiomdt exceed

[34] the whole demand of that connection.

* The blocking probabilities as well as the number of ongoingrections are function of the corresponding threshold.

TABLE 6: Optimization approach: cost function and consttsi

where they propose a cross-layer optimization architectur [36], voice traffic can tolerate “some instantaneous packet
for WIMAX systems. The cross-layer optimizer (CLO) loss”. Thus, the number of time slots allocated per frame to
presented in this work, acts as an interface between betweetdGS connections is fixed. Liet al. define a factor called
MAC and PHY layers to obtain and tune the required and the normalized channel quality based on the received SNR
optimum parameters. and a priority function (PRF) is assigned to each non-
The authors in [39] believe that there is no need to introduce UGS connection depending on its service class. This PRF
the application layer in the cross-layer architecture tagy  depends on:

proposing since the application requirements are consitler  , the BE class coefficient and the normalized channel

through QoS provisioning at MAC level. Therefore, the quality for BE connections,

proposed CLO is reduced to MAC-PHY cross-layer opti-  , the nrtPS class coefficient, the normalized channel

mization. quality, and the rate performance for nrtPS connec-
A more technical MAC-PHY cross-layer scheme has tions,

been proposed by Liwet al. in [35], [36]. The authors « the rtPS class coefficient, the normalized channel qual-

in [35], [36] define an AMC design by setting a region ity, and the delay requirements for rtPS connections.

boundary defined by signal to noise ratio (SNR) intervals The class coefficients are set so that the priority order for
corresponding each to a different transmission mode. Thethe different service classes is rtPS > nrtPS > BE. All
minimum switching threshold of each interval corresponds the residual time, after scheduling UGS connections, is
to the SNR at which the packet error rate (PER) is less allocated to the connection having the highest PRF.

or equal to a prescribed PER,. The AMC design is not The AMC design proposed by Liet al. is quite flexible
adopted for UGS connections because, according to [35],since it does not depend on any specific traffic or channel



model. However, the fact of scheduling only one non- optimizer that exists at BS and SS parts. The optimilzsation
UGS connection per frame might cause a significant delayprocess consists in collecting an abstraction of the the
for real-time applications. This is more likely to happen layer-specific information (such as QoS parameters and
when the considered PHY is WirelessMAN-OFDM. Indeed, channel conditions) and informing the corresponding layer
unlike in WirelessMAN-SC PHY where the frame size of the required changes. These changes are instructed
could take the values: 0.5, 1, or 2 ms, the frame sizes inbased on a decision algorithm that decides about the MCS
WirelessMAN-OFDM varies from 2.5 to 20 ms [1], [2] ! and traffic rate for each SS.

Also, the scalability is claimed to be achieved by the

proposed scheme since adding new connections would4.4 Connection admission control propos-
affect connections with low priority prior than those with 31s for WiMAX PMP mode

a high priority. However, this would cause starvation of

low priority connections f';md might even affect high prigrit In order to guarantee QoS in mobile networks, it is
ones when the network is overloaded. In order to OVercomejmnortant to combine the scheduling policy with an efficient

this shortcoming and guarantee better QoS performance, ifcAc srategy. The main role of a CAC strategy is to decide
would be interesting to combine the proposed scheduling,yhether to accept or not new flows while making sure that
scheme with an efficient CAC algorithm. _ _ the available resources would be sufficient for both the
~ 43.02 IP-MAC cross-layer schemes: Unlike NO- nq5ing and the incoming connections. In order to take
ordin et al. in [39] who restricted their cross—layer archi-  guch an important decision, mainly two strategies can be
tecture to PHY and MAC layers, the authors in [37], [38] 4q0pted when no resources are available for the new flows.
have focused on a layer 3 (L3) and layer 2 (L2) cross-layer rpge first one—more flexible—would consist in gracefully

design. They insisted on the importance of an IP and MAC geqrading existing connections to make room for the new
cooperation to provide a better QoS service. The crosstlaye jne The second strategy—more conservative, yet simpler—

framework proposed by Maet al.in [37], [38] includes: would maintain the QoS provided for ongoing connections

« a mapping between L3 and L2 QoS: where integrated and simply reject the new service flow.
service (IntServ) and differentiated service (DiffServ)

classes are mapped to 802.16 MAC service classes ag 41 PMP CAC schemes with degradation strategy

shown in Table 7. D .
« a simple admission control scheme based on which aTh'S .ﬁrSt category of CAC. schemes m_clude all the CAC
algorithms based on service degradation [46], bandwidth

new service flow is accepted when the_ remalnmg_llnk borrowing [47], [48], [49], or bandwidth stealing [50] stea
capacity is more than the new flow required bandwidth. ~. 2L S
gies. The main idea of these policies is to decrease—when

« afragment control mechanism that groups fragments of ecessary and possible—the resources provided t onaoin
the same IP packet so that they are treated as a whold! ry P P going

by L2 (e.g. fragments from the same IP packet are not ](czlonn(;ctmns |r.1”order. tc:hpe abtlfa tots_ccetpt ta new slir\gce
interleaved in the L2 buffer, they are all removed in ow. AS we Will see In this section, this strategy could be

: combined with a threshold-based capacity sharing approach
the case of congestion)

« a remapping scheme proposed for a better buffer uti- ![?] otrderto avoid Zta(rj\_/atltor:j[SO], or ‘:‘ g?"gd %hqr;?ﬁlfstryiteg
lization. Indeed, L3 higher priority CL and EF packets at reserves a dedicated amount ot bandwl or more

may be stored in nrtPS buffers when rtPS buffers are bandwidth-sensitive flows (like UGS [48], or handover [49]

- . connections).
full (th likely to h b f th : . .
buursgtinSSSISofrT;SIDrg tlra(:fi)(/: ) © happen because ot the Service degradation: In [46], service flows (SF) are

prioritized according to their respective service type &G

P 0oS WIAC 802.16 oS (e)rtPS> nrtPS> BE) and among each service type, a priority
InServ Guaranteed Service (GS) UGs is assigned to SFs based on their jitter rt_—zqwr_ements for UGS
Comtrolied Toad prees flows, delay for (e)rtPS flows ar_ld traffic pnqnty for both
—— Expedited Forwarding (EF) PS nrtPS and BE. flows. If the available bandwidth does n(_)t
A : meet the requirements of handover flows, a SF degradation
ssured Forwarding (AF) i i lied. It ists in d K the bandwidth
ntServ. DiffSery Best Effort (BE) 5E policy is applied. It consists in decreasing the bandwi

assigned to existing SFs whose priority is lower than the
TABLE 7: Mapping rule from IP QoS to MAC 802.16 QoS handover (HO) SF and whose assigned bandwidth exceeds

[37], [38] the minimum reserved bandwidth. SF degradation concerns
only handover SFs. A new flow is accepted only if the
4.3.0.3 Application-MAC-PHY cross-layer already available bandwidth guarantees its minimum band-

schemes: The cross-layer optimization mechanismwidth requirement. A two-dimensional continuous Markov
proposed by Triantafyllopouloet al. in [40], [41] takes model is used to analyze the performance of the proposed
advantage of the adaptation capabilities existing at bothscheme. However, many assumptions have been considered:
PHY and application layers. They combine the AMC UGS=(e)rtPS and nrtPS=BE. The authors also suppose that
capability of the physical layer and the multi-rate feature all the flow belonging to the same class have the same
of the multimedia applications through a cross-layer minimum and maximum requirements which is restrictive.



The proposed scheme is then compared to a threshold-baseN_) connections: HO_UGS > HO_rtps & HO_ertIyS >
admission control (TAC) policy [26] in terms of blocking N_UGS > N_rtPS & N_ertPS > HO_nrtPS > N_nrtPS >
and dropping probabilities and bandwidth utilization. 1¥al HO_BE > N_BE. The reserved bandwidth corresponds to
the TAC algorithm, the AC approach proposed by &el. the maximum sustained traffic rate for UGS and to the
[46] adjusts the grant adaptively to the cell load and dog¢s no minimum required rate for polling services. No bandwidth
restrict the SF degradation to a single class of flows whenis reserved for BE traffic. This basic algorithm is combined
necessary. Thus, the proposed algorithm performs bettemwith a guard channel policy and a proportional bandwidth

than the TAC algorithm. borrowing scheme. Indeed, a guard channel corresponding
Bandwidth borrowing : to n% of the channel capacity is reserved for handover
« Bandwidth borrowing in a non-cooperative game connections. Thus a new connection is blocked if the

The problem of admission control in IEEE 802.16 networks available bandwidth is less thafl.n% while a handover
is formulated by Niyatoet al. in [47] as a non-cooperative connection is blocked only if no bandwidth is available. A
game. The players in this game are the rtPS and nrtpgproportional bandwidth borrowing scheme is applied when
connections that want to maximize their QoS performance.the required bandwidth is not available. The BS borrows
The payoff of the game is the total utility of the ongoing from connections having the same or lower priority than
rtPS and nrtPS connections. The problem consists in findingthe new/HO connection. The connection that occupies more
the equilibrium point between the two types of connections Pandwidth lends more to the admitted connection.
to offer bandwidth for the new connection and meet the Bandwidth stealing : In [50], Jiangt al. combine
QoS requirements of both ongoing and new connection.an uplink scheduling algorithm with a CAC policy, both
Based on the solution of the game, a CAC scheme is therPased on a token-bucket approach. In the proposed CAC,
proposed to guarantee the QoS requirements of rtPS andach uplink connection is characterized by two parameters:
nrtPS connections. a token rater; and a bucket sizé,. rtPS flows, however,

« Bandwidth borrowing and stepwise degradation have an extra parametet; corresponding to their delay

The CAC scheme, proposed by Waatgal. in [48], assigns requirement. In order to avoid starvation of some classes,
the highest priority to UGS flows and aims to maximize the :[Phe authorls defme_ a thresh(t))ld gap:%ltyhper .ser\élcgl type(zj.
bandwidth utilization by bandwidth borrowing and degrada- h us,h altdchass Iusmg hmore andwidt ht an |t§ de |ca:§k
tion. A predetermined amount of bandwidth U is exclusively thresho as less chances to use the remaining uplin

reserved for UGS connections. An UGS connection is Ssﬁac'ty' ss blish ice fl ith
accepted if there is enough bandwidth to accommodate enan attempts to establish a new service ow—wit
parameters:;, b; andd; (for rtPS flows)—uwith the BS, the

its requirements otherwise it is rejected. Denote A . .
d ) By proposed CAC algorithm is applied as follows. If the re-

the total bandwidth, B, the bandwidth set aside for quired bandwidth is less than the remaining uplink capacity
ongoing connections (UGS, rtPS and nrtPS), andbhy, . . .
going ! ( ) i Cremain, the flow is accepted. If not a “bandwidth stealing”

brps the bandwidth requirement for a new UGS or rtPS ) . : . . .
P W aut W strategy is applied. First, if connections belonging to éow

connection, respectively. For a new nrtPS connectith® ) -
P y e s—than the new one—are using more bandwidth than

andb; - stand for the maximum and minimum bandwidth f[:rl]asse tive thresholds. then th flow i ted
requirements, respectively. The proposed degradatioremod | ‘ fﬁ]rerilsfr)r?colfvfhisr(eaitr;jang% € he\:\é gC;\(,aval[Zrat(;]Caenp €
remawn

is applied when a new rtPS connection is requested and | to its bandwidth : it h .
bomg + brips > B — U or when the creation of a new nrtPS or equal to its bandwidth requirement. If not, the capacity

connection is requested ard,, + 6™ — 1 4§ > occupied by connections belonging to the same class of
B — U7. where:§ is the amouqnt O?Tézésgradgépsbandvﬁdth the new one is checked. If it is greater than its threshold,
andi” is the current degradation level. Note that only then the new service request is rejected. If not, a bandwidth

§tealing is attempted from connections belonging to higher

nrips
nrtPS connections could be degraded to accept more rtP . . . ; .
classes. This last step is possible only if the capacity of

and nrtPS connections. Thus, the reserved bandwidth forth hiah I q 0) their threshold
each nrtPS connection g% — I, . * 0 which satisfies €se higher classes exceeds (y > 0) their thresholds,
P p If Cy + CL 4 Cremain 1S greater than or equal to the new

Uiips — bnrips * 0 2 bin s and the maximum degradation ) 4 )
level that can be reached @74z, — bnmjg,s)/é. In this flow bandwidth requirement, then the new flow is accepted.

hh‘ not, it is rejected. Note that stealing bandwidth from non

stepwise degradation scheme, the authors assume that all t ! . .
connections belonging to the same service type (even r]On_real—nme classes (BE and nrtPS) amounts to decreasing thei

UGS connections) have the same bandwidth requirementé:apac'ty’ while for regl—tlme cla_sses it consists in degrad
and that the bandwidth requested by an rtPS connectionthe r; Of some of their connections tar; (0<c<1).
is fixed and does not vary between a maximum sustained

and a minimum reserved traffic rates. These assumptions#.4.2 PMP CAC schemes without degradation strat-

simplify the problem but do not take into account the service €9y

requirements specified in the standard. The hierarchical uplink scheduling algorithm proposed in
« Proportional bandwidth borrowing and guard channel [24] by Wongthavarawaet al. and introduced in Section

In [49], the authors apply the following priority scheme 4.1.2 was combined with a conservative token-bucket-

where handover (HO_) connections are prioritized over new based admission control module. Indeed, no graceful servic



degradation of existing connections is foreseen by authors AMC-induced CAC:: [52] is one of the rare WolPks,
to accept a new flow. Thus, a new connection is acceptedaddressing CAC in 802.16 networks, that take into account
only if (1) it will receive QoS guarantees in terms of both the AMC aspect. Indeed, Kwoat al. propose an AMC-
bandwidth and delay—for real-time flows—and (2) the QoS induced CAC, for IEEE 802.16 networks, that incorporates
of existing connections is maintained. the modulation type into the CAC process. The work has
Unlike most of the works where the admission control then been generalized to AMC networks in [56]. The
decision is only based on bandwidth availability, the CAC proposed CAC scheme is based on a Markovian model
algorithm proposed by Chandetal.[51] takes also into ac-  that considers handoff and new connections as well as con-
count the delay and jitter requirements of the service flows. nections whose modulation changes. The model however
Because the connections have different QoS requirementssupports only two types of modulations and is built based
an hyper interval (HI) is defined to test the admissibility on the assumption that all the connections have fixed and
of the requests. It represents the interval within which equal bandwidth requirements which limits its applicaili
the admission process is performed. The authors however

consider the delay and jitter requirements for UGS, rtPS CAC for real-time video applications:: Some CAC
and even nrtPS connections which may cause the blockingsplutions existing in literature, have been proposed for a
of an nrtPS connection for instance just because the jitterspecific kind of applications. In [54] and [55] for instance,
requirement—which is not necessary in this case as canthe authors have taken advantage of the regularity and
be seen in Table 2—cannot be satisfied. AlSO, Charedra per|od|c|ty of real-time video traffic to propose a CAC
al. include in their scheme a bandwidth estimator agent process that particu|ar|y fits video app"ca‘[ions_ Inddeal t
that is responsible for monitoring the queue length of both authors have tried to overcome the time-varying bit rate
rtPS and nrtPS connections and estimating the bandwidthhehavior of video traffics by taking advantage of their group
needs based on the instantaneous change in the queust pictures (GOP) structure—identified by a sequence of |,
Iength. |ndeed, the authors define a “Configurable threshold P and B frames. The main idea consists in avoiding the case
BWi, according to which, the bandwidth is requested as where | frames—2 to 10 times bigger than B and P frames—
in the algorithm shown in Figure 14. of several flows are transmitted too close to each others.
Therefore, the authors have defined a pending period during
which the CAC module tries to find a proper time to admit
the incoming flow. To fix this proper time, a coordination
with | frames algorithm is defined to detect and avoid any
I-frame superposition—and thus delay violation—between
the ongoing flows and the incoming one. A non-I-frame
coordination is then applied. This step aims to place the |
and non | frames within their delay bounds. If the CAC is
able to perform this step, and this before the pending period
Fig. 14: Configurable threshold algorithm [51] expires, the flow is admitted otherwise it is rejected. The
amount of data corresponding to non-I frames is computed
based on an estimation of non-I-frame rate.
4 . In order to maximize the throughput and minimize the
ment, and the bandwidth request, respectively. difference of delay between admitted flows, the authors have
In [51], the main objective was to ensure QoS guarantee,qompined their CAC with a scheduling algorithm. Indeed a
in terms of bandwidth, delay and jitter. However, only the |5te5¢ starting time (LST) algorithm is defined and compared
acceptance ratio was f:on3|dered to evaluate the perfoemanc,; ihe EDE algorithm used for instance in [24], [25]. The
of the proposed solution. main limit, which is also the advantage, of this solution is
that it only addresses a specific kind of application: real-
4.4.3 Other PMP CAC schemes time video.

In this section, we introduce some CAC algorithms that

have addressed some of the aspects that have not been (or

at least not well) investigated in previous works. The first  Table 8 summarizes the different aspects taken into
two works [52], [53] have addressed one of the challengesaccount in the CAC proposals presented in this section. It
that we have mentioned in Section 3 i.e. MAC-PHY cross- mainly highlights the criteria (data rate, delay, jittegded
layer capability, or more specifically the possibility foS& on which the decision, of accepting or rejecting a connectio

to change the burst profile (mainly the MCS)—also known request, has been taken. It also shows whether a degradation
as the AMC capability. We have also chosen to introduce and/or a guard channel technique has been adopted by the
the works done by Yang and Lu in [54], [55] because, unlike proposed CAC scheme. Note that we insisted on dedicating
the other works presented in previous sections, they havea column to AMC even though it has been considered only
proposed a CAC scheme specifically dedicated for real-timein [52], [56]. Indeed, we believe that it is a key feature that
video applications. should not be ignored in the admission control process.

if ((minrate £ BR) && (BR £ BWy,))
then B,.., = minrate

elseif (BWin, < BR) && (BR < maxrate))
thenB,., = BR

elseif (mazxrate < BR)
then B,.., = mazrate

endif

where: BR and B,.., stand for the bandwidth require-



Data Delay Jitter Degradation Guard channel/ AMC 19
rate policy Capacity Thresholds
[46] v — — v — —
(48] — — — A Ve —
(51] v v v — — —
[49] v — — v Vo —
[55], [54] (for video) VA Vv _ _ _ _
[50] v v — v v —
[47] v v — v — —
[52], [56] v — — — VA v

* stepwise degradation policy, ** for UGS connections, *** for handover connections

*+* for handover and modulation changing connections

TABLE 8: CAC in IEEE 802.16 PMP mode: a comparative table

5 Mesh scheduling and CAC proposals

This section presents a possible classification for the
scheduling and CAC algorithms for the Mesh mode part
of the standard. Figure 15 shows a diagram with the
topics used in the classification, the aspects observed are:
Operation mode, design level, channel awareness, spectrum
reuse, type of traffic and QoS observed.

It is perfectly possible to present more than one char-
acteristic, for example, a proposed scheme that has a
centralized approach, with cross layer design, that try to
maximize the number of active links and that observe QoS
parameters. Actually this is exactly the case of the scheme
presented in [57]. However it is important to highlight that
the points discussed here are, by no means, an exhaustive
list, especially regarding the QoS support aspects. The QoS
values listed here are just some of the more commonly
found ones. Other classifications can be found in [58]
and [59].

« Operation mode The operation mode reflects if the
proposed method focuses on the centralized or dis-
tributed mode of the mesh part of the IEEE 802.16
standard. In the centralized approach all the schedul-
ing and CAC decisions are made by the Mesh BS.
Without a central coordination, distributed approaches
are more challenging than centralized ones, since the
synchronization problem, in a distributed environment,
is considerably harder.

Both scheduling schemes may coexist, using different
messages and configuration slots. Although this is the
regular operation mode, explicit in the standard, the
work of Chenget al. [59] shows that the avoidance
of such division may lead to a better overall network
performance.

« Design Level The conventional protocol stack scheme
advocates that different protocol layers should be
transparent to each other, this intends to make the
implementation and operation simple and scalable. Un-
fortunately, this design approach does not necessarily
lead to an optimum solution for wireless networks [4].
The CAC and the scheduling mechanisms are normally
agreed to make part of the protocols of the MAC

layer. However, some proposals have interfaces to
receive information from other network layers and
such information may have an impact on the protocol
behavior in the MAC layer. Because the unreliability
and relatively vulnerability of the wireless links the
cross-layer approach may present better results for the
schedule and CAC mechanisms.

Channel awareness The channel awareness aspect
is related to how the approach treats and understands
the communication channel. Some approaches consider
every communication as occurring in one single com-
munication channel, others allow the communication
to be divided into different frequencies. The use of
multi-channel communication allows more than one
communication to occur at the same time, in dif-
ferent frequencies, even among neighbor nodes. This
makes the scheduling problem much more interesting,
and effective avoiding collisions and increasing the
throughput. However, the allocation of frequencies
makes the scheduling problem even harder. Other point
to observe is that to use multi-frequency, the scheduled
channels must be orthogonal, to avoid interference.
Considering that, one must be aware that part of the
available frequency spectrum is lost.

« Spectrum reuse Some protocols prime for the reuse

of frequency spectrum as a mean to increase the
network efficiency, others, on the other hand, consider
possible just one transmission in the whole network at
a time.

« Type of traffic: Some protocols make distinction over

the kind of traffic they are handling while others do
not. The differentiation, normally, targets the possible
QoS traffics presented in Section 2.2, as they are the
types defined in the standard.

o QoS aspects observedSome scheduling and CAC

mechanisms observe QoS aspects to improve the net-
work behavior. The QoS aspect observed may be, for
example, in terms of the quality of the flows, e.g.
throughput and delay, may be in terms of fairness of
medium access for the connections. We consider in this
paper, as QoS aspect, the use of other techniques, e.g.
interference minimization, also as a QoS aspect. Again,
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a proposed method may present more than just one ofratio, gr;. In other words, links that received the least grants
these aspects and the ones considered here are not anill be in the top of the list.
exhaustive list of aspects a protocol could consider. Using this method, Kuraet al. conclude that it is not

The next subsections present examples of techniques that fiteasible to have low priority flows beyond the second level
in each one of these categories. Each literature propo#ial wi in the Mesh mode of IEEE 802.16, since the scheduling
be presented in conjunction to the category that best differ Will normally favor real-time and multimedia applicatians
entiates it, even though it fits in more than one category. This is an interesting observation, but highly dependent of
Each presented proposed scheme has a short description éhe kind on traffic on the network and the fairness observed
its operation mode and an explanation why it fits in that by the scheduler.

specific category. Table 9 summarizes the classification of A drawback of this approach is that it suffers from spatial

the discussed techniques. bias. It gives more importance to links far from the BS,
once these are more likely to present smaller amounts of
traffic. However, what normally happens when one uses
Opereton a communication tree is that the links nearer to the root,
PRI in this case the BS, have a higher traffic. This occurs
Contralized I‘ Distributed because they carry the traffic of all its children. Indeed,
lutoneactive | Mainte e umber the bandwidth requirement of a link is proportional to the
the Network number of child nodes it sponsors. However, following this
method, nodes that concentrate the greatest part of the
Type of Traffic traffic will have the lowest priority. In the extreme case,

the network may get disrupted because the leaves will send
messages but the sponsor nodes may not be able to forward
this traffic to the BS.

‘ MAC Layer ‘ Cross-Layer

Best Effort Consider QoS

Trrousrect

Channel
Awamess

‘ Single Channel I Multi Channel

5.1.2 Distributed proposals

The first scheduling scheme proposed specifically for IEEE
802.16 mesh mode, that we have knowledge, was introduced
by Redana Lott and Capone in [61]. The proposal is a sim-

: ] ple adaptation of the PMP basic method to support multihop

Fig. 15: Proposed classification for WiMAX mesh mode topologies. The network area is divided into clusters, each
CAC algorithms cluster has a SS elected to act as a BS for that cluster. This

station, called PMP BS, has direct radio contact with the SSs
in its area and directed links to the nearby PMP BSs. The
idea is quite simple and introduces a new concept, cluster
communication. The evaluation shows that for small number
of connections the strategy presents better results than th
5.1.1 Centralized proposals PMP mode.
In [60] Kuran et al. introduce the Service Adaptive QoS Unfortunately, too few details are given about both,
(SAQo0S) mechanism, a centralized scheduling and CACthe techniques and their results. Through the presented
approach. In this method, the BS generates five differentinformation it is hard to reach any conclusion about the
node IDs for each SS. Each one of these IDs correspondgechnique, but independently of this fact, the proposed
to one of the five different kinds of services on the network. method introduces some unique concepts and it is the first
Each one of these five virtual nodes request bandwidth indi-initiative in the sense of having some kind of coordination
vidually for the link between it and the next node, observing in WiMAX mesh mode networks.
the rules of the kind of the traffic it represents. Followihg t Liu et al. presents in [62] a coordinated distributed
standard, the resource requests are incremental. Considemethod for slot allocation based on priorities. After reeei
for example, a topology with three nodes in a row. If the ing a request the node looks at the resource table to check
first node needs 100 Kbits, it requests 100 Kbits for the the slots occupation. The number of allocated minislots
link between it and the next node. If the second node represents the utilization of the data subframe in a certain
needs, 200 Kbits, it will request grant for 300 Kbits, for degree. A threshold is considered, varying from O and 256.
the next link, the amount the node needs plus the amountf the network utilization is below the threshold, the netiwo
the previous node requested. The scheduling of the granteds recognized as in a good condition and all requests are
communications is done through the Fair Adaptive Base considered with the same priority. If the utilization is &bo
Station Scheduler (FABS). the threshold, indicating network congestion, the aldonit
The scheduler is based on the current requests and grantgeturns failure for low priority resource requests.
given to each SS. Taking into account a normalization  Two algorithms are presented, A1 and A2. The difference
factor, nF, the links are ranked inversely to their granting between them is the number of check points each one

l I

5.1 Operation mode-based classification



evaluates, Al evaluates just one check point while A2 overhead for [67] method increases considerably.
evaluates two check points. In A2 the second checkpointis Both proposed schemes, [63] and [64] are interesting
only evaluated if the first checkpoint is below the threshold and valuable, however, they share the same problem. They

Liu et al. approach is simple and elegant, but maybe consider that all traffic originates or terminates in the BS.
too simplistic to address completely the problem. In the In the general case this may not be true, it is perfectly
evaluationtheydo not consider, for example, mobility, drop possible to have traffic between two SSs inside the same
packets and transmission errors. Another problem reggrdin mesh network. Other valuable observation is that, even
the evaluation is that it considers just the two proposed though, the algorithm performs well for practical uses, it
approaches, without considering any other one. Anotherhas a worse case that is two times the number of links in
point to notice is that the check point positions clearly the network. This worst case, mainly for delay purposes,
impact the algorithm performance, however, there is no may be a problem for real implementations.
explicit indication of how these points should be set.

Djukic and Valaee also propose, in [63], a distributed 5.1.3 Hybrid (distributed/centralized) proposals
link scheduling algorithm for TDMA mesh networks. In  Chenget al. propose in [12] to combine both, centralized
the method, each node uses its partial view of the networkand distributed scheduling mechanisms, dynamically modi-
to solve scheduling conflicts independently. To maximize fying the slots allocation to increase the network utiliaaf
the concurrent transmissions on the network, the algorithmChenget al. suggest to divide the traffic between Internet
uses the concept of conflicting graph. In this graph, the and intranet ones. The Intranet traffic is the one that goes
edges represents the links on the network and the nodeshrough the backhaul to outside of the network and the
the conflicts among the links. The conflicting graph is intranet one corresponds to the communication between SSs
constructed over the communication graph, considering theof the same mesh network. In this division, the centralized
nodes extended neighborhood. Figure 16 shows an examplgcheduler is responsible for the Internet traffic and the
of topology and the conflicting graph generated by it. distributed scheduler responsible for the intranet traffic

The IEEE 802.16 standard suggests the use of a partition
scheme, where the percentage of minislots, for each kind of
traffic, is static and set in the MSH-NCFG messages. This
percentage value stays fixed until the next configuration
message arrives at the nodes. The problem is that if the
demand for one kind of scheduling is greater, or lower,
than expected, the network may experience either conges-
tion or waste of bandwidth. The Combined Distributed
and Centralized (CDC) scheme, proposes to eliminate the
concept of partitions. Figure 17 shows two examples of
minislot allocations, one for the standard partition sckem
and another one for the CDC scheme.

Reserved for Centralized scheduling Reserved for distributed scheduling

Fig. 16: An example of topology and the conflicting graph ~— - —~—
generated by it [63] " [ [

The method has two different and autonomous proce-
dures. The first procedure is a distributed Bellman-Ford
like algorithm running on the conflict graph and the second
one is a wave-based procedure that detects the schedulin
convergence.

A centralized version for this approach is presented - Internet traffic
in [64]. In [65] one can find a comparison between the D Intranet traffic
centralized approach, the distributed approach [63] and .
other two methods [66] and [67]. The algorithm proposed D Free minislot
in [68] is considered also in this comparison work but it ) o )
is not compared with the others. This study shows that Fig9- 17: Examples of different minislot allocation
both proposals of Djukic and Valaee have consistently bette Schemes [12]
throughput and delay than the others [65]. However, there
is a huge penalization for [67] because it allows the links  To evaluate the proposed method two different schedul-
to transmit multiple times in the same time frame. Djukic ing policies are compared: greedy and round robin. Even
and Valaee argue that in 802.16 every transmission needshough the comparisons between both policies is not fair
a guard time of three TDMA slots [64], using this the since the greedy approach takes advantage of spectral reuse




while the round robin scheme does not, the results showln [70] Shetiya and Sharma present both a routin%;2 and
that the CDC scheme is better than the partition one. Thea centralized schedule algorithm for maximizing the net-
experiments just present the results for Internet traffid, b work throughput. The scheduling algorithm is obtained
for this type of traffic, CDC greatly decreases the ratio of through dynamic programming over the optimization of
dropped packets in comparison with the partition scheme.cost functions. In this work Shetiya and Sharma argue that,
It is shown also, that as there is only demand for Internetthe IEEE 802.16 standard does not provide any specific
traffic, this kind of traffic is favored in the slots allocatio  routing algorithm, however, to reach an optimal network
More experiments should be done to fully develop the performance both, scheduling and routing algorithms, must
concept and test its validity, but the main idea is quite coexist and collaborate. The work [70] not only propose

reasonable and worth being explored. a routing algorithm but also compare a series of different
scheduling policies.

5.2 Design level-based classification The proposed routing algorithm basically creates a tree
that maximizes the network stability and minimizes the

5.2.1 MAC layer proposals average work needed to transmit a packet from the SSs

gto the BS. The routing is fixed over all the frames for each
node along the path.
To generate the scheduling algorithms, the proposed

The centralized scheduling algorithm proposed by Kim an
Ganz in [66] tries to maximize the network throughput
while reaching fairness in terms of scheduled bandwidth

per node. The proposed strategy does not trust, or requirescheme introduces a finite horizon dynamic programming
information from any other layer apart from the MAC one framework, which uses the tree to optimize the total reward

The method is divided into phases, the first one is called earned at th(;:' _end oN sflots. The hschec:]uling s((j:hemes
Node ordering and the second one is called Link allocation, &€ compared in terms of system throughput and average

The node ordering phase consists of ordering the nodesqum:e length vzrsuslarrl\:jal rate. In accor(iazncl\(;bto thﬁ
in accordance to their satisfaction index. The satisfactio '€SU/tS presented, at low ata_ rz_ﬂes, up to 1. Ps, &
index is defined as the ratio between the amount of the® Presented schemes have §|m|lar performance. However,
allocated bandwidth, during a preconfigured interval time, when the rates increase, typically around. 1'4. Mbps, thg
and the node’s total weight. The node’s weight is a factor differences start to appear. What happens in this context is
that may be used to reflect the node class or priority and istEat’ ?orrgally, ad_?ﬁgllve _schem_lt_es pres_en_t begeLpgﬁoEman
set during the network initialization. The total weight feet than fixed ones. aximum Transmission Schemsethe .
sum of the node weight and the weight of all its children one that presents the best overall performar_lce. Although, i
nodes i.e. the nodes to which it provides access. has the same throughput of tier Slot Maximum Trans-

In the second phase, the link allocation phase, the BSmission Schemand theMaximum Transmission Scheme,

broadcasts the nodes ordering and bandwidth requirementst.he Maximum Transmission Scheias a lower queue size.

With this each node determines its own transmission sched-
ule. The method works with two matrices, a schedule matrix 9-3 ~Channel awareness-based classification
and a collision matrix. After inserting a node in the schedul
matrix, all nodes in the extended neighborhood, all nodes5.3.1 Single channel proposals
within 2 or 3 hOpS, are added to the collision matrix. To Han et al. present in [68] a Schedu"ng a|gorithm that
avoid collisions, Kim and Ganz present three rules: First, n intends to increase the concurrent transmission and taavoi
node may transmit and receive data simultaneously. Secondinterferences. The algorithm considers that all nodeshise t
no neighbor of a sending node may transmit data and third,same frequencies and, because of that, some rules must be
no neighbor of a receiving node may transmit data. followed to avoid interference. The proposed Transmission
Even simple, the method reaches efficiency of 94.8%, Tree Scheduling algorithm considers that the transmission
when compared with the maximum possible throughput, be-tree already exists. Indeed, the tree is considered as ah inp
ing 5% the maximum fairness variance. Another conclusion for the scheduling algorithm. For each link on the tree, if it
of the work is that both phases are needed to reach a highas a traffic demand, it is labeled as available, otherwise it
throughput. The main concern about this work is the use of js |abeled as idle. While there are links labeled as avalabl
hard fairness. The node is scheduled even if it has no data tghe link that best fit in the selection criteria is selected an
transmit. Cacet al. show in [6] that such fairness approach marked as scheduled. All nodes that may cause interference
undermines the possible network capacity. The efficiency agre |abeled as interfered and not suitable to be scheduled at
of the network of 94.8% is just possible if all nodes have thijs time slot anymore. The process continues while there
real demand for bandwidth, assuming this demand to begre links labeled as available.

always nearly the same, what is unlikely to occur in real  This work presents a very good explanation about inter-

environments. ference in TDMA mode. Let us consider Figure 18, and
suppose a communication betwednand B is scheduled
5.2.2 Cross-layer proposals for the current timeslot, and that is the transmitter. To

Cross-layer scheduling strategies have been recognized aavoid interference nodeB, C, E, F, N and P cannot be
an effective approach in wireless communication [69]. scheduled to transmit in this time slot. Hat al. divide



the possible interferences in two type€ei [B] — {A} and subchannels. Since all directional links are active hathzesxf
Sons (Nei [A] — {B}). In the first category, neighbors of time, Leeet al. call it as half-idle network.

communicationA — B, fall nodes B, C' and P. On the Each connection presents a reward that expresses how
second category, sons of sponsored nodes ofB, fall E, valuable it is to admit such connection on the network.
F and N. The routing tree construction process is responsible for

maximizing the reward of the admitted connections. kete
b al. present, through integer linear programming a perfect
@ solution for the problem. However, such solution, even
_ C P “ for moderate size networks, is too complex to solve the
&s ?_7 problem in a feasible time. Because of that, the paper
=y @ [71] also presents and evaluates four fast heuristics for
/ \ tree construction. Overall the best approach was the SP-

@EE order (Shortest Path order) heuristic. This method iteeti
F

/
iy = = . . .
gg. Iy builds a tree attaching the nodes through the links that

minimize the resulting maximum node load. The second

best approach, called MST, builds a minimum spanning tree

using the inverse of the link capacity as edge costs.

Fig. 18: Tree topology exposing the possible interference i | eget al. present also a study of how relax requirements

mesh TDMA mode networks [68] to grant more connections to the network. In this part of the
work QoS sensitive connections are granted if and only if

The different scheduling policies evaluated in [68] are: their requirements can be met. The other connections are
random, min interference, nearest to BS and farthest toall admitted but with a possible scaled down and stretched
BS. In the random police the scheduled link is selected end-to-end delay guarantee. The main idea in this case is
randomly. The min interference selection chooses the link trying to provide as much bandwidth as possible for each
where the transmission will affect the less other nodes. Theconnection, while stretching its delay requirement as bmal
nearest to BS policy gives preference to the nodes near toas possible.
the BS and the farthest to BS one, favors the nodes far from
the BS.

According to the results, the best policy is the nearest to
BS. This makes sense since the nodes nearest to BS wil
carry the greatest part of the traffic, so they should have ) )
some priority in the transmission schedule. Another proof 1€ mesh mode proposed by Shetiya and Sharma in [72]
of this need is that, in the random policy, the communica- considers possible just one transmission at each t|me_0n
tion bottle neck was exactly the nodes near the BS. Thethe whole network, although_ the standard_ allows spatial
messages arrive to the nodes near to the BS node, but the{@US€: The proposed method intends to provide performance
are unable to reach the BS because of the scheduler. In th&" UDP and TCP traffic on the network. First the paper
nearest to BS policy the links far from BS do not starve Presents the problem of scheduling UDP and TCP traffic
because when the links are empty they are labeled as id|e§eparately, and after that, how to route and schedule both

and this creates opportunities for other links to be schetiul ~ traffics at the same time. Shetiya and Sharma argument that
these two kinds of traffic have their own specific traffic

5.3.2  Multi channel proposals patterns. So an optimal routing scheme for one kind of
In [71] Lee et al. present a CAC scheme that intends traffic may not be well suitable for the other. Therefore
to guarantee both delay and bandwidth for the nodes inthe approach tries to find a scheme that performs well for
the mesh network. Unlike other methods based in TDMA both cases, even though is not optimal for any one of them.
technology, where every node uses the same channels and The chosen route tree is the one that maximizes the
concurrent transmissions are allowed only for nodes far network stability. The route does not change unless there
apart, this work proposes the use of subchannelization ofis a really good reason to do so, e.g. a broken link. This
the frequencies. Doing this, multiple data streams can bemeans that the traffic originated in one node always follows
sent/received in separate orthogonally divided subcHanne the same path. It is assumed that each node transmits at the
by the same, or nearby, nodes at the same time withoutmaximum allowed power and that if the channel condition
interference. on a link changes, the data rate also may change.

The algorithm uses a tree, rooted at the BS, as transmis- The approach adopted to schedule UDP traffic is to
sion topology. Each node is labeled, in accordance to itsminimize the number of dropped packets, once the main
depth in the tree, as even or odd node. The transmissionsvorry for this traffic is the delay. For the evaluation all
time slots are also divided into even and odd timeslots. At UDP packets, not transmitted during a scheduling frame,
the even time slot, the even nodes transmits to the oddare dropped. For TCP traffic there are two main concerns,
nodes, and the dual for the odd timeslot. All simultane- first, minimizing the queue sizes and second, finding a
ous transmissions and receptions must occur into differentfair distribution scheme for the exceeding bandwidth. Two

5.4 Spectrum reuse-based classification

h_4_1 One active link proposals



different allocation schemes are proposed, one fixed andis not clear how the other possible interference caszés are
one adaptive. In the fixed allocation scheme the number ofthreaded for this algorithm, e.qg. if it is allowed to have a
slots attributed to each node is static and dependent on theeceiver neighbor to a transmitter at the same time slot.
average data arrival rate and estimated average chanael rat Another issue raised in [6] is that this approach does not
The adaptive allocation scheme works exactly as the fixedconsider fairness among nodes, despite that it is essential
one, but it also has a list of good and bad links. Bad links to ensure that subscribers receive acceptable shares of
are those ones that either do not have enough data to fulfillresources from the BS [74].
its slots or do have poor links. On the adaptive scheme good Taking into account the work of Wegt al. [67] Tao
links have precedence over bad links. To avoid starvationet al. introduce in [57] an interference aware algorithm to
of the nodes under bad links credits are attributed to themconstruct a routing tree to improve network performance.
when they miss a transmission slot. When the number of The nodes attachments to the network occur in sequential
credits reaches a limit, the transmission is scheduled everorder. Each node, when arriving at the network, selects
if it occurs through a bad link. the sponsor node that minimizes the interference. The
For the joint scheduling Shetiya and Sharma argue thatinterference, for the new node, is defined as the sum of
UDP traffic should have precedence over TCP traffic. They receiving and transmitting interference between the new
base their argument on [73] where it is observed that whenarrival and its sponsor, plus the interference of the sponso
giving priority to UDP flows, their delays decrease without node itself.
affecting the TCP flows throughput. Once a new node is attached, to the network the inter-
The experiments show that the joint approach really keepference values may change and the new tree may not be
the delay and drop packets for UDP connections low while the minimum interference one. In this case an adjustment
providing good performance for the greatest part of TCP process may be used to optimize the tree. Proceeding in
flows. However, in the experiments, the network bandwidth this way, the tree becomes independent from the order the
is over-provisioned. Another important factor, raised B};[  nodes attach to it, with is a problem for [67], for example.
is the lack of spatial reuse which may greatly damage the The proposed schedule algorithm first gives transmission

whole network performance. opportunities for the nodes with the bigger hop-counts and,
after that, to the ones with smaller hop-count, once they
5.4.2 Multiple active links proposals cause least interference.

. - . : The tree adjustment process really improves the overall
Wei et al. [67] present a heuristic centralized scheduling uplink and dO{NnIink thFoughput ho)\:vevgr the links are

algorithm based on an interference aware route constructio . . . 1
. . considered static and nodes without mobility. The exper-
approach. The centralized schedule considers both traf-

fic demands and interference conditions to distribute theIments also do not show how this approach behaves in

) . . . comparison to the original one from Wet al.[67]. It could
scheduling grants. Wegét al. consider that a good routing : : . .
: . . o " be interesting to see some comparative evaluation between
approach is required to achieve efficient spectral utilizat

and high throughput. Keeping this in mind they define both to determine the impact of the introduced techniques.

a route construction algorithm that minimizes the routes
blocking metric. .
The blocking value of a node is defined as the number of €ation
blocked nodes when a communication of that node occurs,
typically it corresponds to all the one hop neighbors. The 5.5.1 Best effort support proposals
routing blocking metric is the sum of all blocking values of In [75], Chenet al. present a method to schedule only
the nodes that transmits messages on this route. When a neBest Effort traffic. This work does not consider any dif-
node scans the medium to find a sponsor node, the blockinderentiation among traffic flows. The main objective of the
value is taken into account. New nodes should find sponsorsapproach to minimize the scheduling period to increase the
that minimize the interference on the multihop route. bandwidth efficiency. The Cheat al. base their solution
The protocol intends to maximize the concurrent inter- on an access tree over which it are defined the uplink
ference to achieve higher spectral utilization and systemand downlink traffic. Beyond the mathematical model for
throughput. For each time slot, the algorithm interactivel the scheduling minimization, the paper also proposes a
schedules the node with the higher unallocated traffic de-scheduling algorithm to perform the time slot allocation
mand and that do not interfere with the already allocated observing spatial reuse.
traffic. The iterative allocation ends when all the unalteca The proposed method reduces the scheduling frame slots
capacity is fulfilled. by half when compared to a FIFO approach. The experi-
The method is compared to an optimal linear program- ments show that the implemented FIFO approach does not
ming solution and to the basic 802.16 mesh scheme. Thebenefit from concurrent transmissions. In FIFO mode, only
linear programming solution is optimal and shows the one link is active in most of the scheduling time, serving
possible upper bound performance. Even being a heuristicthe node in sequence. The average concurrent rate for the
the proposed approach performs very close to the optimalproposed approach is 43% while for the FIFO one is only
solution with a very low computational cost. However, it 12.5%. In contrast to the work presented in [60], this one

5.5 Type of traffic support-based classifi-
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suggests to provide more slots for the nodes closer to the Where N is the set of SSs in the network. The fairness

BS. constraint is applied for the nodes where the bandwidth
demand can not be met without violating the fairness

5.5.2 Alltypes of services support proposals constraints relative to other nodes.

The heuristic method proposed in [50], [76] by Jiagigal. Through linear programming, the paper [6] presents a

uses buckets to perform CAC and scheduling with delay reasonably efficient rate allocation algorithm. Having the
guarantee for WiMesh networks. Each one of the different optimal slot allocation vector, then a greedy coloring algo
class of traffic has a bucket, with a given number of tokens rithm is used to generate the scheduling tree. To evaluate
each, being the number of tokens is set using a Markovtheir approach Caet al. compare their method with other
Chain. To perform the estimations, a number of parametersthree different methods, including hard standard fairness
are used: the number of tokens in the bucket, the number ofThe approach not only increases the total throughput but
packets in the queue, the time interval between two markovalso maintains fairness to the nodes having real traffic
chain states, the probability of packets arrival in therveg demands, avoiding spatial bias. In other words the slots
the size of the queue and the expected loss rate. share of each SS is independent of their distance from the
The method avoids flows starvation using a threshold BS [74].
bandwidth value attributed to each class. If a class is using
more b:_;mdwidth t_han_ its_ thrgshold v_alue, it will have lower 5 o Comparison and insights over the pre-
priority in the traffic distribution and it can even have some
amount of its bandwidth stolen and shared among other

classes. Each fih d hods has i biecti
The proposed scheduler is based on the Earliest Deadline ach one of the presented methods has its own objectives

First mechanism proposed in [24]. The scheduler alsoanOI mechanisms. _Giv_ing the different objectives of th_e
allocates bandwidth in accordance to the flows priorities, _schemg, a_lnly qu?npta;lve compalmson amo?ghthe strateglées
the higher priorities flows are allocated first. The schedule IS mk principie untair. For example, somfe ﬁ tlgEF:Ere;ggtiG
is conservative in distributing grants, it first gives thede v'\\/llorr? Jusé wg;éto IjeSt r?n; l?‘spe‘“ bcl) t eh'l h 't
possible amount of rate to each flow and if at the end some es fmohe d an ”39 elu N9 prr(1) em V\é he others r:y
resources are still available, they are then redistrihuted to go further and really Imp emept the mechanisms In the
The comparison results show that the method is success"'& standard Proposes. Without !mplementlng all propgse(_j
ful in avoiding traffic starvation and distributing the rate !”nethc_)ds and comparing them_ W'th'.n the same Scenarios it
among the classes. One of the main reasons attributed t¢° unlikely that any one can affirm without doubt .Wh'Ch one
the technique success is the use of the threshold values® the best one. '!'here are indeed some works, like [65] that
The delay achieved by rtPS traffic is also shown to be have some consistent results comparing the performance of
nearly constant, even with the increase of the number ofS°M€ approaches. However, the comparison summarized in
ftPS connections. However, it is important to notice that the Table 9, is done in architectural terms and it is based on
in [77] Wanget al. call attention to the fact that nrtPS, rtPS the taxonomy proposed in Section 5. This comparison does

and BE have fractal traffic. The connections durations and " intend tlo sh(I)w Wh'%h apprzach IS thebbest or even th?
traffic do not follow exponential distribution, so it is not most complete. t_mten S much more to be a summary o
possible to use Markov Chain to analyze them. the most relevant ideas to guide future works on this field.

As stated previously, no communication is allowed in
5.5.3 Fairness based proposals WiMAX networks, if not previously scheduled. This means

In [6] Caoet al. present a new faimess model for centralized that, more than just correct and well designed, the CAC and
scheduling in WiIMAX networks. The main objective of this scheduling mechanisms must also be fast and computational
fairess model is to associate the scheduling to the real€fficient, since all the network communication rely on them.

network traffic demands to increase network capacity. When!n addition to this, the scheduling problem in multihop
presenting their faimess model Cao al. introduce two ~ N€tworks is proved to be NP-hard [7], [8]. Because of

sented proposals

definitions: uplink capacity and pursued faimess. this, even the optimal techniques normally present also an
The uplink capacity in mesh networks, under a schedul- Néuristic, not optimal, to solve the problem [63], [67], [71
ing tree T, is defined as: In the real world, sub-optimal solutions may be the only way
to apply scheduling and CAC techniques to mesh networks.
C={z:a€co(Ar),z >0}, 1) The fairness is another interesting issue and, probably,

the one with the most distinct aspects among the proposed
methods. The fairness is in truth an umbrella that accommo-
dates many different definitions. However, it is commonly
agreed that some kind of fairness is valuable for the network
[74]. A peculiar, although interesting fairness approabh,
namic fairness, is introduced in [6]. The concept of dynamic
fairness seems to be more interesting for the link unstable
x; = min{s;, fiR},i € N. (2) context of mesh networks. Even though, in the general

wherez is the bandwidth allocation vectaty, is the fraction
of time a link need to become active, and(Ar) is the
convex hull of the activation vector seir.

The introduced fairness is based on a fairness prgfile
an uplink traffic demand and a relative bandwidth request
R. A bandwidth allocation vectar is fair if:



Proposal Operation Mode | Design Level | Channel Aware | Spectrum Reuse Type O_f Tratffic QoS Aspects Observe *
Considered
[78] Distributed MAC No No No No
[62] Distributed MAC No No Yes Priority channels
[63] Distributed MAC No Yes Yes Yes
[12] Dist/Central MAC No Yes/No No No
[60] Centralized MAC No Yes Yes 5 types of service
[64] Centralized MAC No Yes Yes Yes
[66] Centralized MAC No Yes No No
[68] Centralized MAC No Yes No No
[50] Centralized MAC No Yes Yes Yes, all the classes
[70] Centralized Cross-Layer No No No No
[72] Centralized Cross-Layer No No Yes UDP and TCP Yes
[67] Centralized Cross-Layer No No No Yes
[75] Centralized Cross-Layer No Yes No Yes
[6] Centralized Cross-Layer No Yes Yes TCP and UDP No
[57] Centralized Cross-Layer No Yes No No
[71] Centralized Cross-Layer Yes Yes Diﬁérent rewar_’ds for QoS and .
dif. connections Non QoS connections

TABLE 9: Mesh scheduling proposed methods comparison,desthe proposed taxonomy

case either one, hard or dynamic fairness, is welcomed.to other classes. We need to keep in mind that the available
Other simple and efficient ideas related to fairness, like amount of resources is always the same. Sometimes to
the establishment of threshold for different class of smsi  present gains, some techniques may penalize some users.
presented in [50], [57], [76], can also be interesting arehev  This must be done really carefully to avoid rash unfairness.

applicable in conjunction to other different techniques. The standard states that the grants, even for centralized

Many of the proposed approaches also proved that the2PProaches, should be done hop by hop. Normally the ap-
interference is a real problem that must be treated cayefull Proaches distribute the grants exactly in this way, but some
The proposed schemes to handle the interference vary ifmethods go a little further than that. In [60], for example,
many senses and can use, for example, a conflict graph [63]t iS Proposed that each node should be represented by
or a conflict matrix [66]. For TDMA like approaches the different virtual nodes, whera is the number of different

techniques can be the constructing better routes [67], [57] Services. This intends to make easier the manipulationeof th
[68], [75] or dividing the spectrum [71]. scheduling and the grants distribution among the services

Mainly for the centralized scheduling it is agreed, by and nodes.

many of the proposed methods, that the creation of a

scheduling tree is the best approach [6], [57], [60], [63], 6 WIMAX manufacturers equipments: main
[68], [70], [71], [72], [75]. If we consider the standard OSI scheduling features

seven layers model [79], the creation of this tree rooted at

the mesh BS is routing and, normally, part of the job of the  The previous two sections discuss research works in the
network layer. In this sense, such methods present a crossyig|d of scheduling in WIMAX networks from an academia
layer design. Such kind of scheme normally present really point of view. This section, however, addresses the problem
good perspectives and seems to be a good direction for newy scheduling from the vendors and WiIMAX Forum point
approaches to follow. of view.

The standard itself [1], [2] defines a series of different Established in 2001, the WIMAX Forum is the entity in
types of services, presented here in Section 2.2, to be usedharge of promoting and certifying wireless broadband
by the applications. These services are considered by somequipments based on the IEEE 802.16 and the European
approaches [59], [60] in conjunction with their particular telecommunications standards institute (ETSI) HiperMAN
characteristics. Some of the approaches, more than jusstandards. In September 2008, the forum had 530 member
considering differentiation between the different seegic  companies from 51 countries. The first WIMAX Forum
also consider during the scheduling and CAC a reward for Certified products based on IEEE 802.16d, operating in the
served connections [71] or nodes [66]. One of the main 3.5 GHz band, were announced in January 2006 and the first
objectives of the CAC and scheduler in these approachesertified equipments based on IEEE 802.16e-2005, operat-
is to maximize the reward of the network. It is important ing in the 2.3 GHz and 2.5 GHz bands, were announced in
to notice here that this may really provide better quality to the second quarter of 2008. By September 2008, 25 vendors
the nodes in the privileged classes, but can be very unfairhad successfully completed the certification process and 62
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products have received the WIMAX Forum certification. At 7 Conclusion and directions for future ré-
the same time, more than 62 companies were developingsearch

WIMAX chipsets and end user devices, and 37 companies

develqping_infrastructure equipments. Their produc_tseNer This paper presents the state of the art of scheduling and
used in WIMAX deployments by 407 operators in 133 cac algorithms for IEEE 802.16 networks. This survey
countries [80]. is by no means an exhaustive compilation of the works ad-

The certification process has several objectives, amongdressing this topic. Yet it describes, classifies, and cogzmpa
them: enabling interoperability, performance testingd an Scheduling and CAC proposals for both PMP and Mesh
gradual introduction of new functionalities, providingdka ~ Modes. It also summarizes the main challenges and issues
ward compatibility, making possible the utilization of spe that should be _conS|dered when designing new scheduling
trum bands with common allocations worldwide, enabling @1d CAC algorithms. _ _
economies of scale, accelerating the adoption of the stan- [N the last few years, this research area has been in-
dard, and establishing the WiMAX Forum Certified program tensively investigated and a lot of progress has been done.

as the trusted resource for equipments selection. To receiv 't 1S trué that CAC and scheduling in wireless networks
the certification, a base station, for example, needs to2'® classical problems. However, the comparative study

interoperate with a minimum of three subscriber devices Presented in this survey shows that, for WIMAX networks,
from other vendors, and subscriber devices with a minimum there is still room for improvement. _
of two base stations from other vendors [80]. _ !f we have a look on the scheduling algo_nthms proposed
in literature for PMP 802.16 networks (Section 4), we would
In IEEE 802.16 standard many points have been left notice that the main challenging problems that arise when
to vendors to differentiate their equipments. Unfortuhate  trying to develop a CAC and scheduling strategy are:
companies do not provide detailed information about the , to make a trade-off between an efficient solution, that
schedulers they implement on their products. Table 10 would take into account the QoS requirements of the
summarizes the main available information regarding the different applications, and a simple one that would be
scheduling of some leading products proposed by Alvarion,  jmplementation-friendly and less time consuming.

Aperto, etc.. As can be seen in Table 10, the resource , to make a compromise between fairness and channel
allocation scheme might be different from one vendor to utilization. Indeed giving priority to users having better

another. Nevertheless, the WIMAX Forum provides some channel conditions would increase the channel utiliza-
insightful guidelines for the implementation of the MAC tion. Nevertheless, it would be unfair to other users.
scheduling service. The scheduler must then support some , o make a choice between an optimized solution that
key features to enable the implementation of an efficient targets a specific kind of applications (like real-time
broadband data service [81]. video in [55], [54]) and takes into account its spe-
cific needs, and a more general, yet efficient and
less complex, scheduling policy that would address
heterogeneous types of traffics.

» Fast data scheduler the MAC scheduler must ef-
ficiently allocate available resources in response to

bursty data traffic and time-varying channel conditions. « to take advantage of the adaptive modulation and

o Scheduling for both DL and UL: the scheduling
service is provided for both DL and UL traffics. The
UL should also provide information for the efficient
allocation of the DL resources.

« Dynamic resource allocation the MAC supports
frequency-time resource allocation in both DL and UL
on a per-frame basis. Fast and fine granular allocation
scheme increases the QoS for data traffic. With the
ability to dynamically allocate resources in both DL
and UL, the scheduler can provide better QoS for both
DL and UL traffics.

o QoS-oriented:the MAC scheduler handles data trans-
port on a connection-by-connection basis. Each con-
nection is associated with a single data service with a

coding (AMC) capability defined by the standard when
proposing a new CAC solution, like it has been pro-
posed in [56].

to consider the possibility of an adaptive DL/UL band-
width allocation, as introduced in [18], [20], in order
to make an efficient use of the resources and handle
unbalanced traffic.

to investigate more deeply the game theory-based
scheduling as an alternative to solve the problem of
resource allocation in the context of 802.16 networks.
Indeed, despite the efficiency of this approach for
wireless networks in general, only a few works like
[30], [47] have formulated the scheduling problem as
a non-cooperative game.

set of QoS parameters that quantify the aspects of itsThe WIMAX mesh mode is a good and valuable part of the

behavior. IEEE 802.16 standard, but it is still a young one.Because of
« Frequency selective schedulingthe scheduler can that many aspects of this kind of network are not explored

operate on different types of sub-channels. The deeply enough, as example of areas that more research

frequency-selective scheduling can enhance the systenwould be gladly welcome we could highlight:

capacity with a moderate increase in channel quality . a number of parameters must to be set to reach good

information (CQI) overhead in the UL [82]. protocol performance e.g. holdoff exponent, periodicity
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Manufacturer Main scheduling features

Alvarion Support of DL/UL asymmetric capacity allocation in TDD irephentations
Real-time scheduling decisions made by the BS based on:

* available radio resources,

* active SF QoS requirements (e.g. traffic rate and latency),

* individual SS service level agreements (SLA),

* MCS used by each mobile station,

* and connection-per-connection path conditions

Advanced scheduling: frame-by-frame capacity allocatitm

* support diverse set of SSs,

* and meet the committed customer-by-customer SLA

Aperto PacketMAX Service classes: CBR, committed information rate (CIR}Y BE

(ServiceQ)
* CBR: UGS

* CIR: rtPS or nrtPS
* BE: RR

Differentiated scheduling:

Use of OPNET Modeler's network protocol models
QoS-aware scheduling and CAC algorithms

Redline RedMAX 4C | Predictive scheduling

TDD/OFDM systems

Scheduling classes: UGS, rtPS (for VoIP), nrtPS, and BE

Support of over 250 active SS on a single BS sector

Sequans S-Cube Hierarchical QoS

Traffic shaping

Weighted fair queuing (WFQ)

Congestion management
Random early detection (RED)

TABLE 10: Main scheduling features supported by WiMAX equignts

of MSH-NCFG messages. Some consistent work have
been done analyzing the network performance, but
more works exploring these parameters are needed and
surely enough would represent a valuable contribution
to the field. The holdoff exponent value, for example,
strongly affects IEEE 802.16 performance [6] and not
many works have explored it.

the characterization of the traffic distribution in mesh
networks is also important, not only for network sim-
ulation purposes, but also for designing newer and
better algorithms. Some authors, when analyzing and
validating their protocols just use Poisson or normal
distribution to generate traffic. Also in [77] it is argued
that wide-area network traffic is much better modeled
using self-similar processes [83]. However, for wireless
mesh networks, the traffic distribution and patterns for
the different QoS services is still to be studied, at least
in a deeper way.

some works present good results using orthogonal
channel allocation for IEEE 802.11 mesh networks
[84]. This kind of technique could be even easier
when applied to WIMAX networks, but, again, little
has been done exploring this field. The frequency
reuse is another topic that may be important for Mesh
networks, and that has been studied for PMP WiIMAX
networks [85], but not for the mesh mode.

« a new working group is studying the problem of

relay networks, the IEEE 802.16j, that is a problem
very near to the mesh networks one. Scheduling and
CAC mechanisms for such kind of networks could
be an interesting research topic. Apart from that, it
would also be interesting to study the mix of both
networks, IEEE 802.16 mesh mode and IEEE 802.16;j,
for example, adding some relay points in the mesh
network [77]. This can open new opportunities for
scheduling and routing, where new algorithms can
take advantage of the relay characteristics to help the
network performance.

other unexplored research area is the use of adaptive
power allocation (APA), in scheduling for WiMAX
mesh mode, to decrease the interference in the net-
work. Some techniques even consider always node at
full power transmission [72]. Some work on this field,
using APA and CAC mechanisms have been studied
for PMP networks [86], [87], but no work addressed
this for WIMAX mesh networks.

mixing different kinds of networks has also a really
important real world appeal. We have many different
standards addressing mesh as a valid architectural
topology e.g. IEEE 802.16, IEEE 802.20, but so far no
work addressed the interconnection of such standards.
one can always learn with works on other fields,
for example, some people have explored hierarchical
approaches for CAC for CDMA networks [88]. The



same general idea could be also applied to IEEE 802.16[11]
mesh mode, as well as the cluster based reservation,

explored in [89].
« even though mobility is a key aspect for wireless mesh

networks, we observed that, so far, no technique has

fully considered it. Indeed, there are no guarantees of
how the actual methods will behave in a mobility con-
text. New and efficient procedures must be designed

to handle handoffs and the constant position changing

in the network topology.

(12]

(13]

(14]

« some techniques approach the scheduling and CAC

problems using simple heuristics. However, it could

be interesting to see how to apply more sophisticated
artificial intelligence techniques to solve the scheduling
problem, since it is an NP-hard one.
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Yong Sun, Dharma Basgeet, Khurram Rizvi, Zhong Fan, Radl
Strauch. Dynamic Frame Structure for IEEE802.16j Relayirans-
mission to Support Efficient Scheduling. IREE C80216j-06_224,
Nov., 07 IEEE, 2006.
S. Cheng, P. Lin, D. Huang, and S. Yang. A study on dis-
tributed/centralized scheduling for wireless mesh nekwdn 2006
International Conference on Communications and Mobile @atm
ing, Vancouver, British Columbia, CanadACM Press, 2006.
R. Jain, D. M. Chiu, and W. R. Hawe. A quantitative measaf
fairness and discrimination for resource allocation stiaremputer
systems. IrDigital Equipment Corporation technical report TR-301
1984.
C. Cicconetti, A. Erta, L. Lenzini, and E. Mingozzi. Pammance
Evaluation of the IEEE 802.16 MAC for QoS SupportlEEE
Transactions on Mobile Computing(1):26-38, Jan. 2007.

15] C. Cicconetti, L. Lenzini, E. Mingozzi, and C. Eklund. uglity of

[16]

« some techniques propose some schema of reward for

connections, which can be used as indicative of rev-

enue, but up to now no one has seriously discussed

ways of billing the access to such networks. This is
a sensitive subject that even may conflict with some
network neutrality aspects [90], but who and how to
pay for the access for WiMAX networks and how
this will influence the CAC mechanism is not fully
comprehended yet.

A good discussion about important emerging trends and
future research issues for CAC can be found in [58]. Also
Chenget al. present, in [59], a good list of open research

issues on CAC mechanisms for wireless networks.
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Appendix A: Abbreviations and acronyms
2TSA two-tier scheduling algorithm

AF

assured forwarding

AMC adaptive modulation and coding
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APA adaptive power allocation

BE best effort

BS base station

BWA broadband wireless access
BWN broadband wireless network
CAC connection admission control
CBR constant bit rate

CIR committed information rate
CDMA code division multiple access
CDC combined distributed and centralized
CID connection identifier

CL controlled load

CQI channel quality information
CRC cyclic redundancy check
CTMC continuous time markov chain
DCD downlink channel descriptor

DFPQ deficit fair priority queuing
DiffServ  differentiated services

DIUC downlink interval usage code

DL downlink

DLFP downlink frame prefix

DRR deficit round robin

DSA dynamic service addition

DSC dynamic service change

DSD dynamic service deletion

EDD earliest due date

EDF earliest deadline first

EF expedited forwarding

ertPS extended real-time polling service

ETSI european telecommunications standards insti-
tute

FDD frequency division duplex or duplexing

FIFO first in first out

FQ fair queuing

FTP file transfer protocol

GOP group of pictures

GPC grant per connection

GPSS grant per subscriber station

GS guaranteed service

HO handover

HTTP hypertext transfer protocol

IE information element

IP Internet protocol

IEEE institute of electrical and electronics engineers

IntServ integrated services

IluC interval usage code

ISP Internet service provider

L2 layer 2

L3 layer 3

LOS line-of-sight

LR latency-rate

LST latest starting time

MAC media access control

MCS modulation and coding scheme

MMFS max-min fair sharing

MPEG moving picture experts group

MSH-CSCH mesh centralized schedule



MSH-DSCH mesh centralized schedule configuration
MSH-NCFG mesh network configuration
MSH-NENT mesh network entry

MST
NLOS
nrtPS
OFDM
OFDMA
oSl
PDRR
PDU
PF
PHS
PHY
PMP
PQLW
QoS
RED
RF
RR
RRM
RTG
rtPS
SAQoS
SCFQ
SD
SF
SFID
SLA
SMTP
SPLF
SP-order
SS
TAC
TCP
TDD
TDM
TDMA
TTG
UCD
UDP
UGS
uluc
UL
VAD
\olIP
WFQ
WIMAX

WiMesh

minimum spanning tree
non-line-of-sight

non-real-time polling service
orthogonal frequency division multiplexing
orthogonal frequency division multiple access
open systems interconnection
pre-scale dynamic resource reservation
protocol data unit

proportional fair

payload header suppression
physical layer

point-to-multipoint

priority-based queue length weighted
quality of service

random early detection

radio frequency

round-robin

radio resources management
receive/transmit transition gap
real-time polling service

service adaptive quality of service
self-clocked fair queuing

silence detector

service flow

service flow identifier

service level agreement

simple mail transfer protocol
shortest packet length first

shortest path order

subscriber station

threshold-based admission control
transmission control protocol

time division duplex or duplexing
time division multiplexing

time division multiple access
transmit/receive transition gap

uplink channel descriptor

user datagram protocol

unsolicited grant service

uplink interval usage code

uplink

voice activity detection

voice over IP (Internet protocol)
weighted fair queuing
worldwide interoperability for microwave ac-
cess

wireless mesh

WirelessMAN wireless metropolitan area networks

WMN
WRR

wireless mesh networks
weighted round-robin
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