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ABSTRACT 

Biometric systems are prone to impostor attacks, which in 
case of high security applications could be critical. These 
attacks range from simple attacks consisting of stealing 
someone’s password or complex as cryptographic attacks on 
the transmission channel. In this study we have focused on 
combating replay attacks, in which an impostor uses a pre-
recorded image of the client. The system captures stereo-
scopic images of the face and then decides if the images 
belong to a real face or a poster from depth calculated using 
triangulation. 

1. INTRODUCTION 

Biometric systems have become a common place in our 
society these days. They are usually based on something you 
know or something you have, e.g. password, ID card, fin-
gerprints, voice, face etc. Each biometric has some advan-
tages or disadvantages associated with it. Some are easily 
accepted by users, others are unique. Biometric systems 
based on facial images [1] have the advantage that they are 
easily accepted by users and are non intrusive but lack the 
robustness of some other biometrics such as fingerprints. 
Whatever unique characteristics biometrics may have, all 
have one problem in common, they are susceptible to at-
tacks [2]. Attacks come in a variety of form and sites [3, 4], 
from attacks on the capturing device, transmission channel, 
data storage or even the recognition system itself. The most 
common attacks take place on the capture device and are 
usually of three kinds. The first are called coercive attacks, 
which occur when a person physically forces a client to at-
tack the system by placing him in front of the sensor, the 
second are impersonation attacks, where a person changes 
his appearance to match a client. The third are replay attacks 
where an impostor uses a pre-recorded image of a client to 
deceive the system. 
In this paper we present an initial system based on stereo-
scopic images that tries to avert replay attacks in a face rec-
ognition scenario. Two images of the face are taken by two 
identical webcams, next face is detected in one of the images 
and matched with the second image, then depth is estimated 
using triangulation of stereo images and finally a decision is 
made whether the images belong to a client or impostor 
based on depth map. 

2. PROPOSED METHOD 

In this section we will first describe the experimental setup 
of the system and then proceed to an algorithmic description 
of the system that enables us to differentiate between an 
impostor and a client. 
 
2.1 System Setup 
Our system (c.f. Figure 1) consists of two webcams, each 
associated with a coordinate system, Rr(Or, Xr, Yr, Zr) for the 
right webcam and Rl(Ol, Xl, Yl, Zl) for the left webcam. Both 
the webcams have a focal length of 3.85 mm, image resolu-
tion of 640 X 480 pixels at 30 f/s. The optical axis of both the 
cameras must be parallel and the distance between the two 
cameras (baseline) is fixed at 7 cm. 
 

 
 
 

 
 

Figure 1 – System Setup.   
 
 



2.2 Detection Algorithms. 
The impostor detection algorithm can be best explained as a 
series of several image processing steps starting with acquisi-
tion, detection, registration and finishing with geometric cal-
culations. Figure 2. gives a description of the steps involved. 
2.2.1 Acquisition 
Images are acquired from the left and right webcams simul-
taneously. The webcams must be aligned with parallel optical 
axis and the face roughly in the middle of the frame, occupy-
ing at least half of the frame. 
2.2.2 Face Detection 
The face detector module is based on cascade of boosted 
classifiers approach proposed by [5]. Instead of working with 
direct pixel values this classifier works with a representation 
called “Integral Image”, created using Haar-like features. The 
advantage of which is that they can be computed at any scale 
or location in constant time. The learning algorithm is based 
on AdaBoost, which can efficiently select a small number of 
critical visual features from a larger set, thus increasing per-
formance considerably.  
 

 
Figure 2– Steps of Detection Algorithm. 

 
The classifier has been trained with facial feature data pro-
vided along the Intel OpenCV library [6]. Once the face is 
detected, as shown in figure 3. the background is removed. 
 

 
Figure 3– Face Detection 

 
2.2.3 Interest Point Selection 
The next step involves the selection of prominent points (re-
fer figure 4.) within the region of the image where the face 
has been detected. We have applied the Harris corner and 

edge detector [7] to find such points. The Harris operator is 
based on the local auto-correlation function. 
 

 
Figure 4– Point Selection 

 
2.2.4 Establishing Correspondence 
This step consists of finding points selected in the second 
image. The algorithm proposed by Bouguet [8] is based on 
the Lucas Kanade [9] optical flow with a pyramidal exten-
sion, which enable us to calculate the optical flow at several 
hierarchical intervals.  
 
2.2.5 Depth Estimation 
After establishing the correspondence between the left and 
the right image, the depth can be calculated by basic triangu-
lation. 
 

 
Figure 5– Triangulation 

 
From figure 5. triangulation can be formulated as 
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As it is evident from the above equations, depth can be calcu-
lated using three values, first is the disparity d, which is the 
distance between corresponding point in the left and right 
image, the second is the focal length f, the third is the base-
line B (the distance between the optical centers of the two 
cameras).   
2.2.6 Depth Correction 
Some errors were observed in the previous step of depth cal-
culation and it was judged imperative that they must be han-
dled in a generalized manner, thus the following clipping was 
applied to all the points based on µ , the average depth of all 
the points. 
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Where β is calculated empirically and will be explained in 
the experiment section.  
2.2.7 Point Clustering 
This step is specifically applied to reduce the number of cal-
culations in the subsequent steps. It consists of clustering the 
points based on the depth value into n groups. The number of 
groups n was experimentally estimated and will be explained 
in the experiment section. Next the centeroid for each group 
was calculated. 
2.2.8 Decision 
The decision regarding the authenticity of the person in front 
of the camera is based on the fact that in case of a picture the 
depth map would resemble that of a plane surface. From the 
n centroids calculated above we select 3 points A, B, C and a 
fourth point as M, then we compute the vectors AB, AC and 
AM. Now if the determinant of these vectors is equal to zero 
we can establish that they indeed belong to the same plane. 
We repeat this process with all the centroids and then calcu-
late the average. The algorithm is defined as: 
 

Sum: variable containing the sum of determinants, ini-
tialized to zero 
Counter: variable for number of determinants, initial-
ized to zero. 
B: a table of size 3 x n for centroids 
D: a table of size 3 x 3 for vectors 
for  i  ←1 to (n-3) 
{ 
D1=Bi+1 –Bi 
D2=Bi+2 –Bi 
 

for j←1 to n 
{ 

if j > i+3 or j < i 
{ 
D3 = Bj-Bi 

sum = sum + det(D) 
counter = counter+1 
} 

} 
} 
 

The average then is taken as 
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The final decision is taken based on a threshold T. 
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3. EXPERIMENTS AND RESULTS 

3.1. Database 
Experiments were carried out on an internal database of 12 
people, due to the fact that no standard database is available 
for testing replay attacks. The database consists of 2 images 
per person, left and right image; giving 24 images for the 
client database. The impostor database is constructed by us-
ing an image of the client’s face and varying the angle of 
image in front of the system. The first is perpendicular; the 
second is inclined towards the left and the other towards the 
right. This gives a total of 3 x 12 x 2, i.e. 72 images for the 
impostor database. 
 

 
(a) 

 
(b) 

 Figure 6– Database (a) Clients (b) Impostors 
 
3.2. Estimation of β 
The parameter β described above is estimated from the data-
base. It is calculated as, 
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Where, µ is the average depth of all the points on an impostor 
image j and Zi is the depth value of a point i. 



3.3. Estimation of n 
The value of n, which is the number of groups, is estimated 
by calculating the EER at different values of n. The results 
obtained by varying the value of n from 4 to 38 are depicted 
in the figure. 7 

 
Figure 7– EER with varying n 

 
3.4. Estimation of  T 
To estimate the value of T we compute T-FA / T-FR which 
are T dependent FAR and RRR, keeping n = 10 and varying 
T from 0 to 700. 
 

 
Figure 8– T-FA / T-FR for n= 10. 

 
As it is evident the value is minimal between 189 and 260, so 
we select the threshold T as average of these values, i.e. 
224.5. 
 
3.5. Results 
Once all the parameters have been fixed, we proceed to cal-
culate the FA/FR for the entire database, which results in an 
EER almost equal to 0. Although this validates our assertion 
but we must highlight here the fact that the size of the data-
base is quite limited. 

4. CONCLUSIONS 

In this paper we have presented an imposter detection system 
using stereoscopic images of the face. Two images of the 
face are taken and depth is estimated using triangulation, 
next this depth map is analyzed to verify whether the image 
belongs to a real client or is an imposter. 
Significant amelioration can be made to face recognition 
systems by using our imposter detection as a pre-filtering 
method. Another related study could be to use images at dif-
ferent zoom levels obtained by a single camera instead of 
stereo images for imposter detection.  
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