Temporal Normalization

Usman Saeed
EURECOM Sophia Antipolis
2229 Route Des Cretes
Sophia Antipolis, France
+33(0)493008248

Usman.Saeed@eurecom.fr

ABSTRACT

Pose and illumination variation has been considehed major
cause of poor recognition results in automatic f@®gnition as
compared to other biometrics. With the advent idew based
face recognition a decade ago we were presentédsaine new
opportunities, algorithms were developed to takeaathge of the
abundance of data and behavioral aspect of redogniBut this
modality introduced some new challenges also, drtbem was
the variation introduced by speech. In this paper present a
novel method for handling this variation by usingmporal
normalization based on lip motion. Evaluation wagied out by
comparing face recognition results from originahmmrmalized
videos and normalized videos.

Categories and Subject Descriptors

1.2.10 [Artificial Intelligence]: Vision and Scene Understanding
—motion, video analysid;4.6 [l mage Processing and Computer
Vision]: Segmentation edge and feature detectioh4.8 [l mage
Processing and Computer Vision]: Scene Analysis- color,
motion, object recognition, tracking.

General Terms
Algorithms, Security.

Keywords

Biometrics, Face Recognition, Image and Video Asialy

1. INTRODUCTION

Automatic Face Recognition (AFR) is a domain thedvjrles
various advantages over other biometrics, suchcaspsability
and ease of use, but due to the current trendsdémification
rates are still low as compared to more traditidnaimetrics, such
as fingerprints. Image based face recognition [@ihs the
mainstay of AFR for several decades but quicklyegaway to
video based AFR with the arrival of inexpensiveeddcameras
and enhanced processing power.

Video AFR also has several advantages over imageedba
techniques, the two main being, more data for piesed
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techniques, and availability of temporal informatidrechniques
that do not take advantage of temporal informatme@ mostly
extensions of image based algorithms adapted figovsuch as
statistical models [2], kernel based [3] or GMM &ads[4].
Technique that use temporal information can bén&rrtlivided as
Holistic, Feature based and Hybrid. In Holistic aggrhes, [5]
computes a discrete video tomography to summanizéé¢ad and
facial dynamics of a sequence into a single image.[6]
Aggarwal et al. have modeled the moving face as a linear
dynamical system using an autoregressive and moaimgage
(ARMA) model. The second group exploits individutcial
features, like the eyes. In [7], they propose te the optical flow
extracted from the motion of the face for creatinfgature vector
used for identification. The Hybrid approach congsirholistic
and feature based methods, Colmenarez et al. inhf8je
proposed a Bayesian framework which combines facegnition
and facial expression recognition to improve result

Degraded performance in face recognition has mob#gn
attributed to three main sources of variation ia tuman face,
these being pose, illumination and expression.h@ée, pose has
been the most problematic both in its effects a rdcognition
results and the difficulty to compensate for it.ciieiques that
have been studied for handling pose in face retiogncan be
classified in 3 categories, first are the ones tstimates an
explicit 3D model of the face [9] and then use paeameters of
the model for pose compensation, second are subgpaed such
as eigenspace [5]. And the third type are thosechwhiuild
separate subspaces for each pose of the face sudbvabased
eigenspace [10].

Managing illumination variation in videos has beefatively less
studied as compared to pose, mostly image baseditgees are
extended to video. The two classical image basethtques that
have been extended for video with relative success
illumination cones [11] and 3D morphable models. [Bjstly
expression invariant face recognition technique lwarivided in
two categories, first are based on subspace methatimodethe
facial deformations, such as by Tsai al. [12]. Next are
techniques that use morphing techniques, like Rhararanet
al. [13], who morph a smiling into a neutral face.

In this paper we have focused on another mode rdtien that
has been conveniently neglected by the researchmooity
caused by speech. The deformation caused by lippmauring
speech can be considered a major cause of lowmgmmgresults,
especially in videos that have been recorded idistoonditions
where illumination and pose variations are miniriéé propose a
temporal normalization method that, given a grofipideos for a
person studies the lip motion in one of the videos selects
synchronization frames based on a criterion of iB@ance



(optical flow). The next module compares these Byowization
frames from the first video with the rest of theews of the same
person, within a predefined window created arourel lbcation
where the synchronization frames were located énfitist video.
Finally videos are normalized temporally usingiiprphing.For
evaluation of our normalization algorithm we havevided a
spatio-temporal person recognition algorithm usimideo
information. By applying discrete video tomographgur
algorithm summarizes the facial dynamics of a segednto a
single image, which is then analyzed by a modifietsion of the
eigenface for improvement in a face recognitiomace.

The rest of the paper is divided as follows. IntBec2 we
elaborate the proposed method. In Section 3 we giviace
recognition method, after that we report and controem results
in section 4 and finally we conclude this papethwigmarks and
future works in section 5.

2. VIDEO SYNCHRONIZATION

The proposed normalization method can be divided three
parts; first is an algorithm which selects framesie of the video
that are considered significant, second is syndhation frame
matching in which the synchronization frames sel@én the first
video are synchronized with the remaining videbsird is the
temporal normalization, which uses the synchroiopaframes
from the previous module to normalize videos terafipy lip

morphing.

2.1 Synchronization Frame Selection

This module takes the first video from the groupviofeos that
have to be synchronized as input and selects fraimats are
considered useful for synchronization. The critefor frame
selection is based on amount of lip motion, herreenés that
exhibit more lip motion as compared to the framesiad them
are considered significant. First the mouth regsoisolated based
on tracking points provided along the databasenTin@me by
frame optical flow is calculated using the Lucasmklke method
for the entire video (see figure 1).

@) (b)
Figurel: (a) Lip ROI (b) LK optical flow

As we are interested in a general description ef amount of
motion in the frame we calculate the absolute n@aach frame
as

33 (@bs(u,,,) + abgy,,)

n=1 m=1

Wherem, n are image row and columns respectivelyu are the
horizontal and vertical components of the motiortees, this
results in a signais follows for the entire video.
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Figure 2: Motion signal for video

The next step is to select frames based on theeasignal, if we
select frames that exhibit maximum motion thera igossibility
that these frames might lie in close vicinity tecteather. Thus
we decided to divide the video into predefined segi® and then
select local maxima as synchronization frames.

2.2 Synchronization Frame Matching

This module synchronizes the synchronization framelected
from the first video with the rest of the videospLShape and
Appearance (LigSA features are first extracted from all videos,
aligned and then matched using an adapted meames@uar
algorithm.

2.2.1 Feature Extraction

Synchronization frame matching is carried out usldg SA
features that are based on the shape and appeaifatheelip and
their extractions described below:

2.2.1.1 Color Transform

The first step is to transform the colour spacasto enhance the
difference between the skin and lip. From severalowr
transform proposed in the literature we have setet¢he one
proposed by [14], It is defined as.

_ (2G-R-05B)
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2.2.1.2 Lip Contour Detection

The next step is the extraction of the lip contpfosthis we have
used active contours [15]. The contour was initedi as an oval
half the size of the ROI with node separation airfpixels.

Figure3: (a) Lip ROI (b) Color transform (c) Snake edge
(d) Lip SA

2.2.1.3 Feature Definition and Extraction

Finally the background is removed based on therdigteontour.
The final feature is depicted in figure 3(d). Itn¢ains the shape
information in the form of lip contour and the appnce as pixel
values inside the outer lip contour.

2.2.2 Alignment

Before the actual matching step, it is imperativat tthe feature
images are properly aligned, the reason being gbate feature
images maybe naturally aligned and thus have uathiantage in
matching. The alignment process is based on miaimiz of
mean square errtvetween feature images.



2.2.3 Synchronization Frame Matching

The last module consists of a search algorithmghvhiies to find
frames having similar lip motion as synchronizatifnrames
selected from the first video in the rest of theledgs. The
algorithm is based on minimizing the mean squarer eadapted
for sequences of images.

as they lack information about the type of motiomd athus
frequently consider a uniform rectilinear modelnadtion. As for
this study we already have an estimation of lip iorotfrom
previous modules, we decided to use image morpimsigad of
block matching/compensation which results in visualperior
results.

for k < 1to Noof Synchroniation Frames
fori « 2to Noof VidsPer Person
forw ~ f(k)-5to f(k)+5

argmin ZZ((' f(k)—1,1)2 - (l f(k)—l.i,w)z) + ZZ((' f((k),1)2 _)(l f(k),i,w)z) + ZZ((' f(k)+1,1)2 - (l f(k)+1,i,w)2)
M*N

Figure 4: Synchronization Frame M atching Algorithm

Let l¢y,w be the feature image extracted from the synchatioiz
frame to be matched, whekas the synchronization frame index,
f(k) is the location of the synchronization frame ie thideo,i
describes the video number amdthe search window, which is
fixed to +/-5 frames. Thus the search algorithnestrto find
synchronization frameky, ; by matching the current framgy ;
previous framéyy.1,1 and the future framégy.1,1 from the first
video with the rest of the videos within a searéhdew w. The
search window is created in the rest of the videatered at the
location of the synchronization frame from thetfivddeo given

by f(k).

2.3 Temporal Normalization

Once the synchronization frames have been obtdmedll the

videos of a person, the next step is to normaliedength of each
segment of the videos. Normalization is carriedindependently
for each person by first selecting an optimal nundfdrames for
each segment of the video based on the synchramzitames
and then adding and removing frames to normalieelehgth of
the video.

2.3.1 Optimal Number of Frames.

Optimal number of frame®s p for each corresponding segmént
of the video is calculated by averaging the nundfdramesF in
the corresponding segment of the video for peBson

for S — 1tok
{

N
F
OS'P — Zn:1N n,S,P

}

where n represents the videos for peBon

2.3.2 Transcoding

The next step is to add/remove frames (commonlywknas
transcoding) from each segment of the video s@ anake them
equal to optimal number of frames. The simpleshriées for
transcoding like up/down-sampling and interpolati@sults in
jerky and blurred videos respectively. Advancechtégue such
as motion compensated frame rate conversion [1€3, hlock
matching to estimate and compensate for motiorateitmperfect

Morphing is the process of creating intermediate nussing
frames from existing frames. Mesh morphing [17]e af the well
studied techniques consists of morphing a frdqn&om source
frame I and target framé, by selecting corresponding feature

points inlg and I, , creating a mesh based on these feature points,

warping I and |; and finally interpolating warped frames to
obtain the morphed frame. In our study morphing easied out
only on the lip ROI as this region exhibits the msignificant
motion in the video. Lip ROI was first isolated andter lip
contour detected as explained in the previous nasddihese Lip
ROI formed thd andl, frames, feature points consisted of the 4
extremas of the outer lip contour (top, bottomt, lefht). Mesh
morphing was then carried out as explained aboimallff the
morphed Lip ROI was superimposed on the originaggen to
obtain the morphed frame.

Figure 5:(a) Existing Frames (b) Lip ROI (¢) Morphed Lip
ROI (d) Morphed Frame

Decision regarding the number of frames to be atldewved is
taken by comparing the number of frames in eacmsagto the
optimal number of frames; the frames are then adeledved at



regularly spaced intervals of the segment. Additadna frame
consists of creating a morphed framdrom previously existing
frames,l;; andl;;. Similarly framel; is removed by morphing
framesl;; andl; and replacind;.; with the morphed frame, and
replacing framel;,; with the morphed frame fromy and I;;.
Finally deleting the framg.

3. PERSON RECOGNITION

Our person recognition system [5] is composed of twodules: a
Feature Extractor, which transforms input videoto ifiX-ray
images” and extracts low dimensional feature vect@nd a
Person Recognizer, which generates user modelshérclient
database (enrolment phase) and matches unknowndesdctors
with stored models (recognition phase).

3.1 Feature Extractor

Inspired by the application of discrete video tonaminy [18] for
camera motion estimation, we compute the temporaiayX
transformation of a video sequence, to summaries fétial
motion information of a person into a single X-fiayage. It is
important to notice that we restrict our framewddk a fixed
camera; hence, the video X-ray images represemhtitien of the
facial features and some appearance informatiorichwis the
information that we use to discriminate identities.

Figure 6: Original Framesand Temporal X-ray I mage.

Given an input video of lengfh, V, ={l; 1, . . ., |1}, the Feature
Extractor module first calculates the edge imaggusaceE;,
obtained by applying the Canny edge-finding metfi®] frame
by frame:

E={Jiyndiri} = fee (M)

Then, the resulting binary frame, are temporally added up to
generate the X-ray image of the sequence:

X, =cy" J,

t=1 1t

whereC is a scaling factor to adjust the upper range vafughe
X-ray image.

After that, the Feature Extractor reduces the Xinggge space to
a low dimensional feature space, by applying thencipal

component analysis (PCA) (also called the Karhunsewe
transform (KLT)): PCA computes a set of orthonormattors,
which optimally represent the distribution of threining data in
the root mean squares sense. In the end, the dpimction
matrix, P, is obtained by retaining the eigenvectors cowadmg
to theM largest eigenvalues, and the X-ray image is appratad

by its feature vectory, 0 0OM calculated using the following
linear projection:

—pT
Y, =P (X —4)

wherex; is the X-ray image in a vectorial form apds the mean

value.

3.2 Person Recognizer

During the enrolment phase, the Person Recognizedula
generates the client models and stores them ietsytstem. These
representative models of the users are the closteers in feature
space that are obtained using the enrolment data se

For the recognition phase, the system implementsearest
neighbor classifier which compares unknown feat@&ors with
client models in feature space. The similarity measdopteds,
is inversely proportional to the cosine distance:

:
Yi Y

Sy Y;) =1

‘ y: 1y; 1i

and has the property to be bounded into the int¢ov4].
4. EXPERIMENTSAND RESULTS

In this section we elaborate the experimental satupdiscuss the
results obtained. Tests were carried out on a suiisé&/alid
Database [20], which consists of 106 subjects. dhtabase
contains five sessions for each subject where esgian has been
recorded in studio conditions while the othersiarancontrolled
environments such as the office or corridors. lohesession the
subjects repeat the same sentence, “Joe took 'fatjreen shoe
bench out”. The first video was selected for thackyonization
frame selection module and the rest of the 4 videese then
synchronized with the first video using the synctization frame
matching module. Finally all videos were temporaltymalized.
To estimate the improvement due to our normalipagimcess we
have compared the normalized videos generated bglgarithm
to original non-normalized videos using the persecognition
module described above. First 3 videos were usettdming and
the rest 2 were used for testing. The number ofaymization
frames in this study have been set to 7, as theageenumber of
frames per video in our database was approximatély The
recognition system has been tested using a feapaee of size
190, constructed with the enrolment data set. Ttheovframes are
also pre-processed using histogram equalizationoriter to
reduce the illumination variations between différemguences.

Table 1: Person Recognition Results

CIR% | CIR% | CIR% | ggr
MethOd st th th 0,
) (5™ (10™) Yo
Normalized | g0 5 o | 82.60 % | 89.13% | 10.1 %
Video
Original | oo 5106 | 8152%| 85869% 11.9%
Video




The identification and verification results are snamized in
Table 1; its columns report the correct identificatrates (CIR),
computed using the best, 5-best and 10-best mateimek the
equal error rates (EER) for the verification modée notice that
the recognition system using normalized videosquar$ better
than the analogous one working with non-normaliziééos.

Global identification rates:
100

PSR
L

Identification rates
=

—— Normalized Videos
— — Original ideo

NBest values

Figure7: Correct I dentification Rates (CIR)

Global verification rates:

Mormalized Videos
— — Original Vides

False rejection rates
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Figure 8 : Verification Rates (EER)

5. CONCLUSIONS

In this paper we have presented a temporal noraializ

algorithm based on mouth motion for compensatingatian

caused by visual speech. The proposed algorithmtesisd in a
face recognition scenario using a spatio-temporarsqn

recognition algorithm and results compared withgioal non-

normalized videos, with an improvement of 4%.

The database used in these experiments consistedhart

sentences; it would be interesting to see restiltsoomalization

on other databases. Another specificity of the lsha used was
that although it did not contain any pose variati@trong

illumination variation was present, which has eféecrecognition
results. Further improvements to the proposed wenkld be
inclusion of other forms of normalization, such gsatial and
illumination.
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