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Abstract— We study video server performance and reliability. We clasvideo server concerns the way data is distributed (striped)
sify several reliablity schemes based on thedendancy technique used over its disks. We assume that each video object is parti-
(mirroring vs. parity) and on the distribution granularity of redundantdata. tioned into video blocks that are distributed ol disks
Then, we propose for each scheme its adequate data layout. To calculye the server foIIowing a round robin fashion. Further, we
the server reliability, weapply discrete modeling based on Markov chains. dopt the so called Coarse Grained (CGS) striping algc;rithm

Further, we focus on the trade-off between achieving high reliability an - .
low per stream cost. Our results show that, in contrast to intuition, fo hat retrieves for one streaome Iargewdeo block from a

the same degree of reliability, mirroring-based schemes always outperforﬁingle disk dU”F‘g a service rOU’.‘d- During the n.eXt service
parity-based schemes in terms of per stream cost and also restart laterkQUNd, thenextvideo block is retrieved from possibly a dif-
after disk failure. Our results also show that a mirroring scheme that copieferent disk [7, 9, 10, 11].
original data of a single disk onto a subset of all disks significantly improves
the server reliability and slightly increases the per stream cost as compared Il. RELIABILITY SCHEMES
to the classical interleaved mirroring scheme.

We classify reliability schemes depending on the tech-
nigue used (parity/mirroring) and on the distribution gran-
ularity of redundant data.

Keywords— Distributed Multimedia, Video Servers, Reliability
Modeling.

. INTRODUCTION , I
Video servers typically store large video files. As the num!"A Parity-Based Reliability

ber of files to be stored increases, the number of storageParity-based techniques stgparity data in addition to
components required, typically SCSI hard disks, increasesiginal data (RAID2-6). When a disk failure occurs, par-
as well. However, the larger the number of disks, the mori¢y information is used to reconstruct the failed original data.
vulnerable to disk failures the video server becomes. In ord&AID5 [5] requires a small amount of additional storage vol-
to ensure uninterrupted service even in the presence of digkne for each video object to protect against failure, since one
failures, a server must be able to reconstruct lost informaarity block is needed for theD — 1) original blocks. The
tion. This can be achieved by using redundant informatioi> — 1) original blocks and the parity block build@arity

Two reliability techniques are appliethirroring [1, 2, 3,4] group. Figure 1 proposes a disk layout for RAID5. Figure
and parity [5, 6, 7, 8]. Unlike parity, which adds a small 1(a) shows for a video server with disks how one video
storage overhead for parity data, mirroring requires twice asbject is stored using RAID5. The data placement within
much storage volume as in the non-fault tolerant case. Howhe server is represented by placing the numbers inside a
ever, mirroring significantly simplifies the design and the immatrix that containg) columns the disky and (7 - D) re-
plementation of video servers, since it does not require artgieval lines (the parity groups Figure 1(b) shows the stor-
synchronization of reads or additional processing time to dege layout of original and parity blocks on the digk- 1)

code lost information, which is the case for parity. In ordefi € [1, ..., D]). P(¢) denotes the parity block of line We

to achieve higher reliability, added resources (storage vahtroduce for RAID5-based schemes a class calledDhe-
ume, main memory space, and I/O bandwidth) are requireth-All scheme.

The amount of additional resources mainly depends on theln order to increase server reliability, clustering schemes
distribution granularity of the reliability technique used. are proposed in the literature. We consider only clustering
The distribution granularity is defined as the parity grougchemes that divide the server into, normally homogeneous,
size for parity and the number of disks across which origi€' independent parity groups. The parity group sizeis

nal data of a single disk is replicated for mirroring. We extypically much smaller than the total number of digksLet
plore in this paper the trade-off between reliability and peus assume thd? = C'- D.. Since a parity group covers some
stream cost depending on both, the reliability technique usathd not all disks, we call this organization tBae-to-Some
(parity/mirroring) and its distribution granularity. The videoscheme. We depict in Figure 2 a storage layout of original
server is assumed to usmind-based schedulinthe service and parity data of the portion of a video object that is stored
time is divided into equal-size time intervals. Each admittedn parity groupj ((j € [1..C]).

client is served once every time interval: thervice round The main disadvantage of parity-based techniques is the
Further, in order to optimize seek overhead, the server usesed for additional buffer storage or I/O bandwidth resources
the SCAN algorithm for data retrieval from disks. Finally,when working in disk failure mode, since in the worst case
the server containd server nodes, to which disk drives the whole parity group must be retrieved and temporarily
are connected. The server nodes are identicakastinode kept in the buffer to reconstruct lost data. We have distin-
containsD,, disks. Let us assume that is a multiple of guished in [11] between the second read strategy and the
N as: D = N - D,. A very important design issue of a buffering strategy. The former doubles the I/O bandwidth re-
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— roring). Original data of one disk are only replicated over
a sub-set and not all server disks (fbee-to-Somscheme).

We assumé&’ independent groupsach containindg). disks.
Figure 4 proposes the data layout of the portion of one video
object that is stored on clustgr using the One-to-Some
Fig. 1: One-to-All Parity data layout for one video objectscheme. The Figure also shows how original data of disk

(a) Storage matrix of a video object. (b) Storage of a video object
on diski.
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Fig. 2: One-to-Some Parity data layout of a portion of avidezn i
object on parity group (5 € [1..C]).

Fig. 4: One-to-Some mirroring data layout of a portion of a
video object on group
quirement [12], whereas the latter requifeq D.) times as
much buffer space compared to when working with no disk o o
failure. We will restrict our discussion to the buffering stratdl.-C ~ Classification of Reliability Schemes
egy, since it achieves higher throughputthan the second readrgple 1 gives an overview of the different schemes de-
strategy. scribed:

II.-B  Mirroring-Based Reliability

Based on the chained declustering [2], the so called- Distribution Reliability Scheme
to-One scheme replicates original blocks stored on disk | Granularity | Mirroring-based | Parity-based
onto disk (i + 1) mod D) (i € [0..D — 1]). This scheme ~Onezo-One || Chained declustering | XXX
can tolerate up-tuZQ disk failures (best case). However, it One-to-All Interleaved declustering RAID5-based
does not survive more than one disk failure if the two failedf One-to-Somg| Clustered mirroring Clustered parity|

disks areconsecutivgworst case). Additionally, the load of
fail isk i irely shi ingle disk, which resul e .

gnall:)gg-(ijrlﬁballfaﬁggrsedyu?ir:g%?sffgilsureg r%gdse_' ehrest tsrable 1: Classification of Reliability Schemes and Distribu-
In [4], a mirroring scheme, based on the interleavetions

declustering, was proposed that uniformly distributes the

load of a failed disk over all the remaining disks in the server Based on the classification in Table 1, we will compare

(theOne-to-Allscheme). Figure 3 shows how original blockghe different schemes in the remainder of the paper. We fo-

of disk(i—1) are replicated over the remainify—1) server cus in section Ill. on server performance that includes server

disks using the One-to-All scheme. throughput, resource (storage, memory, and I/O bandwidth)
We depict in Figure 3 the storage layout of a One-to-Alfequirements, and per stream cost. Section IV. investigates
mirroring scheme. quality of service including restart latency after disk failure

Clusters can be also built for mirroringlgstered mir-  and server reliability. Server reliability is evaluated based on



discrete Markov models. We will distinguish between indetolerant case. Thus, we will limit our discussion in the re-
pendent disk failures and the more complicated modeling ofiainder of this paper to the One-to-All and the One-to-Some
dependent component failures. The results of section Ill. arsthemes.

IV. lead to the conclusions of this paper, which we present in

section V.. l1.-B  Buffer Requirement

IIl. SERVER PERFORMANCE Considering the SCAN scheduling algorithm, the worst
, . ) case buffer requirement for one served stream is twice the
The main performance metric is the maximum number dbjock sizeb,,. Thus, the buffer requiremettt, for a server
streamsy), that the server can simultaneously admit, whiclyith (), concurrent streams and working without disk failure
is called server throughput. Adding fault tolerance withinthgs B, '= 2. b, - Q,. Mirroring replicates original blocks
server requires additional resources in terms of storage V@Jelonging to a single disk over all or a sub-set of disks. Dur-
ume, buffer space, and I/O bandwidth capacity and therefojigy disk failure mode, blocks that would have been retrieved

increases server cost. from the failed disk are retrieved from the corresponding
disks. Thus, original blocks are replaced by mirrored blocks.
[ll.-A Throughput Accordingly, mirroring requires the same amount of buffer

The maximum number of streand®, that one disk can s during normal operation mode and during disk failure

admit without assuming fault-tolerance in a video server ig§lode. Further, the same buffer is required for all mirroring
bar gy 9 g:stnbutlon granularities. On the other hand, parity needs to

Q= bd”; [11]. Therebyy, (= 1.5 Mbps) denotes perform a X-OR operation over a set of blocks in order to re-
T4 Ttrotttsn construct a lost block. In fact, during normal operation mode,
the video playback rate,;(= 40 Mbps) is the disk’s trans- the buffer is immediately liberated after consumption. When
fer rate, 5, (= 1.5 ms) is the settle timef,..r(= 20 ms) a single disk fails, original as well as parity blocks that be-
is the maximum seek time, (= 11.11 ms) is the worst long to the same parity group are sequentially retrieved (dur-
case rotational latency, aibg. (= 1 Mbit) denotes the block ing consecutive service rounds) from consecutive disks and
size. The parameter values are those of the Seagate Swiltist betemporarily storedon the buffer (for many service
SCSI disks [13]. Adding fault-tolerance, each disk reservasunds) until the lost original block is regenerated. Since
a portion of its available bandwidth to be used during diskuffer overflow must be avoided, the buffer requirement is
failures. For each disk, the amunt of bandwidth reserved calculated for the worst case situation, where the whole par-
for failure mode does not depend on the reliability techniquigy group should be contained in the buffer to reconstruct
used, but depends only on thistribution granularityof re-  the lost block. Further, a buffer size of one disk retrieval
dundant data. Let us take the One-to-All scheme to bettbfock should be additionally reserved to store the first re-
illustrate this statement. For parity, after one disk has failedkieved block of the next parity group. Thus, the total buffer

at most one parity bl(ock is)needed for each parity grougequirement during disk failure i® - by, - Q, = D'zBs for

(1 parity block for the(D — 2) remaining original blocks). . _ “D..B.

For mirroring, at most one replicated block is needed du#—he One-to-All parity scheme and I8, - by - Qs = =5

ing disk failure for eactine (see Figure 3). Consequently, for the One-to-Some parity scheme.

for each parity group (line) and each stream, onetauithl

block must be retrieved in the presence of a disk failure a8ll.-C  Per Stream Cost

suming the One-to-All scheme (parity or mirroring). Analo- 14 gt the stream cost, we proceed as follows. We cal-

gously, the number of additional blocks needed is the same 1a’the total server costs as the cost of the stor-

for parity and mirroring assuming the One-to-Some schemgg e \6jume” (hard disks) and the main memory volurie

Therefore, given a certain distribution granularity the amourgy requirements) when operating in disk failure mode

of /0 bandwidth that must be reserved for failure mode angs. ¢ _ "B+ Py, -V, whereP. denotes

thus the throughputare the same for parity and mirroring. Weg 2 B?i’“ég"ofl ﬁﬁyte of main me}nory andnﬁdmk repre-

show in Table 2 the server throught for different dis-  soneq'the price of Mbyte of hard disk. Typical price fig-

tribution granularities (One-to-One, One-to-Some, and ONgroc arep — 135 and Py, = 0.5%. Since these

to-All) [11]. Thectihro'tj%hpm vatlues in table 2 consider thebrices change very fast, we will consider the relative costs

average case and not the worst case. by introducing the cost ratia betweenP,,.,, and P,y
Prem = « - Py, The server cost becomes therefore:

[ Distribution Scheme [ TRrOUGhPULY, | Sserver = Prmem - B+ F2em -V = Py - (B+ %), The
One-to-One (Mirroring) D04 per stream cost is obtained by dividing the total server cost

2 $server Dy the overall server throughp@,: Seeam =
One-to-All (Mirroring/Parity) D- [% - Qu] ) meem~(B+%) ghp@ ¢

One-to-Some (Mirroring/Parity) D - | Z5=L - Qq Qs Qs
lll.-D  Performance Comparison

larities different distribution granularities in terms of their per stream
costs. Given a value ob, we calculate for each scheme
Since the half of the available disk bandwidth must b¢he throughput that can beached as well as the aomt of
reserved for failure mode for the One-to-One scheme, thmiffer needed. Then we derive the per stream cost for each
throughput is cut into half as compared with the non-faukcheme. For the One-to-Some schemes (parity/mirroring),




we takeD,. = 10 as a good trade-off between server through- We use adiscrete Markov modelWe divide the time in
put and disk/buffer requirement. steps and we examine the behavior of the model only at the
Figure 5 shows the per stream cost results for the Onbeginning of each step. The use of a discrete Markov model
to-All parity scheme Parpq4), the One-to-Some par- is justified since we deal with very high values &f 1T Iy
ity scheme Parpss), the One-to-Some mirroring scheme(about11.5 years) and the time between two time steps is
(Miroas), and the One-to-All mirroring scheméf(irp24).  relatively small { day). Furthermore, we use the follow-
The parameten takes the value: = % — 96, which is the ing Taylor expansion of the exponential function for= 1:
actual memory/disk ratio. We observe that the two mirrorin§[ a disk will fail during the next day ] = 1 — e™* = 4.
schemes (One-to-All mirroring and One-to-Some mirroringJ0 build thetransition matrixof the discrete Markov model,
havelower per stream coghan the two parity schemes (One-We calculate the probability; ;(¢,,) that the server changes
to-All parity and One-to-Some parity. Further, the One-tofrom state: to statej between time steps,_; andt¢,.
Some parity scheme has a much lower per stream cost thidate thatp; ; (¢,) is the probability that the server remains
the One-to-All parity scheme (lower buffer requirement). Onn state: between time steps, ; andt, and is defined
the other hand, the One-to-Some mirroring scheme provides: p, ;(¢,) = 1 — Z%—l i2iPii (tn). Finally, p;(t,) de-

a slightly higher per stream cost than the One-to-All mirrory oiaq’ the probability that the server is in statat time

ing scheme (the same resource requirements, but a smatls_r Let v(*+) be the state vector of the server(ts) —

throughput). (poltn), p1tn), -+, ps—1)(tn)). The video server works at
. er Swsam Costfor Minoring and Py time ¢, = 0 and all its components work. Thus(®) =
We : (1,0,---,0). From the Markov model, we derive the tran-
. / sition matrix M (?) at the time steg,. Given the initial
E vector v(®) and the initial transition matrix/(?), we can
sl ‘ calculate the value of the reliability functiof® %n) at ev-
£ on_ ery time stept,,: We calculate the state-probability vec-
Bl — i, tor v(t») asvltx) = 4 . pt=-1)  Having the values
] of the vectorv(*~), we then calculate?? (¢,,) at time step
0 L e e B ta @S R*(tn) = Y150 pilta) = 1 = pie_ny(ta). Given
R*(t,), the mean server lifetimé/ TTF, is approximated

Fig. 5: Per stream cost. asMTTF, =3 ", R*(tn).

IV.-B.1 Independent Disk Failures

IV. QUALITY OF SERVICE If we consider independent disk failures, the One-to-All
scheme is not able to recover lost data after two consecutive
IV.-A  Restart Latency disk failures. The transition matrix/ (°) at time step, is:
The restart latency denotes the time that elapses between
the service interruption due to disk failure and the time data
is reconstructed. Since mirroring (One-to-All and One-to- 1—(D-Xg) DXy 0
Some) retrieves the replication of a lost block after a disk/”) = ( td L—(pat+(D=1)-2g) (D—-1)-Ag )
failure, the worst case restart laterity equals the service 0 0 1
round duration(;, = 7). However, parity needs in the worst
case to retrieve all surviving blocks and the parity block of a The corresponding Markov model is shown in Figure 6,
parity group to reconstruct the lost block. Since the retrievaihere:\; = D - Ay, \o = (D — 1) - Ay, andp = puq
of each block occurs in a separate servimend (CGS-based

retrieval), the worst case restart latency’is= D - r for the M 2
One-to-All parity scheme and i§. = D.. - r for the One-to-
Some parity scheme. ° . °

IV.-B  Reliability Modeling

We define the server reliability at tinteas the probability
that the server survives until tinteassuming that all server rig. 6: Markov Model for the One-to-All-Assignment
components are initially operational. The server survives aScheme
long as its working components deliver the functionality ex- '
pected. Server reliability depends on the distribution granu- I . . s _
larity applied, since the latter determines the number of com- 'll'he server reliability function is then: R*(t,) =
ponents that are allowed to fail without making the serve} _;_ Pi(tn) = po)(tn) + p1)(tn) = 1 — pe2)(tn)
fail. However,server reliability does not depend on whether The One-to-Some scheme behaves differently. In fact, the
mirroring is used or parity server fails if one of the groups (the first one) fails. Figure
We use aMarkov-chain to model the server reliability 7(a) shows the model for one group and Figure 7(b) shows
[14, 15]. The disk mean time to failute 1T F,; takes arel- the server level model.
atively pessimistic valuel()0000 hours) and the disk mean  The corresponding values of the parameters used in figure
time to repairM 11" R4 takes the value 6f2 hours. 7@ are:h; = De - Mg, Aa = (De—1) - Ag, andpy = g

n



scheme, a node failure is not tolerable. Figure 8 shows the
Markov model for this scheme with dependent component
failure. The server fails as far as two consecutive disk failures
or a node failure occur.

O :

u ©

(a) Markov Model for a Group of the (b) Server Markov Model of
One-to-Some-Assignment Scheme. the One-to-Some-
Assignment Scheme.

Fig. 7: Markov Model for the One-to-Some-Assignmenirig. 8: Markov Model for the One-to-All-Assignment
Scheme. Scheme with Dependent component Failures.

The states 0, 1, and 2 denote respectively the initial state,

. . 0 . .
The transition mathc( for a single group at time step the one disk failure state, and the server failure state.

tp is: = O
0!s The values of the parameters in figure 8 are:
e A\ = D - Ay The probability that the first disk out of the disks
© 1= (Dec-Aq) De - Aq 0 fails.
M = 1ta L= (pa+t (De—1)-2a) (Dc—1)-Aq e My = (D =1)-Ag+ N - A, The probability that the second disk
0 0 1 out of the remainingD — 1) disks or the first node fails.

e A3 = N - \,: The probability that the firstode fails.
Asv() = (1,0, 0), the reliability functionR(t,, ) of a sin- o 1= pa

gle groupisiR(t,) = Soi_q pi(tn) = p(oy(ta) +p(1) (ta) = The transition matrixi/ () at time stegt, is

L= pe)(tn). - .
The group mean lifetime MT7TF, is therefore: LA — s N s
MO — m 1—p—22 A
0 0 1

MTTF. =377 R (tn) = 32,20 (1= pr2)(tn))
Let us now calculate the server reliability function. We
assume that the group failure distributionis also exponential.
The parameteh in Figure 7(b) is thenA = C - A., where
A. denotes the already calculated group failure réte:=

1

For the One-to-Some scheme, we assume that each group
contains exactlyone disk from each servenode. This

MTTF."

We derive the server transition matti%'® at time steptq
as follows:

1—C-Ae C-Ac
0 1 )
Hence the server reliability functioR® (¢,): R(t,)’ =
L —p(y(tn)

Mﬁo) = (

method was introduced in [16] and also used in [17] to build
a cluster of disks. The authors called this schemettieg-
onal RAID (only for parity). The advantage of the orthog-
onal RAID is that it allows complete nodes to fail without
loosing any data. In [16, 17], orthogonal RAID was used for
a parity-based server. In this paper, we apply this orthogo-
nality principle for both, parity and mirroring and call it the
orthogonal One-to-Sonseheme.

Based on the assumption above, we first model the reliabil-
ity for a single group (Figure 9) and then the server reliability

using again Figure 7(b)).
IV.-B.2 Dependent Component Failures

As we described in section |., our video server consists of
a setN of nodesgach containin@,, disks. Disks belonging
to the same server node share common hardware. When a
node fails due to intedice, hardware, or controller failure, all
disks that are connected to it can not deliver data any more
and are considered as failed disks. We show in this section
the impact of complete node failures on the server reliability
for both, the One-to-All and the One-to-Some scheme.

Like a disk failure, a node failure is assumed to be re-
pairable and the repair raje, is exponentially distributed. Fig. 9: Markov Model for one group with dependent compo-
The node failure rata,, is also an exponential function. Let nent failures
A = g be the failure rate of a server node, where '

MTTF, = 100000 hours is the node mean life time. Fur- The states 0, 1, 2, and 3 of Figure 9 denote respectively the
ther, letyu, = 5777 be the repair rate of a failed serverinitial state, the one disk failure state, the one node failure
node, where/ TTR,, = 72 hours is the node mean repairstate, and the group failure state. The parameter values used
time. are:

Since the copies of original data stored on one disk are ¢ A, = D, \,: The probability that the first disk failure occurs inside
spread oveall remaining disks of the server for the one-2-all the group (One out of th®.. disks of the group).




e X2 = N -, : The probability that the firstode failure occurs. A disks (see Table 2). The parametgrtakes the value$82
complete node failure means for one group the failure of a single diskFigure 11(a)) and 825 (Figure 11(b)). We observe that the

* X3 = A, The probability that theode fails, which the already failed server reliability decreases for both schemes as the server
disk belongs to. . throughput increases (number of disks required grows). The

¢ Aa=(De—1) Ag+ (N —1)- A : The probabiliy that the sec- ne_to-Some scheme has for both valuest,ofa higher
ond disk of thg grogpfalls or the first node fails that does not contalgerver reliability than the One-to-All scheme. Further, the
the already failed disk. decrease of server reliability is more dramatic for the One-

o A5 = (De—1)-Ag+ (N — 1) - Ap : The probability that the sec-
ond node fails or another disk of the group fails. to-All scheme than for the One-to-Some scheme.

o i1 = pg,anduz = pin.

. . 0 . .
The gI’OUp tl’anSItlon mat”Mc( ) at t|me Steﬁo |S ) Server Reliability for the same Throughput
1— Al _ A2 Al A2 0 EO.e \
M(O) = K1 1- H1 = AS - A4 AS A4 EO-G »—~  One-2-some (D =10)
c H2 0 1—ps —As  As g, ~—= One-2-all ¢
0 0 0 1 §o4
&

o
N

Having the corresponding Markov models (the initial tran-
sition matrices) for the dependent component failure case, we e =
derive the server reliability for the One-to-All and the One- Server Throughpu [streams|
to-Some schemes as previously shown in section IV.-B.1.

o

15000

. . (a) Server reliability afte6 months of
IV.-C Reliability Comparison operation{,, = 182).

We have shown in section IIl.-D that mirroring outper-
forms parity in terms of per stream cost. Now, we consider
one reliability technique (mirroring or parity) and focus on o
different distribution granularities. Based on the models pre- 07 T Grezsome 010
sented in section IV.-B, we compare the One-to-All and the
One-to-Some schemes in terms server reliability. We present
the reliability results for both cases, independent disk failures
and dependent component failures. Assuming the latter case,
we will evaluate the benefits of the orthogonal One-to-Some
scheme as compared to the One-to-All scheme.

Server Reliability for the same Throughput
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o
w

Reliability Function
o
i
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IV.-C.1 Independent Disk Failures ServerThougnput sueans
Figure 10 shows the server reliability for the One-to-All (b) Server reliability afters years of
and the One-to-Some schemes assuming independent disk operation{,, = 1825).
failures. We observe that the One-to-Some scheme has a
higher server reliability than the One-to-All scheme. For in-_ L
stance, the server reliability afteyears of operation ig.81  Fig. 11: Server reliability of One-to-All and One-to-Some
for the One-to-Some scheme and is onBA3 for the One-to- for the same throughput assuming independent disk failures.
All scheme.

Server Reliability

IV.-C.2 Dependent Component failures

Based on the models described in Figures 8 and 9, we plot
in Figure 12 the server reliability for One-to-All and the or-
thogonal One-to-Some schemes. It is shown that the latter
performs best regarding server reliability. As an example,
the server reliability for the orthogonal One-to-Some scheme

o
)

o
)

o
IS

Reliability Function

02| -~ One-z-Same 0,10 after2 years of server operation is abdué1. The One-to-
) " All scheme, however, achieves a very low server reliability
10° 10" . 1?; ] ? 10* (005)

ime [days]

hFigurhes 1:?](a)t@ h: 6 molnths) and 13(b)tf h: 5 years?
; . il show that the orthogonal One-to-Some scheme performs
Fig. 10: Server reliability for One-to-All and One-to-Somey o i terms of server reliability when assuming the same
for the same number of disks = 100 assuming indepen- throughput. We observe that for the dependent case, already
dent disk failures. for small video servers (small number of disks), the differ-
ence in terms of server reliability between the orthogonal
In Figure 11 we calculate the server reliability for bothOne-to-Some scheme and the One-to-All scheme is signif-
schemes after, days of non-interrupted operation while as-icant. In fact, even for small video severs, the server relia-
suming the same throughput. We remind that in order toility for the One-to-All scheme is very low and decreases
achieve the same throughput, the One-to-Some and the Ofest as throughputincreases and alst,agows. If we com-
to-All schemes require approximately the same amount gfare the results in Figures 11 and 13 for the same value of
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the parity-based technique in terms of the cost per stream and
the worst case restart latency. We have also shown using dis-
crete Markov modeling that the One-to-Some scheoe
siderablyincreases the server reliability as compared to the
One-to-All scheme. For the case of dependent component
failures, our results show that the orthogonal One-to-Some
- Lo scheme, which survives even a complete node failure, has a

B S \ much higher server reliability than the One-to-All scheme. In
W summary, we believe that the orthogonal One-to-Some mir-

Time [days] roring scheme is the best scheme since it has the lowest cost
per stream and the highest server reliability.
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Fig. 12: Server rellablllty.for One-to-All anq One-to-Some ACKNOWLEDGEMENT
for the same number of disk3 = 100 assuming dependent , . . . . _
Eurecom’s research is partially supported by its industrial partners: As-

component failures. com, Cegetel, France Telecom, Hitachi, IBM France, Motorola, Swisscom,
Texas Instruments, and Thomson CSF.

REFERENCES

\+ One—2-some (D -10) [1] E. K._ Lee,_Perfqrmance _Mod_eling and Analysis of Disk Array2hD

— Onez2-al . thesis, University of California at Berkley, 1993.

[2] H.I. Hsiao and D. J. DeWitt, “Chained declustering: A new availabil-
ity strategy for multiprocessor database machineslyiiRroceedings
of the Int. Conference of Data Engeneering (ICDE), 1990. 456—
465, 1990.

[3] W. Bolosky et al, “The tiger video fileserver,” ir6th Workshop on
Network and Operating System Support for Digital Audio and Video
(Zushi, Japan), Apr. 1996.

Server Reliability for the same Throughput

N

o
@

o
o

o
s

Reliability Function

o
N

o

° Server Throughpu [Steans] 15000 [4] A.Mourad, “Doubly-striped disk mirroring: Reliable storage for video
servers,"Multimedia, Tools and Applicationsol. 2, pp. 253-272,
(a) Server reliability afte6 months of May 1996. )
operation{,, = 182). [5] P. M. Chen, E. K. Lee, G. A. Gibson, R. H. Katz, and D. A. Patterson,

“Raid: High-performance, reliable secondary storag&M Comput-
ing Surveysvol. 26, pp. 145-185, June 1994.

Server Reliabilty for the same Throughput [6] S. Berson, L. Golubchik, and R. R. Muntz, “Fault tolerant design of
multimedia servers,” ifProceedings of SIGMOD’9%San Jose, CA),
pp. 364-375, May 1995.

[7] R. Tewari, D. M. Dias, W. Kish, and H. Vin, “Design and perfor-
mance tradeoffs in clustered video servers,”’Aroceedings IEEE
International Conference on Mtimedia Computing and Systems
(ICMCS'96) (Hiroshima), pp. 144-150, June 1996.

[8] B. Ozdenet al, “Fault-tolerant architectures for continuous media
servers,” inSIGMOD International Conference on Management of
Data 96 pp. 79-90, June 1996.

Semer Throughput ereams] [9] B. Ozdenet al, “Disk striping in video server environments,” in

Proc. of the IEEE Conf. on Multimedia Systertidiroshima, Japan),
bl pp. 580-589, jun 1996.
gt;)e?;{gﬁ};e':'akjggyg,i“e"” years of [10] S. A. Barnett, G. J. Anido, and P. Beadle, “Predictive call admis-
sion control for a disk array based video server,Piroceedings in
Multimedia Computing and Networkin@an Jose, California, USA),
; . kil pp. 240, 251, February 1997.
Fig. 13: Server reliability of One-to-All and One't,o'some[ll] J. Gafsi and E. W. Biersack, “Data striping and reliablity aspects in
for the same throughput (dependent component failures). distributed video serverslh Cluster Computing: Networks, Software
Tools, and Applicationd=ebruary 1999.
[12] M. Holland, G. Gibson, and D. Siewiorek, “Architectures and algo-

. T rithms for on-line failure recovery in redundant disk array®urnal
tn, we realize that the server reliability is lower for the case ¢ pistributed and Parallel Databasesol. 2, July 1994.

of dependent component failures. We also notice the drgi?,] Seagate Disc Home, http://iwww.seagate.com/disc/disctop.shtml.

o
3

_._ One-2-some (DC=1O)
—— One-2-all

o
Y

Reliability Function
o o o o
Noow »

o
s

o

matic degradation of the server reliability for the One-to-Alf14] A. Hoyland and M. Rausan@ystem Reliability Theory: Models and
scheme in the dependent case compared the the independent statistical Methodsvol. 518. John Wiley and Sons, 1994.
case, which is not observed for the orthogonal One-to-Sonks] R. A. Sahner, K. S. Trivedi, and A. Puliafit®erformance and Reli-

scheme, which allows a complete node to fail. ability Analysis of Computer Systems: An Example-Based Approach
Using the SHARPE Software Packad@duwer Academic Publishers,

1996.
V.. CONCLUSION [16] G. A. Gibson,Redundant Disk Arrays: Reliable, Parallel Secondary
We have discussed several reliability and distributiontech- ~ Storage PhD thesis, University of California at Berkley, December
niques and proposed their adequate data layouts. Further, 1990. _
we have compared the performance and the reliability of tH&/] P-M: Chen, E. K. Lee, G. A. Gibson, R. H. Katz, and D. A, Patterson,
schemes considered. We have seen that for the same distribu- ; 29" H'gh'perzormance' reliable secondary storag&M Comput-
tion granularity, the mirroring-based technique outperforms Ing Surveys1994.



