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Abstract

This paper presents early results in the context
of a televirtuality project (named TRAIVI). The
goal of this project is to create and run virtual
meetings via low bit-rate links and virtual reality
paradigms. We propose to enable several persons
located at different physical sites to meet each
other in a common virtual meeting room. In or-
der to preserve a high level of realism, we describe
how to animate 3D human-like synthetic inter-

faces based on CYBERWARE models.

1 Introduction

Classical teleconferencing systems generally rely
on waveform signal processing techniques, and
try to efficiently encode the redundancy of im-
ages considered as stochastic signals. In the case
of multisite teleconferencing, such systems lead
at best to views (like figure 1) where each site is
represented by a distinct picture. However, due
to bandwidth requirements, multiple views trans-
mission is not always possible, and the different
sites will be displayed alternatively to show the
current speaking person. In any case, people may
experience a distance feeling, and they have the
impression neither to be in the same room, nor
to share a common meeting.

Model-based coding, which considers images
as being perspective projections of physical 3D
objects, can cut off the bandwidth requirements
with a priori knowledge of the involved ob-
jects. Associated with virtual reality techniques,
a model-based system can clearly outperform

Figure 1: Multiple views representing the differ-
ent speakers.

waveform—based systems in terms of compression
capability and human communication aspects.
The key idea is to provide speakers with a com-
mon meeting space as if they were all meeting in
the same physical room, to synthesize the indi-
vidual points of view they would naturally expe-
rience, and to give them the opportunity of hav-
ing eye contact with each other via synthetic 3D
models of the participants (clones), in short, to
obtain a synthetic view like Figure 2. In order to
achieve a good level of realism, several audio and
video techniques have to be investigated and im-
plemented. Among them are audio spatialization
and multiplexing, echo cancelation, video spatial-
ization, speakers face cloning, audio—video syn-
chronization. ..
mersion into the meeting space.

purposedly to get a perfect im-

1.1 Related Work

A virtual teleconference system is in fact related
to two different issues found in the literature
(aside networking aspects): being able to repro-
duce the participants images, and providing a vir-
tual environment to immerse those images with
the real users.

In recent years, research has been conducted



Figure 2: Example of a synthetic meeting as it
could be viewed by a fourth participant.

on topics related to teleconferencing and model—
based coding such as human image analysis and
reproduction [1], and human face cloning [2], that
can be useful to reproduce the participants. His-
torically, all facial animation research works on
the basis of a generic face model (the well known
CANDIDE model is the most common), acti-
vated by a few control nodes according to the
FACS system [3]. Whereas such an approach
might give unrealistic faces as results [4], more
and more research teams try to improve the syn-
thesized generic models: the INA (Institut Na-
tional de I’Audiovisuel, France) builds a special
texture to be mapped onto the face model [5],
Reinders et al. adapt a generic face model for in-
dividuals [6], and Choi et al. obtain amazingly re-
alistic expressions with their textured model [7];
however, the inverse idea has not been investi-
gated yet in the literature: start with a model
depending on a person, and make it more generic
so that it can be handled by an automatic frame-
work. This is what we propose to do in our re-
search work on face cloning.

As far as building virtual environments is con-
cerned, some experiments have also been done
via the TELEPORT project with a wall-sized
display. It uses a synthetic 3D scene that care-
fully matches the room in which the display is
located, and video images of remote participants
are blended into the virtual extension of the
room [8]. Once again, instead of building a spe-
cial 3D environment, we would like to start from
existing ones to be closer to what users are used
to in the real world.

1.2 The TRAIVI Project

The TRAIVI' project aims at implementing vir-
tual meeting rooms over low—rate bindings with
a high level of realism. Some authors, like
Kanade [9], made clear that virtualized reality is
superior to wvirtual reality since it takes into ac-
count the real world fine details and not a simplis-
tic CAD model. This is the reason why we want
to use 3D textured wire frame models scanned
from real people (CYBERWARE models) which
are everything but generic to perform the face
cloning. Our primary goal is neither to build an
imaginary world that has no equivalent in real-
ity, nor to exactly synthesize the real world and
the true speakers expressions, but to render the
real world in a way that is visually coherent and
comfortable for its users. The same philosophy
stands true for the meeting space environment
with video spatialization [10]: this technique uses
real room uncalibrated pictures and wvirtualizes
them to create the meeting room views, as op-
posed to building 3D room models from scratch.

Some European projects, namely HUMANOID
[11] and its continuation VIDAS [12], are investi-
gating interpersonal audio/video communication
using virtual reality paradigms, their two main
objects being also the 3D talking interfaces and
the background, each of them optionally natural,
synthetic or hybrid. Our approach can be com-
pared to their “natural” methodology.

This paper presents how our clone models are
handled both globally (their pose in the 3D
space) in section 2, and locally (their facial ex-
pressions) in section 3.

2 Global Animation

Global animation consists in determining the
speaker’s pose in the 3D space by image anal-
ysis techniques in real-time, and to use the ex-
tracted parameters to render the clone in a co-
herent manner. Qur analysis scheme achieves it
without requiring to tape marks on user’s faces.

In this section, we will describe which parame-
ters are analyzed from the video input, and how
they are tracked.

LTRAIVI “TRAItement des

Vlrtuelles” (Virtual Images Processing)

stands for images



2.1 Extracted Parameters

To derive the degrees of freedom of the head

global motions, we use the parameters obtained

by image analysis and feature tracking showed in

Figure 3: the face outline is materialized by the

rectangular window W, and within the window,

we detect the eyes I and R, the eyes horizontal

axis H and the vertical one V. The head degrees

of freedom are then evaluated by:

left /right and up/down translations: given
by the window W center coordinates

forward /backward translation: derived
from the width of W

left /right rotation: given by the position of V'
within W

up/down rotation: given by the position of H
within W

last rotation degree: given by the angle be-
tween the eye positions L and R

0%

Figure 3: Analysis parameters and 3D model
pose

One could object that this derivation does not
output calibrated values for the different degrees
of freedom, but this is of no importance since
the actual clone scale and (z,y, z) position will
mainly depend on the 3D environment setup.
The extracted global position parameters will
only be used to animate the clone in a visually
coherent manner around its virtual position.

2.2 Analysis and Tracking Algorithm

We are now going to explain how the parameters
in Figure 3 are estimated in a video sequence.
We proceed in two steps: first we determine the
head outline (referred as window W in the figure)
and then, all other parameters by tracking the
speaker’s eyes within W.

2.2.1 Head Outline Determination

Absolute Difference
Keep Pixels at locations above threshold

Figure 4: Speaker’s outline thresholding.

Our head outline tracking algorithm assumes
that the background behind the speaker remains
static throughout the session, for three reasons:
the first reason is that this assumption enables
us to simply subtract the current speaker image
from a background reference view and threshold
the difference to get the outline (Figure 4); then,
we compute the binary horizontal and vertical
histograms to find the top, left and right edges of
the head (Figure 5). We do not look for the bot-
tom edge of the head, since it is not necessary re-
garding the parameters mentioned in section 2.1;
the second reason is that we can all the more af-
ford to “cut” the speaker from the background
as its clone will be inserted in another room, and
each clone will have its own background depend-
ing on the viewer’s position in the virtual space;
and the third and last reason is that it will be
possible to later develop a procedure to update
the reference background image when there are
illumination changes;

This algorithm has been extended to achieve
tracking by using the formerly found values for
a new video frame: the previous window W
is slightly widened and used as a search region
to compute the binary histograms. If the head
edges cannot be found, the search region is ex-
tended again, and ultimately, the whole frame is
searched.



Figure 5: Speaker’s outline binary histograms.

2.2.2 Eyes Tracking

The H, V, L and R parameters are derived from

the position of the eyes. The eyes tracking al-

gorithm must face four different challenges to be

robust to:

scale changes: when the user moves forward or
backward in front of the video camera

2D eyes rotations: 2D means that the pro-
jected eye shape is rotating, for example
when the user bends his head on his shoulder

3D eyes rotations: 3D means that the pro-
jected shape changes non-linearly, when the
speaker turns his head to the left or right
hand side

face illumination changes: when the speaker
moves in general

The last three challenges can be summed up by

saying that the algorithm must cope with eye pat-

tern changes (rotations or illumination). This

section describes a two pass template matching

algorithm that meets these requirements.

We addressed the problem of eye pattern
modification by introducing dynamic templates:
whenever the eyes are found in a frame, the tem-
plate patterns are updated with the current eye
images, and therefore adapt automatically to any
change of eye shapes or illuminations. Parallely,
the window W is used as an indication of the
face scale to modify the template size. This way,
the templates tend to keep the same amount of
significant details and do not catch parasite de-
tails: if the initial templates contained the eyes
and eyebrows, and the user moves away from the
video camera, the templates will be updated with
smaller image portions still displaying the eye and
eyebrows, and will not include the user’s nose or
ears despite the scale change.

However, such dynamic templates are likely to
deviate from the feature they are supposed to

track, due to the fact that they are constantly
updated: the new template pattern is extracted
from the current frame relatively to the best
match position. Let us imagine that the best
match does not occur on the eye center (Fig-
ure 6). As a consequence, the center of the tem-
plate will no longer be the center of an eye, and
repeatedly, this process will make that the eyes
will disappear from the updated templates. This
problem is overcome by running a second tem-
plate matching pass over the found eye area to
find its center before updating the eye pattern.
This second pass operates with a reference eye
center pattern that is rescaled (not updated) to
be robust to scale changes.

time "t+2"

Figure 6: Dynamic templates deviation.

Figure 7 provides a few examples of eyes track-
ing, regardless to the speaker’s pose. The first
dynamic templates contained the user’s eyes and
eyebrows, and the recentring templates only the
irises: the reader can notice that thanks to the
eyebrows, the eyes can still be found even if they
are closed.

3 Local Animation

Global animation just controls the position of the
model in the 3D space without changing its facial
expression. A local animation scheme has to be
implemented in order to provide the user with an
interface displaying the other participants facial
expressions. Section 3.1 discusses the specificities
of CYBERWARE models, and why they cannot
directly perform local animations. The next sec-
tion (3.2) deals with the different local animation
strategies that are currently being investigated.
And the last section (3.3) focuses on how it is
possible to tie the local animation algorithms to
video analysis techniques.

3.1 CYBERWARE Models
CYBERWARE models are produced by three—

dimensional cylindrical scanners, and arrive in



Figure 7: Dynamic template matching robustness
to 2D rotation, 3D rotation, scale changes and
closed eyes.

two files: the first one contains a set of 3D co-
ordinates representing the scanned head geome-
try (i.e. a wire frame), and the second one holds
texture information to be mapped to the geomet-
rical coordinates.

These models are highly realistic, and contain
precise information about the individual who was
scanned. This can turn out to be a drawback,
because each model is valid only for one person
and a static facial expression, and lacks gener-
ality. Besides, the mesh model is unoptimized
in terms of 3D nodes number, approximatively
1.4 million. The face 3D surface sampling was
made along regular cylindrical coordinates, and
as a result, there are as many points to represent
smooth surfaces (like the cheeks) as to represent
the sharpest ones (like the nose). It has neither
anatomical knowledge (like bones and muscles

under the skin to model human face deformation
possibilities) nor a physical model (to be able to
deform it along the time axis) [1]. In order to be
capable of local deformations, further processings
are under investigation to alter the plain 3D node
set (see section 3.2.2).

3.2 Synthesis Strategies

Animating a CYBERWARE model is not com-
mon in the litterature, and we identifyed two dif-
ferent strategies to realize it: the first one consists
in simulating animation by altering the texture
attached to the wire frame, and the second one
in manipulating the wire frame itself.

3.2.1 Textural Animation

We tried to animate the eyes first because we al-
ready know how to track them. The point of
textural animation is to map different textures
onto the wire frame at rendition time. We have
already implemented routines in our synthesis
software that dynamically switch between sev-
eral eye textures (Figure 8) representing three
distinct gaze directions, with almost no compu-
tation overload in our synthesis software. The
middle texture is the original data produced by
the CYBERWARE scanner, and the two others
were pre—calculated using commercial image edit-
ing products.

Figure 8: Gaze control via texture modification.

3.2.2 Wire Frame Animation

Other features, like the eyebrows or wrinkles, can
be animated either by texture modification, or by
wire frame control.

We propose to transform the wire frame us-
ing Delingette’s approach: it is adaptively re-
modelled to adapt the mesh complexity to the
surface geometry, to get approximatively 1,400
nodes combined in 2800 triangles (starting from
more than 1 million) [13] (Figure 9). This kind of
active mesh has been successfully used in appli-
cations requiring realistic physical deformations,
like surgery simulations [14], and supports also



rendering via simplex interpolations, which can
lead to accurate expression wrinkles [15]. Further
work has to be done to relate the processed wire

frame to Facial Action Coding System (FACS)
real-time software control units.

Figure 9: Wire frame and textured model.

3.2.3 Combination

Textural animation is both a low—cost and pow-
erful alternative to wire frame animation, and
a palliative technique to active mesh animation
limitations: let us consider for instance the prob-
lem of animating the 3D model jaws. If the user
opens his mouth, his teeth and tongue will be-
come visible, but unfortunately, these features
are not part of the CYBERWARE data (because
the scanner digitalizes only the face surface, and
not its inner parts). It will be necessary to resort
to portions of real images to make them appear
on the synthesis side to preserve the level of real-
ism.

We then have a choice between using live por-
tions of images, or pre—defined textures, depend-
ing on the bandwidth available for the system.
On the one hand, using a dictionary of pre—
defined textures just means referencing an index,
and represents no bandwidth cost. On the other

hand, sending live portions of image is more ex-
pensive, and its cost is difficult to evaluate, since
it can take place at any time during the ses-
sion. Some algorithms do exist, like the Graham—
Schmidt orthonormalization process [7], which
tend to minimize the bandwidth required to send
a new texture portion considering the previously
sent images, but still do not solve the problem
of bandwith requirements predictability. Using
live images might also be difficult to achieve be-
cause extracted 2D images have to be pasted
into the CYBERWARE texture cylindrical coor-
dinate system on order to be viewed under any
point of view: the problems implied here are the
2D — 2D.ylindrical transformation, and the pho-
tometric and lightning differences between the
live and CYBERWARE textures (these consid-
erations were not developped in [7]).

Building pre-defined texture dictionaries (pos-
sibly from typical teleconferencing sessions im-
ages) and referencing indexes seem to be the most
efficient solution for now.

3.3 Prospective Studies

Once the synthesis policy is set in our demon-
stration software for each animated feature, we
will need local analysis techniques to tie the ani-
mation to video input. It is important to realize
that different facial features might require differ-
ent animation procedures.

As far as textural animation is concerned, Im-
age Matching seems to be the most appropriate
technique to find the best pre—defined texture for
the eyes (see section 3.2.1), or the user’s fore-
head wrinkles, if they are simulated by “texture
only”. If necessary, the similarity measure can
also be made illumination, scale and rotation in-
variant [16].

Animating the wire frame is a far more com-
plex task. Although our CYBERWARE model
cannot be used “as—is”, it offers a nice property
compared to other models: its precise mapping
between texture and 3D geometry, allowing a
high level of realism. We would like to take ad-
vantage of this realism with an analysis/synthesis
cooperation. There is a very interesting possibil-
ity to create it off-line with eigenfeatures. Usu-
ally, eigenfeatures are used for their probabilis-
tic learning capability: they give a compact rep-
resentation of a rather complex space (like the
space spanned by a training set of face images) by



finding the set of orthogonal vectors that repre-
sent the maximum energy subspaces. They have
been widely used to recognize faces as a discrim-
inative measure [17], and an attempt to make
them classify poses can be found in [18].

The main difficulty to compute eigenfeatures
is to set up a good training database. The fea-
tures have to be well-scaled, well-centered, and
the lightning conditions constant, which is far
from being easy if out—of-the-lab images are ex-
ploited. This is where the CYBERWARE model
can take its full modelling power: it can accu-
rately be rendered under any pose, and with any
facial expression defined by the synthesis software
and its control parameters to produce a set of
training images.
get optimally trained eigenfeatures, but also they
will come in an optimal basis to map the facial
expressions found in images to the right control
parameters to activate the wire frame.

In this case, not only will we

And finally, in the case the speaker’s face is
not turned towards the video camera, it will also
be quite acceptable to apply a realistic (but not
real) deformation on the clone lips based on the
audio signal analysis [19].

4 Summary and Conclusions

We have discussed the TRAIVI project and the
associated video cloning issue, with more empha-
sis on virtualized reality than virtual reality.

Video Cloning aims at providing people with
3D interfaces within a virtualized meeting envi-
ronment. CYBERWARE models are used to en-
sure a high level of realism. We discussed the
specificities of such models, and how they can
be efficiently animated, regardless of the point of
view under which they are rendered. Whereas the
global animation scheme is mature, the local ani-
mation procedure is currently under development
though some partial animation has been achieved
for the gaze control.

We wrote a validation software that imple-
ments the presented algorithms between two SGI
workstations. The analysis side runs on an SGI
“Indy” at roughly 10 frames per second, and is
mainly limited by the workstation video grab-
bing capability. The synthesis side runs on an
SGI “High Impact”, and renders the 3D model
with 2800 triangles, texture mapping and back-
ground image restitution (producing synthetic

images like figure 9).
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