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Abstract—Power-Line is recently considered as a future intend to verify such information to further make the chdnne
medium for the high rate transmissions. But the development characterizations be clearer. Furthermore, we point oat th

of Power Line Communications (PLC) highly depends on the e transmission over a wide-band might not be a good idea
knowledge of the channel characterizations. For this reason, a . . .
comparing to multi-band conception.

large number of attentions have been payed on the PLC channel ] . ) .
analysis using the measurements. This paper highlights an infor- ~ The paper is organized as follows: Sec. Il gives a brief
mation theoretic analysis for indoor PLC channel environment description of the measurement environment. In Sec. Ill, we
investigation, wherein, the estimated channel entropy and the gnalyze the channel features based on the Maximum Entropy

power delay spectrum are expected to give us much useful :
information to describe the indoor PLC channels. Moreover, the Method (MEM). In Sec. IV, we further verify the remark,

study on the PLC channel degree of freedom distribution and ©Ptained in the Sec.' 1, using a sqbspace analysis. In Sgc. V
the discussion of choosing whether wide-band or multi-band are We present the multi-band evaluation.
included in this paper.

II. CHANNEL SOUNDER HARDWARE
I. INTRODUCTION

Nowadays, power-line has become a quite attractive mediunm" this section, we give a simple plescription of the Qevices
for the indoor home networks. Its wide-band services in th$€d in the measurements. The wide-band propagation mea-

2 — 30 Mhz frequency band turns out to achieve data tranStements were undertaken in tse kHz-100 Mhz band in
mission rates up t@00 MbJ/s [?], whereby, it can be utilized various indoor channel environments (country and urbaw, ne

for multi-purposes, e.g. data transmission, home aut(mrmatiand old, apartments and houses) and were executed by Orange

products control and internet access. Moreover, the PI_Lé‘bS' Lannion [?]. The transfer function measurements were

bandwidth is possibly to extend up @0 Mhz, in order to therefore carried out in the frequency domain by means of a
further increase the data rates. Meanwhile, its lower exono Yectorial network analyzer, as shown in the block diagram of
cost also makes economical sense. However, the realizattior '9- 1-
the access networks requires the PLC technology to provide a

satisfying quality of service. To realize so, a study of ppwe ‘—> A‘f_iﬁgg"ef <—|
line channel characterizations tends to be mandatoryoAgh 6dB 10 dB
the extensive researche; on chara_lctenzatlons of pomer-li Limitng|_| CoupleJ L Couple Limitng |
channels have been studied as for instar®e[P], [?], these Device DBX HPE HPE Device 11847A
studies are mainly focused on frequencies not beyitnglhz.

Recently, the indoor PLC channel measurements were col- | l
lected by Orange Labs, Lannio®][ These measurements were Network F------ .
undertaken up td00 Mhz bands in various indoor channel Analyser | Filtered Sector
environments (country and urban, new and old, apartments Jore ooy | Estension| " 220v
and houses). Further, it turns out that the PLC channels can Computer L _________ ]
be classified int® classes in terms of their capacities. Later
after, a time-frequency analysis based on these measurtemen Fig. 1. Power-line channel measurement system.
was reported in7], where the estimated coherence bandwidth
and RMS delay spread were studied. The details presenting each of these boxes can be found in

In this paper, we aim at investigating the channel charact?]. After a large number of data collecting and analyzirg, t
izations, from an information theory point of view, for tiees indoor PLC channel can be statistically classified ifitcate-
different classes. It shows that the entropy analysis caady gories named — 9 classes. Further, a statistical study on the
give us much useful information on the channel knowledgaeasured transfer function peaks and notches is implehente
with respect to the different channel classes and the varidor each channel class. In turns, there come up with a PLC
bandwidth. Moreover, based on the subspace analysis, magnitude generator and a phase generator. In this paper, we



will analyze the channel characteristics w.r.t the varidasses
using these measurements.

1. M AXIMUM ENTROPYMETHOD ANALYSIS

The principle of Maximum Entropy Method (MEM) was
originally used by Burg to analyze the signal spectrum bas
on its second-order statistic8][ Nevertheless, this approach
was further dually-applied to modelize the wireless chann
supposing that the covariance channel knowledge is alaila
[?]. In fact, when the modelling is based on measuremen
the estimate of the covariance channel knowledge is always
sumed to be available. Here, we aim at taking advantageof t
method to investigate the indoor PLC channel charactesisti
Let {h;},., be the sequence of samples at frequeniigso;
is the frequency resolution, of the channel frequency nespo
and, then, the spectral autocorrelation function is defexed

R(k) = E[hlh;rk}? k=0,---,N, (1)

where H:] denotes expectation; the superscripstands for
conjugate. According to Burg's theoren?][ the maximum
entropy of a random process fits thieth order Autoregressive
(AR) model with its form as

for all 2

N
hi == arhi_y + Z, @

k=1
where theZ; arei.i.d. ~ N(0,02) anday,--- ,ay, o are
chosen to satisfy (1). The coefficients, - - - ,ay, o2 can be

obtained by solving the Yule-Walker equations

N

R(0) =-) apR(—k)+ 02,
k;l

R(g) =-Y axR(¢—k), ¢=1,---,N.
k=1

The power delay spectrum (PDS) of thé-th order AR
process (2) yields

P(r)

o2

N+ N apeizmhn )2’

wherer = Tl is the normalized delay antl is the delay in
seconds{, is the symbol duration. In practice, the spectre
autocorrelation function is estimated from a finite set/\of
frequency measurements elg!,- - - , k] over a bandwidth
of Noy (I is thel-th channel realization). A sampled autocor
relation function yields 7]

R 1 L N-k

RN (k) = mz > bkl

=1 i=1

where L is the number of channel realizations. For a give
N, we estimated the autocorrelation functidd® (k), the
coefficientsay and the PDSPY (7). As a consequence, the
estimated entropy is given by

1/2
/ o2

log - dr
1+ 5 afesemhep

®)

k>0,

HN = log(me) +/

—1/2
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Fig. 2. Estimated entropy and PDS for class 3.
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Fig. 3. Estimated entropy and PDS for class 6.



Next, we intend to investigate how does the entropy change
by increasing the bandwidth for each class. In the clasase,

1.04 8
102 ] we find that in the narrow-band region (say— 30 Mhz),
2 o " the entropy does not rapidly descend when we increase the
E 0.8 g4 bandwidth. However, for the cla$sthe entropy slope appears
0.96 2 to be quite steep in this region. That means, by augmenting
0.04 0 the bandwidth up ta30 Mhz, the class9 gains much more
0 50 100 o 1 2 3 4 information about the channel knowledge than the ctagut
(a) bandwidth (Mhz) (b) T (s) X 10 : . : ’
if we move to the wide-band region (i.e. beyos@ Mhz), the
20 60 entropy of the clas$ keeps descending, although again, it
15 descends slowly. The clags on the contrary, shows a flat
40 : . . . . . .
2 10 @ floor tendency. For this situation, it seems that, in the wide
% band region, the clas$ cannot gain very much information
5 from the wide-band but the class still does. (Note that,
0 0 the class6 places somewhere in between the cl@sand
0 1 2 3 4 0 0.5 1 15 2 . . .
©1O)  y107 @16 .07 9)- Actually, the estimated PDS may give the evidence to
100 150 confirm this deduction. Let us see the PDS in narrow-band
case (e.g5,10 Mhz) for each class. We find that from
100 to 10 Mhz, the PDS of the clas8 does not have a well
8 50 8 described shape, but, in the classase, its PDS has almost
50 a definitive shape. When we switch to wide-band region, the
PDS of the clas9 barely changed comparing to the ones
% o5 1 1s 2 % 05 1 In narrow-band region. However, the PDS of the cl&ss
@16 x10” Ot x107  has pretty much refined its shape based on the information

obtained from the wide-band. Indeed, our viewpoint above
can give the explanation. That is: since the clagss higher
selectivity behavior in frequency domain, it surely needsen
samples (in frequency) to estimate the model, on the cantrar
the clas9 behaves more flatly in frequency, so even a small
amount of samples in frequency may be enough to describe the

The roots of the power delay spectrum (3) determine tlobhannel. Alternatively, the estimated entropy can alsdigan
number of significant clusters. However, in practice, somgich explanation, i.e. since higher entropy results in &drig
existing roots may not be significant and they are unnecgssancertainty for the channel knowledge, thus, a modelling fo
to model. The analysis on thE™ w.r.t N may demonstrate the smaller class number channels with only a small humber
this. of samples tends to be fairly hard.

The estimated entropy and PDS for the cl&s§,9 are On the other hand, for the channel behaving like the dass
depicted in Fig. 2, 3 and 4, respectively. In each class, $tie ewe usually suggest to use multi-band system instead of wide-
mated entropy is plotted versus an ascending bandwidth upgbend. Thus, we can gain more capacity from the bands. The
100 Mhz. The estimated PDSs with varied bandwidth are alsoulti-band evaluation will be discussed later on.
given in these figures (we take bandwidth5i0, 30, 50, 100
Mhz for comparison). Let us first see the entropy comparison! V- DEGREE OFFREEDOM ANALYSIS FOR INDOORPLC
The entropy of the class (see, Fig 2(a)) at a fixed bandwidth CHANNEL
is higher than that of the clags and 9 at that bandwidth. In the preceding section, we investigated the indoor PLC
According to Burg’s saying that the higher entropy leads tochannel characteristics using a MEM approach. We find that
wider spectrum [?], we can therefore expect a wider PDS ftire smaller number of PLC channel class possesses the longer
the class3 than the clas§ and9. This inference can be easilydelay spread and suffers worse frequency selectivity. More
verified by checking the estimated PDSs (the PDSs are plottcer, we remark that the channel of larger class humber might
with different scales) with a fixed bandwidth (e.g. compgrinbe more appropriate for multi-band system. In this section,
Figs. 2(f), 3(f) and 4(f)). Thereby, we can reasonably deduwave further verify this remark by investigating the degree of
that the channel impulse response (CIR) of the cdasdonger freedom (DoF) for the different channel classes. Our agprpa
than that of the clasé and9 (the clas® has the shortest CIR). to do so, is based on the analysis of the channel subspace and
It alternatively says that the frequency transfer funcfamthe the eigendecomposition of the covariance matky,, of the
class9 is flatter than the other classes. Thus, our first viewpoisamples of channel time response, which can be obtained by
yields that with increasing the class number, the length applying the inverse Fourier transform to the samples of the
the CIR tends to be a descending order and the channel witiserved channel proce§g0),--- ,h((N — 1)d¢)]7, where
smaller class number suffers more frequency selectivigeef the superscripf’ stands for the transpose operation, in the

Fig. 4. Estimated entropy and PDS for class 9.



frequency domain 7). The covariance matrix of measurec

channel samples;, is written as " [——class 3]
K.=E [CCH} =E [ggH] = 0217 (4) _25M\
where g is a vector of samples of the noise-free chann 30 i i ‘
process, andl is the identity matrix; The superscrifitdenotes ~ ° 05 ! L5
paraconjugate operation. Assume that the noiseless char 5 ™[
has lengthp, then the maximum-likelihood covariance matriy & -20f
estimate computed fronV statistically independent channel %,, -30t
observation with lengthV andp < N yields [?] S 0 ; ; j
N 0 0.5 1 15
1 O,
KY = =Y el (5) N
i=1 i
The covariance matrix is Hermitian positive definite. Thus -40r
a unitary matrixU, exists such that the Karhunen-Loéve (KL -60 i i j
expansion gives ° 0° Time (us) ! Lo
N
KY =UA U = Z (e pi(e)yf (c), UMU. =1y, Fig. 5. Power Delay Profile in variant class case.
i=1
(6)
where A1(c) > Xa(c) > -+ > An(c), ¥i(c) is the i- L
th column of U.; A;(c) and ;(c) are thei-th eigenvalues
and eigenvectors dK2, respectively. Decomposing (5) into 0.98F ==
principal and noise components yields 0.6} T
US,C = [wl (C)7 e 71/}L(C)] ) 0.941
A(e) >+ > Ap(c), . 0.92}
5
Upe = [r+1(c), -+ ¥n(c)], S ool
Arti(e) >+ > An(c), g P
088y v 30 Mhz, class 3
whereU, . L U, .. U, defines the subspace containin 06k YA = = =35 Mhz class 3
both signal and noise components, whertas. denotes the ' o 40 Mhz, class 3
noise only subspacé. is the number of significant eigenvalues 084 E 45 Mhz, class 3
which also represents the channel DoP%, [in the sense os2lf s . _ngi Coee?
that any set of observations can be characterized by a se NS 90 Mhz, class 3
approximatelyL independent random variables which excit 085 60 80 100 120 140 160 180 200
L modes (their corresponding eigenvectors). number of significant eigenvalues

The empirical results are shown as below. In our simulation,
the frequency resolution waB)0 Khz/sample. We first see Fig. 6.  Fraction of the captured energy versus the number gofifgiant
the Power Delay Profile (PDP) curves which are depicted fipenvalues in class 3 case.
Fig. 5. It confirms our viewpoint presented in the preceding
section. In Figs. 6, 7 and 8, we plot, for different classhs, t
fraction of the captured energy far considered eigenvaluesopposite order. Furthermore, for the classhe majority of the
defined byE,; = 2?11 Xi(c)/ Zf\il \i(c), where N is the channel energy concentrates on the very beginning number of
total number of eigenvalues. We observe that, for the clagigenvalues, e.g., the firsteigenvalues contain almost%
3 and 6, the majority of the channel energy (sa30%), channel energy for all bandwidth cases. If we further zoom
in narrower bandwidth case, is confined in a small numb#t the zone A (see, Fig. 9), it seems that the first extracted
of significant eigenvalues; whereas in the wide band-widf#oFs, with smaller bandwidth cases, have the smaller energy
case, the channel energy is spread over a large numberc@mpared to the others extracted with larger bandwidth.
the eigenvalues. However, this situation is a bit differfamt Fig. 10, plotted for95% captured energy, shows that the
large class number (e.g. class In Fig. 8, the solid cures number of significant eigenvalues increases with the cHanne
represent the bandwidth less thad Mhz and for the ones bandwidth. We see that, for the clagsthe increase is linear
beyond50 Mhz are plotted in dash lines. We find that whemntil bandwidth is less thar50 Mhz, where a saturation
the bandwidth is less tha0 Mhz, the curves have a similareffect begins to occur. This critical bandwidth can be dbtua
disposition as in the class and6 cases. However, when theseen as the threshold, below which, the signal bandwidth
bandwidth is beyon@0 Mhz, the curves are displaying by andoes not effectively provide sufficient resolution to resol
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analysis gave us an evidence that the number of DoFs for the
all eigenvalues, or the complete number of multi-path conarger class number is much less than the smaller class numbe
ponents. Beyond this point, on the other hand, the channekhisd, with increasing the bandwidth, the DoF cannot be signif
degenerated in the sense that all the paths can be resolveshtly increased for the larger class number. The conmhssi
Therefore, it will be not necessary to continue enlarging ttof the previous two sections are actually consistent witthea
bandwidth. It is obvious that the cla8degins to saturate at aother. Finally, in this section, we will numerically evataaour
pretty smaller bandwidth threshold (aroud Mhz) and the remark. For the sake of simplicity, we still choose theseehr
number of DoFs for the clagsis much less than that of theclasses i.e. clas$ 6 and 9 for comparison. In what follows,
class3. Thus, this can prove our remark that for larger classe will calculate the channel capacity of using multi-band a
number, multi-band system is more appropriate. wide-band for each class. The capacity calculation is based

on the Shannon’s capacity formula and for the same reference

V. MULTI-BANDS EVALUATION noise and power spectral density (PSD) emission mask [?].

In the section Ill, we remarked that the larger class numb&he calculation parameters are: Carrier width £ 100 Khz);

PLC channel is more appropriate for multi-band system bas&dnsmitted PSD . =
on the entropy analysis. Then, in the section IV, the sulespdd,

—50 dBm/Hz); White noise PSD
—140 dBm/Hz); Number of the carrier®/ is subject



to the bandwidth (i.e. wide-band: — 90 Mhz; multi-band:
1 —30, 30 — 60, 60 — 90 Mhz). The capacityC formula for
one measurement is given by

(1+

The results are layout in the Tabl®?, where the capacity is
averaged over a large set of measurements. The resultsdprove
our remark, i.e. the capacity improvements for the clasé
and3, using multi-band instead of wide-band, &r&, 4.6 and [1]
3.3 Mbits/s, respectively. This improvement can also be calleg
multi-band gain.

N .
P, - |h(i6¢)|?
C =AY log, 7|P(b 1)l

1=1

) (bisly  (7)

TABLE |
CAPACITY COMPARISON.

(3]

Capacity (Ghits/s)| class9 class6 class3
C1 30 08371 06952 0.5329 [4]
C30—60 0.8548 0.6873 0.4931 [5]
Co0—90 0.8245 0.6335 0.4459
C1-90 25107 2.0115 1.4686
VI [6]
. CONCLUSION

In this paper, we analyzed the indoor PLC channel charac-
teristics from an information theory point of view for diffnt 7]
PLC classes. We first used the MEM approach to estimate the
entropy and PDS for each channel class. It turned out th&
the small number class channels have relatively longerydela
spread than the larger number class ones. In addition, thié sm[9]
number class channels behave more selectivity in frequen }5]
Moreover, from the hint of entropy analysis, we remarke
that larger number class channels are more appropriate [fiaj
multi-band system. Further, an eigendecomposition aisalys
was applied to investigate the DoF for each class. It redealgy
that the DoF of small number class channels are higher than
that of larger number class ones. Meanwhile, we observed tH&!
with increasing the band-width, the speed of DoF tending to
a saturation for larger number class is faster than the small

number classes, which further verified our remark. Finally,
we evaluated the multi-band benefits in terms of the channel
capacity to eventually prove our remark.
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