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Abstract—An inherent problem to a cooperation incentive
mechanism implemented into a dynamic system whereeprs may
join or leave at any time is the whitewashing prok@m.
Whitewashers are peers that repeatedly misbehaveedve the
storage system and rejoin with new identities thusescaping
punishment imposed by the incentive mechanism. Inrder to
deal with such whitewashers, the paper presents aepalty
mechanism against strangers and it describes as Waltheoretical
game that models such mechanism and attempts to dape the
point of tradeoff between restricting whitewashers and
encouraging newcomers to participate into the syste.

Index Terms—Cooperation,
whitewashing

P2P storage, game theory,

I. INTRODUCTION

P2P storage systems and algorithms have recerctyvesl

a lot of interest, due particularly to the popularof file

sharing applications. In such systems, peers male af
untapped storage resources: they provide locahgtospace
for other peers’ data; in counterpart they acquieenote
storage space for their personal data. Cooperatioentive
mechanisms stimulate resource contributions wharsttute
the main premise for the well operation of P2P eyst

Cooperation incentive mechanisms fall into two lotees:
remuneration approaches that provide virtual or pagment-
based incentives for cooperative peers and
approaches that establish and maintain a reputatiex for
every peer in the network. In spite of these meisimas, the
fairness of peer contributions is not always gueseah, for
instance peers may whitewash i.e., they may ngpeete and
then reconnect to the system with a fresh new igetta get
rid of a negative reputation rating or to take frisbm initial

credit offered to newcomers in order to bootsttagp system.
The whitewashing problem is essentially due to ghesence
of free or cheap pseudonyms for peers. Therefaentering
the whitewashing attacks demands either the use
irreplaceable pseudonyms e.g., through the assignroé
strong identities by a central trusted authority, requires
imposing a penalty on all newcomers. The first sofu
reduces the decentralized nature of P2P systems
introduces a single point of failure. The seconfi ¢gtion

requires defining the just penalty parameter fer gistem. In

reputati

this paper, we propose an evolutionary game thieatehodel

of the P2P storage system that relies on the penalt

mechanism. The model allows capturing the featafethe
penalty mechanism with respect to its impact ocalisaging
whitewashing and the measure of its associatedlsoeifare
within the P2P storage system.

Il. PROBLEM STATEMENT

In a P2P storage system, peers are able to swiredtita at
several peers, calletiolders within the P2P network; in
counterpart they should contribute to the storag@rounity
by providing spare disk space for other peers. afslability
and integrity of the stored data is periodicallyecked by
some peers, namegrifiers appointed by the datavner

A. P2P storage overview

Interactions that occur between participating pézime
data storage consist of several phases:
Storage phasehe owner stores dataraholders.

- Delegation phase: the owner sends verification
information to m verifiers in order to be able to
periodically check data at holders.

- Verification phase: each verifier performs periodic
checking of storage integrity and availability @atassigned
holder using a remote data possession verificatiotocol
(like [11]). Based on the result of such checkiniye
verifier decides whether the holder is cooperativaot. If
the verifier detects storage default or corruptidhe
verifier has the requirement to notify the owneoaiit.

- Retrieval phasethe owner retrieves its data from the
holders.

B. Whitewashing problem

The proposed P2P storage system relies first arsnfost
on holder and verifier cooperation to properly fiimg.
Therefore, it may be exposed to several attackstdyseer
misbehavior such as data destruction or corruptioreven
collusion between peers. Peer collusion can begatéd
thkough proper selection of data holders and \esfi For
instance, the random selection of peers withimactired P2P
system limits pre-set collusions among these p@gersietails
refer to [1]). On the other hand, peer participatand data
gni@servation can be stimulated thanks to the useageration
incentive mechanisms.

Still, such mechanisms are vulnerable to whitewastteat
repeatedly leave the storage system and rejoin wétv
identities thus escaping any punishment caused Hayr t



11

previous misbehavior. With new identities, peergeha clean
record: good reputation rating or a default iniahount of
credits without debts to pay.

strategies change according to two learning modtis:
current-best (CBLM) and the opportunistic (OLM) reiag
models. In CBLM, each peer chooses the strategyhtimthe

Particularly in a so open and dynamic P2P systerarevh highest payoff. In the second learning model OLKlclepeer

peers are able to freely join, disconnect, reconread leave
the system, whitewashing becomes an eminent at@igkh
attack undermines the operation of the cooperatioantive
mechanism since whitewashers are not motivateddperate
because otherwise they are not punished and they
eventually cutting down the utilization of their osige
resources: they consume but do not contribute. dMithpeer
cooperation, the system may collapse in the tragefdihe
commons [12].

C. Penalty over strangers

There are several solutions to the whitewashinglpro.
The first approach relies on a central trusted @itththat
assigns strong identities to peers (linked to veadd
identities). Alternatively, the authority may immoshe
payment of membership fees. However, additionaly t
introducing a single point of failure, such approaeduces
the decentralized nature of P2P systems.

Without a trusted third party, another option isngpose
penalties on all newcomers: an insider peer mayy onl
probabilistically cooperate with newcomers (like in
BitTorrent [2]), or peers may join the system oiiflyan
insider peer with limited invitation tickets inviéghem [3].
This option seems to be detrimental to the scataluf the
system; it has even been shown that this degrddetotal
social welfare [4] because whitewashing behavionads
observable and thus the penalty affects all newceme
either cooperative ones or whitewashers.

Our paper studies the latter solution. The coumgeri

randomly chooses another peer asté@cher If the teacher
has a better payoff than the peer, the latter ad&ptthe
teacher's strategy. OLM is similar to evolutionagame
concepts where the so-called teacher is the caeplaf the
geer. The main parameter of comparison betweenethes
learning models is robustness: a system is robitstays at a
high contribution level even with perturbation suat peer
arrivals or departures from the network. The matuaal
analysis demonstrates that a system with CBLMss lebust
than with OLM; this latter being alike a typicaladutionary
game model. Moreover, the analysis allows compating
incentive policies: the mirror incentive policy werdwhich a
peer provides service with the same probability the
requester serves other peers in the system, and
proportional incentive policy whereby the peer ssrthe
requester with a probability equal to the requéster
contribution to consumption ratio. The study shawat the
mirror incentive policy may lead to a complete syst
collapse, while the proportional incentive polignclead to a
robust system. This result is quiet interesting abse it
demonstrates that a policy motivating fairness ammts of
contributions and consumptions of resources achidgdter
stability than participatory incentives.

[7] opted also for an evolutionary study of appiicas in
P2P systems. The authors proposed a model thattikey a
generalized form of the Evolutionary Prisoner’s dbilma
(EPD). Though the model is very similar to the itiadal
EPD, they argued that the new model permits asynnet
transactions between a client peer and a server peers

the

measure against whitewashing consists of a penalty gecide to cooperate or not based on a reciprocatision
mechanism. The imposed penalty is performed by eachfynction that sets the probability to cooperatehwit given

peer that does not cooperate with strangers withalility

peerX to the ratio , rounded to a value in [0, 1], (cegiionX

1-p. The penalty may be also represented as servicegaye)/(cooperatioi received), such function is comparable to

degradation by (p)-fraction imposed on each newcomer.
The probabilistic strategy attempts to reach a tpaoih
tradeoff between restricting whitewashers and eragpng
newcomers to join and participate into the system.

the proportional incentive policy in [6]. The authsimulated
EPD under various situations and obtained sevesililts.
They showed that techniques relying only on privaitgory,
where solely peer experiences are taken into atcéaihin

In the proposed P2P storage system, the penaltyinciting cooperation among peers as the populatize

mechanism corresponds to making each peer accefuir®
or verify a newcomer’s data only with some given
probability p.

Ill. EVOLUTIONARY GAME MODEL

In this section, some approaches inciting resostaging
and applying game theoretical models that we deerbet
interesting are reviewed. Then, the game theotatcael of

increases. However, techniques based on shareayhisttter
scales to large populations. Additionally, reswul&smonstrate
that cooperation with strangers fails to encourag@peration
in the presence of whitewashers. Therefore, thehoasit
proposed an adaptive policy in which the probapildf
cooperation with strangers becomes equal at tiheopc' =
(1)xpct + uxC,, whereC=1 if the last stranger cooperated

and =0 otherwise. Simulations validate the adaptivécy by

the P2P storage system with the penalty mechansm demonstrating that incentives based on such pofiaie the

described.
A. Related work

system converge to higher levels of cooperation.
[4] have studied in more depth the whitewashindem in
P2P systems using a game theoretical model théitylarly

To achieve a socially optimal equilibrium for a fsel takes into account heterogeneity of users’ behatmoorder to

organizing system with autonomous peers, diffenecegntive
mechanisms have been proposed in the literature.

sustain the system when the societal generosityovs
punishment mechanisms against free-riding userseggred.

[6] proposed a general and generic game theoreticBhe proposed punishment mechanism consists on inppas
framework to model and analyze cooperation incentivpenalty on free-riding behavior with probability-fl. The
policies. The model studies the game dynamics wheoptimal value for the probability is defined by the maximum



11

obtained performance of the system. Still, such haesm
can be undermined by the availability of cheap geayms
through which a free-rider may choose to whitewash.
measure the effect of whitewashing behavior, théhas
computed system performance considering the cades
permanent identities and free identities, in additio different
turnover rates that represent user arrival and rtigearates
(arrivals and departures are assurtygeb-neutrali.e., they do
not alter the type distribution). Their study dersivates that
the penalty mechanism is effective when both theiesal
generosity and the turnover rate are low; othenaisetable
societal cost due to whitewashing is experiences il also
come to such result in our study of an evolutiongame
model of the audit-based incentives).

In the remainder of this paper we will present anga
theoretical model describing the features of a R&itage
system and capturing the whitewashing problem ichsu
system. We endeavor with such model to discusaltiigy of
the strategy based on the probabilistic cooperatidth
strangers in coping with whitewashers.

B. Model

In a one-stage game, the owner is considered pieeti ther
holders andm verifiers are donors. The owner gaingf at
least one holder donates at a cest however if no holder
donates then the owner gajtsif at least one verifier donates
ab a cost—oac (a<l) for each verifier. The latter case
corresponds to the situation where the cooperateséfier
informs the owner of the data destruction, and tienowner
may replicate its data elsewhere in the networks thu
maintaining the security of its data storage.

Donors which are either holders or verifiers heahe ¢hoice
between cooperating, which we call interchangealigate,
or defecting:

- Cooperation whereby the peer is expected to kelegrsit
data in its memory and to verify data held by otpeers
on behalf of the owner.

- Defection whereby the peer destroys the data it has
accepted to hold, and also does not verify othdata as it
promised to.

Storage of data and their verification are two dejaat
actions. Peers with some determined behavior ta&set two
actions as falling under the same objective: eitberooperate
or to shirk.

We model the storage system as an evolutionary gameith the periodic verification, the owner can infére

Evolutionary game theory provides a dynamic framwfor
analyzing repeated interactions. In such gamesdoraty
chosen players interact with each other, and thenplayer
with the lower payoff switches to the strategy lbé tplayer
with the higher payoff i.e., players reproduce pmjonally to
their payoffs. Hence, strategies with poor pay@¥entually
die off, while well-performing strategies thrive.

In the proposed system, an owner stores data asphtr
holders. It appointsn verifiers for its data replica that will
periodically check storage at holders.

Our proposed evolutionary game is similar to thengan
[8] where players have either the role of the damothe role
of the recipient. The donor can confer a benbfito the
recipient, at a cost to the donor.

We consider three roles in our game: owner, holded
verifier; any peer may play several of these ralesughout
the game (in uniform random selection).

behavior of the holder, but not that of the verifiéerifiers are

not more trusted than other peers and may lie about
verification, for instance reporting an absenceesponse to a
challenge for a cooperative holder. However, a non-
cooperative verifier may mimic a cooperative siggtedy
sending a bogus result. The owner therefore catei@rmine
with certainty whether a verifier chose to adopoaperative
strategy.

Some verifiers may also crash or leave the systm,be
unable to communicate results of verifications. ldoer, we
will not deal with this problem in the following usty; we
rather rely on the distribution of the verificatidask to
multiple verifiers to mitigate the non cooperationfailure of
verifiers.

One negative result from a verifier is not enough the
owner to decide that the holder is non cooperatiuch a
notification may however be used as a warning ttieatholder

- Role of the owner: store datardtolders and delegate their may have destroyed its data. Based on such a vegrtiie

verification tom verifiers. The owner receives verification gywwner would

results from verifiers and may then appropriategct to
data destruction (by re-replicating its data elsenghfor
instance). Additionally, the owner may update itdidf
(i.e., reputation) about the behavior of the conedr
holder (considering this later as cooperative decter,
discussed later on).

replicate the endangered data, thezefor
maintaining or even increasing storage reliability his
advantage.

Strategies
Our study considers two types of strategies: therpéhat
follow the desired behavior in the P2P storageesysand

- Role of the holder: keep data stored or destroyntheparticularly use the penalty mechanism to deal witangers,

(depending on its strategy), and also respond adieriges
conducted by the verifiers.

Role of the verifier; periodically check storage the
holders assigned to it. Whenever the verifier detélse
destruction or corruption of some data at a holdethen
notifies the owner. It further updates its own éehbout
this holder.

One-stage game
The one-stage game represents an interaction betoree
data ownery data holders, anth verifiers randomly chosen.

and the peers that defect and whitewash.

Discriminators are peers that adhere to the folgwi
strategy (corresponding to the audit-based stratefyy):

- Discriminate and probabilistically cooperate witrasgers
(DP): the discriminator donates under conditionsoihates
with probabilityp with a stranger and probability 1 with a
peer that previously donated. A discriminator manpw
that a peer has donated in a previous game in dse c
where that peer was a holder and the discriminasy its
verifier or the owner of the data that the peer stasing.



11 4

Defectors are peers that not only defect but also The dynamics of strategies’ fitness follow the eliéntial

probabilistically whitewash to cover up their defen: replicator equations defined below:
- Always defect and probabilistically whitewashID"): the dy U 7
peer never donates in the role of the donor and Ibeag dt Waupw = U)

whitewasher with probabilityv so that it is not identified

dz —
by a discriminator. The valug may represent the average dt z(Upr — U)

rate (per generation) at which defectors changetiitkss. The basic concept of replicator dynamics is thatgrowth
rate of peers taking a strategy is proportionath® fitness
Fitness acquired by the strategy. Thus, the strategy theldy more

We respectively denote the frequency (fitness)tiaftagies fitness than average fitness of the whole systameases, and
AIIDY by y and DP by z The expected values for the totalvice versa.
payoff obtained by the two strategies are denotedl "

andUpP, and the average payoff in the population by: IV. SIMULATION EXPERIMENTS
U=y XUypw +zXUpr This section analyses the results of the study hef t
To simplify the formulation of the fitness for eastiategy, evolutionary game model. Using the above diffesnti
we will use the following functions: equations, the model is simulated within severahacdos to
fw) = —c(r+ma) xu capture the impact of various parameters on theargence
g(w) =b(1 —u" +pu"(1—-u™)) of the system to equilibrium.

The functionf(u) gives the cost paid by a peer for storing e consider files with an average size of 500MBt tre
and verifying data for a fractiomof peers. On the other hand, stored at a rate of 3 files per day and per peee. VErification
the functiong(u) gives the benefit obtained if a fractionof  metadata corresponding to each file has an avesage of
peers defect as holders and as verifiers of thespeata. 10KB. Newcomers to the storage system arrive ateaof 10

Let g be the probability that the discriminator knows wha peers per month. These newcomers are assumedinigtdia
randomly chosen co-player chose as a holder syrate@@ same strategy as their hosts.

previous one-stage game (the discriminator beingvamer or 1
verifier in that game). The probability is computed in [9].
This probability particularly depends on the systemrn that
is the peer join raté and interaction rate between peer3he
probability q at timet is derived as (see [9] for formulation
details):

o
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A peer playing the strategMID" will never cooperate, so it o
will never donate. It will gain a benefitif it is chosen as an Fig. 1. Frequency of defectors a;(;”:j‘?s('c’;l‘r‘rif; (=3, §=0.1,a=20.10°
i i <L tors5, r=3, $=0.1,02=20.10",
owner and at least one of .ItS. data holders is ngtdd these J=10/month. N=1000, =3 files/day, b=1, c=0.01, p=w=0.5, y(0)=0.5. and
types: a defector or a discriminator that knowspber or that _
L . ) 2(0)=0.5.
probabilistically defects because either it doet kmow the

peer or the peer itself is a whitewasher. Otherwiise peer  rig 1 shows the convergence of the storage afybtem to
may gain a benefifb if at least one of its verifiers is not of 4 equilibrium where only discriminators are actibefectors
any of the former two types. are totally eliminated by discriminators.

Uprow = g(y +q(1 —w)z 1

o

60 90

+(w+(1 -1 -w)1-p)z) J L J L
= g(1 - p(1-q(1 - w))z) e I A .
A peer playing the stratedy® will cooperate if the recipient Co6----- |- TR Lo
was cooperative in a previous interaction or will S w | | |
probabilistically cooperate if it does not know fhger. It will $o4r--- J: ””” :L o J: ””” :L ”””
donate at a costcif it is chosen as a holder or at a cest if 02F -~ - e Lo
it is chosen as a verifier. It will gain a bendiif it is chosen ! ! ! !
as an owner and at least one of its data holdenmsoisa % 0.2 0.4 0.6 0.8 1
defector or a discriminator that the peer previpudtfects 2(0)

Fig. 2. Frequency of discriminators at equilibriwarying their initial
frequency.n=5, r=3, =0.1, «=20.10°, 2=10/month,N=1000, y=3 files/day,
b=1,¢=0.01,p=w=0.5.

with it (the peer defects with a fractiprof discriminators that
it does not know), otherwise, it may gain a bengfitif at
least one of its verifiers is not a defector or iaga

discriminator that the peer previously defects wiith There is a little increase in the population ofedéérs in the

Upp = f (p ((1 —(Q-w)y+z)+ wy) + qu) beginning of the evolutionary game due to the fHwit
+g(y+ (1 -p)2) discriminators are still not able to distinguishtvbeen a
_ f(p(l —q(1-w)(1 - z))) +g(1 - p2) discriminator and a defector. However, with timeytthave a

good knowledge of discriminators (fractignof them) and
defectors (fraction () of them).
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Fig. 2 depicts the frequency of discriminatorsauibrium  optimal value forp that achieves the highest social welfare
varying their initial frequency. The figure demaasés that and this optimal depends @n
the equilibrium where only discriminators are prasi the 1

system is only achieved if there is enough poputatof 1 1 : l
. . . . . - L. 08k - - - — - - L ____ ]
discriminators in the system. Otherwise, the defsctvin the o 08 | | | |
. . . . . . = | | | |
game by eliminating discriminators. Y — 3 [E P R T
™ . . . . . | | |
The equilibrium where only discriminators are aetiv % | | | |
™ . | J_ - L J_ |
depends also on the probability of cooperation of S 0.4 | | | |
. . . . . . . | | | |
discriminators with strangers. Fig. 3 demonstrafes if this K A g [E S R T
™ . . . . . . . | | | |
probability is sufficiently high, the frequency discriminators | | | |
. 1 1 1 L
decreases and may attain zero. % 0.2 0.4 0.6 0.8 1
P
1 T T . .
@
0.8 1
| | | |
g’O.G 08F---- o o™
o) 9 | |
> Il | |
o4 g 08 IR SRR R
0.2 o Ao R S IO
8 | |
n | |
0 0.2F---- [ [ e I
) o
1 1
Fig. 3. Frequency of discriminators at equilibrivarying their probability of Oo 0.2 0.4 1
cooperation with strangerp. ne5, r=3, =0.1, ¢=20.10°, A=10/month, w
N=1000,y=3 files/day,b=1, c=0.01,w=0.5,y(0)=0.5, and(0)=0.5. (b)

Social Welfare

Varying the probability of whitewashing in the system
affects also the frequency of discriminators atildgium (see
Fig. 4). For sufficiently highw, defectors invade the
population of discriminators and win the game. iRstance, if
all defectors are whitewashers, discriminators eliminated z
from the game.

1

|
08F----- R
|
[ R L B 0
g 06 ! 0 02 04 06 08 1
S04 - b p
S | ©
e . . o vari ’
| Fig. 5. Social welfare at equilibrium varying (d@he probability of
00 o‘.z cooperationp (w=0.5), (b) probability of whitewashing/ (p=0.5), and (c)

both of themme5, r=3, 4=0.1,2=20.10°, 1=10/month N=1000,y=3 files/day,

Fig. 4. Frequency of discriminators at equilibrivarying the probability of b=1,¢=0.01,y(0)=0.5, andz(0)=0.5.

whitewashingw. me5, r=3, 4=0.1, ¢=20.10°, A=10/month, N=1000, y=3

files/day,b=1,¢c=0.01,p=0.5,y(0)=0.5, and0)=0.5. Fig. 6 depicts the variation of the social welfavith the
replication rate and the verification distribution factan. The

The social welfare illustrates the well-being ofeth figure shows that there is an optimal value for iiyglication
community of peers as a whole. It is derived astthal sum rate r for which the social welfare is maximized~@).
of player payoffs. Exceeding this value, the social welfare decreasesl

Fig. 5 shows that this welfare is maximized forefimed reaching the value zero i.e., the system collagseseasing
value of the probability of cooperation of discnmators with  makes the benefit obtained by the owner increaseesihe
strangersp (0.59<0.9) and if the discriminators are notchances to select a cooperative holder are imprdvadever
eliminated from the system (probability of whitele®y W  the replication rate affects also the cost of cooperation that is
<0.7). solely paid by discriminators.

Discriminators are the only contributors to the @am varyingmhas less impact on the social welfare because the
therefore their presence increases the payoff efspeTheir cost charged on discriminators is minimized by the
cooperation may be undermined by the presencefeties significantly low unit cost valuexc (a=20.10°%. The social
that use the system without contributing and paldidy welfare increases by increasing(small increase) since a high
whitewashers that defect and go without being deteby the value of m means better chances to have a verifier that is

discriminators. Increasing, it certainly increases the benefitdiscriminator and then gain a benefiv if all holders are
for all peers but at the same time it increasescti® due to defectors.

the presence of defectors. Fig. 5.c demonstrasgtihre is an
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Fig. 6. Social welfare at equilibrium varying (&@ptication rate (m=5) and
(b) verification distribution factom (r=3). 4=0.1, «=20.10°, 2=10/month,
N=1000,y=3 files/day,b=1, c=0.01,p=w=0.5,y(0)=0.5, andz(0)=0.5.

Fig. 7 demonstrates that there is a maximum vabre f

tolerable churn. If peers arrive in the system dtigh rate,
discriminators may not be able to distinguish sigfitly
quickly defectors and they may then be eliminateanf the
system. Churn can be tolerated until a given m¢atified in
the figure £~0.09) for the considered system parameters.

I | | I
| |
08F---- [ [ R I
i | | | ]
5 | | | |
g 06—~ N T A
= | | | |
804 - - - - [ e R I
] | | | |
3 | | | |
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| | | |
| | | |
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0 0.02 0.04 0.06 0.08 0.1
lambda

Fig. 7. Social welfare at equilibrium varying theurn 1. m=5, r=3, p=0.1,
0=20.10°, N=1000, y=3 files/day, b=1, ¢=0.01, p=w=0.5, y(0)=0.5, and
2(0)=0.5.

Discussion

Simulation results demonstrate that discriminatanms not
hopeless in front of defectors and that even thay win over
them for a judicious choice of system parametesgabily the
fraction of discriminators in the system shoulditigally not
null, the replication rate and the churn sensethé system
should not be considerably high.

The results show also that there is an optimal givdity p
for the penalty mechanism that achieves a highabealfare

for the whole P2P storage system. However, a nom-zdl2l

welfare is only obtained if the whitewashing pheeoi is
restricted to a given fraction of defectors. Fostamce, if all
defectors are whitewashing discriminators are elytir
eliminated and the system collapses.

This result motivates the requirement to supplentbet
proposed penalty mechanism with other means tleatept or
at least limit the whitewashing behavior such astmdling
the peers that join the system using a cryptogcaphizzle
[10] or even imposing the payment of a memberskip. f
Another solution is to force or motivate peers teyonline a
minimum amount of time in the system like in [13)w is
then increased) because peer connection time neusiken
into consideration. As a result, if the average degul peer
time connection () is fixed, the probability of cooperatign
that maximizes the social welfare can be then dedigiven
other preset parameters likem, and4).

V. CONCLUSION

In this paper, we validated a penalty mechanisngdesd to
prevent whitewashing behavior in a P2P storageesysiVe
theoretically demonstrate that with
cooperative peers win over free-riders that maytevidsh in
an open system, although under particular conditr@vealed
in the paper as the basis for the P2P storagensyste
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