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ABSTRACT distributed optimization scenario where the exchange df CS

This paper addresses the problem of coordination on the iffmong transmitters is limited), then an interference clebnn

terference channel (IC), which has attracted a lot of attent (IC)is o_btained. This is the situation cpnsidered in thisera
in the research community recently. More precisely, coordi @S sharing data may put too much strain on the backhaul of the

nated beamforming is considered, in a multi-cell/link envi system. More precisely we deal with the downlink direction

ronment where base stations equipped with multiple antenné'imd propose a transmission strategy based on the so-called

each attempt to serve a separate user despite the intenéerenv'rtual SINR framework” (explained below).

generated by the other bases. With single antenna usess, thi Assuming each transmitter has multiple antennas and
corresponds to the so-called MISO IC considered among otleach receiver a single antenna, the setting is the MISG-inter
ersin[1, 2]. In this paper, we propose a distributed apgnoacference channel, considered for example in [1, 2] (the more
for designing the beamforming vectors to be used at thetrangeneral MIMO IC, which corresponds to receivers also hav-
mitters, which relies only on local channel state informati  ing multiple antennas, is considered in [3, 4], among others
(CSI) at each base. The technique exploits a metric whichn particular, [2] and subsequent publications [5, 6] of the
is reminiscent of the virtual uplink method proposed in [1]. same authors have focused on the case of two transmitters
We demonstrate analytically the optimality of the proposedand full CSI at the transmitters (CSIT). Considering the-sce
approach in terms of achieving the outer bound of the rate reaario from the viewpoint of game theory, with transmitters
gion in certain cases. We conduct simulations showing thas players, a parametrization of the Pareto boundary of the

gains for general settings. rate region was found, and different algorithms suggested
for finding different points on the boundary. [7] provides
1. INTRODUCTION a parametrization of the Pareto boundary in a more general
case.

The introduction of multiple antennas at transmitters agd r Here we argue that it may not be reasonable to assume that
ceivers in communication systems promises great improvey|| the CS| is shared by all transmitters, and consider tise ca
ments in terms of error resilience and rates achieved. Dipen\yhere each transmitter has local channel CSI knowledge: it
ing on how much channel state information (CSlI) is availablgyn|y knows the channel between itself and all receivers that
at the terminals involved, different degrees of such gaieg m are within its range. In a TDD system, this information may
be achieved in single link transmission, as well as in mlétip pe gained from those users’ transmission in the uplink. If
access (MAC, corresponding to a cellular uplink) and broadreciprocity may not be assumed, one could consider that each
cast (BC, corresponding to cellular downlink) channels. Invecejver feeds back his full CSI to his serving base which is
scenarios involving multiple transmitters and receiverssh partially shared with other base stations, thereby savimg o
as a multi-cell scenario, the performance attained willed&b  signaling. This scenario has been tackled in [8] where an it-
on how much information may be shared at the nodes ingrative method is proposed to achieve rates at all receivers
volved. Thus, if either all transmitters or all receiversash  jnyolved that are higher than those achieved without cooper
their entire data and as a result perform joint transmission ation. In contrast, what we develop in the present work is a
joint decoding respectively, the situation will be equesito  gne-shot algorithm. Given the local information at eachsra
aBC and a MAC, respectively, for which interference mitiga-mitter, we propose a simple transmission scheme based on
tion is well understood. However, if this is not the case. @e having each transmitter maximize what we refer to as a vir-
This work was funded in part by ETRI Korea, the European mtoje U@l SINR. For certain choices of parameters, the virtubiFS|
COOPCOM and the French project ORMAC. can be seen as the SINR achieved in the uplink if the same fil-




ters were used, in the TDD case, or in the virtual uplink (segoint multibase precoding since BSs do not share the data
[1]) in case there is no actual reciprocity. symbols), the signal transmitted by base statipxry, is given
Organization The rest of the paper is organized as follows.by:

Section 2 defines the system model and performance mea-

sures considered. Section 3 introduces the virtual SINR Xk = \/PkWkSk (1)
framework. The approach of maximizing a virtual SINR at

each transmitter is justified by relating it to uplink-dowi tended for usek, wy, is the unit-norm beamforming vector

duality and more importantly to the full-CSIT results foeth . . .
two—lir{k case, in SecF:Jtion 4 l):)/elow. Based on the given anall—Jsed to carry this symbol angt is the transmit power used. A

ysis, Section 5 states the proposed algorithm. Simulation22Ve' constraint holds at each transmitter whergpy- P,

in Section 6 show the value of the proposed algorithm in%hie;?gngigfj\lj;{jaants g‘;ﬁ:gﬁ;?tb?a_(:h of the base stations.

realistic scenarios when more links are considered.

wheres, ~ CN(0,1) is the symbol being transmitted in-

Notation Throughout what follows we use the following com- K
mon notationE denotes statistical expectatidi denotes the Yk = Z Vol wjs; + ny (2)
complex number field. Boldface lowercase letters are used j=1

to denote vectors, and boldface uppercase denote matrices. N
CN (m, o?) is the probability distribution of a circularly sym- Whereh;;, € C™* is the channel between that user and base

metric complex Gaussian random variable of mearand ~ Stationj, nx ~ CA/(0,0?) is the noise at the considered re-
variances2. ceiver. We assume that receivers have full CSI (CSIR) and

do not attempt to decode the interfering signals (singks-us
decoding). Under these assumptions, the rate achievednat us

2. SYSTEM MODEL k is given by:

We consider the MISO interference channel wh&rdrans- Ry, = logy (1 + k) (3)

mitters (e.g. base stations in a cellular system) wth> 2

antennas each, each communicate with a single receiver (methere the SINRy;, is equal to:

bile terminal) having a single antenna. This is illustrated )

Figure 1 forK = 2, N; = 3. e = Pr[Darwi| (4)
0%+ > i PilByE w2

The rate regiork is defined as the set of rates that may be
achieved simultaneously at the different base stationgngi
the power constraints at each base station. l.e.:

R ={(Ri,...,Rk) € RE
TX, TX, |Rrasin B)pr < PVk e {l,...,K}} (5)

Beamforming under distributed CSIT

‘ ‘ /l/ | ‘ ‘ In this work, each transmitter’s knowledge is limited to the
RN - channel between itself and all usérs We would like to

hlll . 7 ‘h achieve a set of rates which is as close as possible to the

22 boundary ofR, while yielding the best sum rate possible.

. ~ ~ Moreover, we would like to do so in a distributed fashion,
’ h21 hfg - relying only onlocally available CSI as just defined, which

‘ ) ‘ leads us to an optimization problem solved at each base sta-

tion within the framework of virtual SINR, detailed in thexie

RX; RX, section.

3. VIRTUAL SINR

Fig. 1. Scenario considered fdf = 2, N; = 3. hy1,hy, are ) ) )
known at TX, hay, hao at TXs. In its most general form, a virtual SINR at base statiois

defined as the ratio between the useful signal power received

We adop_t a narrOW'b_and Channell model with freque_nCY'ﬂat 1strictly speaking, each transmitter only needs to know trenaels be-
block fading. Under linear precoding at each transmitter (n tween itself and users that are close enough to suffer freenfarence.



at its served user and the sum of noise plus a weighted sumhere N, > K). Thus, we restrict ourselves to the virtual

of the interference powers it causes at the remaining userSINR formulation of (7). We show that, for the two-link

Thus: case, which is the most well understood, the following two
theorems hold.

virtual _ pk|hkka|2 (
0%+ Zj;ék Pk [y wi |2 Theorem 1. Any point on the Pareto boundary may be at-
, , , tained by solving the virtual SINR optimization problem, as
whereay; € Ry, 5,k =1,..., K are a given set of weights.

ivenin (8), for an appropriate choice of a2, e Ry.
This can be seen as the SINR achieved on the uplink of% ® pprop 1z, *

system where at théth base station, receive vecter; is
used to process the received signal, mobile stdtitansmits
its signal with powep;, and mobilej, Vj # k transmit with
poweray;pr: the virtual uplink’ was first introduced in [1]
in the context of downlink power control and beamforming in
a multicell environment.

When transmitting at full power, Equation (6) becomes: ~ Theorem 2. The rate pair obtained by beamforming using
the solutions to problem (8) with ai;2 = a1 = 1 lieson the

Proof. The proof follows by showing that the same parametriza-
tion of the Pareto boundary given in [6] can be retrieved for
the beamforming vectors specified in this fashion. Detais a
given in Appendix A. O

pirtual _ by wi|? o Pareto boundary of the two-link rate region.
k -1 )

Tl Z#k etk i Proof. See Appendix B. O
wherep = £

As the objective is to have a distributed algorithm which
relies only on information local to each base station, we pro
pose that each transmitter solve a virtual SINR maximizatio s w

problem, which can be stated as follows: Pareto boundary
45 X ZF solution
¢ NE solution

O Proposed algorithm

|hkkwk|2
Wy = arg max . (8) s 0
IwiP=1 & + 37, 2, | hg w2

This is justified in the following section.

4. ANALYSIS

(bits/sec/Hz)
ro
o
T

As first noted in [1], the same rate region may be achievexN
in the UL (for a reciprocal channel, in the virtual UL oth-
erwise) and DL directions using the same set of vectors fo
receive and transmit beamforming respectively, but wifih di
ferent power levels in both directions that satisfy the sam¢ |
total power constraint. This is one form of what is referred t
as uplink-downlink duality. In what follows, we do not pur- s
sue our formulation in the context of duality any furtherf bu
use it here to argue that considering virtual SINRs bearsson 9, 0 1 s ) 25
relation to actual SINRs. R. (bitsisec/Hz)

1S

Fig. 2. Pareto rate boundary, MRT, ZF ands = as; = 1
points for a channel instance sampled from a channel with in-
Transmission in the MISO IC may be viewed as a gameglependentidentically distributedV' (0, 1) coefficients N; =
where each of the transmitters is a player trying to optimize3, KX = 2.

his rate in some way. One can then define the Pareto bound-

ary of the channel, as the set of Pareto-optimal rate-tuples This is illustrated in Figure 2, which also shows the rate
thus, a given tuple belongs to the Pareto boundary if it igairs corresponding to the Nash Equilibrium (NE) or Maxi-
not possible to increase any rate within that tuple withoumum Ratio Transmission (MRT) and Zero-Forcing (ZF) solu-
decreasing at least one of the others. As shown in [2, 7]s ratdions, which correspond to the most selfish and the mostaltru
on the Pareto boundary of the MISO interference channel aristic strategies, respectively, and whose beamformingpvec
achieved by transmitting at full power (at least for the casere given in equation (15) of Appendix A.

4.1. Two-link case



5. PROPOSED ALGORITHM Parameter Value
Path loss model Cost-231, small/medium city
The performance of the set of precoding vectors obtained inja K 3,7

distributed way by maximizing a virtual SINR at each of the| Cell radius 1000 m
transmitters will depend on the;;'s selected. Motivated by | Transmit antenna gail;,, 16 dB
Theorem 2 above, we propose to set all of these to 1. Thus giShadowing mean 0dB
base statiork: Shadowing variance 10dB
B Ihy,w|? 9 Receive antenna gai6,., 6dB

Wk T A P S+ 2 W ®) Edge SNR 0-15d8

. ) Table 1. Simulation setup parameters
5.1. Two-link case: Further Analysis

Theorem 2 states that the rate pair achieved by setting= . . . .
as1 = 1 lies on the Pareto boundary of the rate region, bu%/vhere,lm relation to our previous notation;, = /px W,
says nothing about the achieved sum rate. An idea of the pef'fmd%(ga ? is the SINR achieved at usewhen beamforming
formance is gained by analyzing the SINR’s at low and higHs done using our algorithm.

SNR, and comparing them with the optimal strategies at thos&his can easily be shown to be a convex optimization problem
extreme regimes, which are known to be the NE solution anésee [9] for example), and as such algorithms exist to solve i
the ZF solution, respectively.

'!'he resulting S_INR’S from applying our algorithm in the two- 6. NUMERICAL RESULTS

link case are given by, where the parameters involved are de-

fined in Appendix A:
(@i +bi(1+¢))®  az+bi(l+¢)°
2

Figure 3 illustrates the performance of our approach in aemor
realistic scenario, the parameters of which are specifiddin

i ai +bi(14+¢)2 (1+¢)(a; +b;(1+¢)) (10) ble 1. User locations in a cell follow a uniform distribution
At the ZE solution: We show the average sum rates achieved and compare
them with the selfish scheme corresponding to MRT, and the
Vi PY; altruistic scheme corresponding to minimizing the tot&din
At the NE solution: ference caused to other users. Our scheme clearly surpasses
a;i + b both. As the figure illustrates the 7-cell case, and therahre
3 K3 .
W= L (12)  ways fewer antennas than that, interference caused can neve
a;+b; v

be eliminated completely and eventually the rates would sat
Atlow SNR, 1 + ¢; ~ 1, and bothy; andvy¥* may be urate. However, for the cell edge SNR range considered the
approximated by(a; + b;). On the other hand, at high SNR, performance gains are still quite significant. Note thatewh
v =~ pb; = vZF. Thus, at both extremes, this approachN; > K, interference can be eliminated completely and at
performs as good as the best out of these two schemes.  high SNR the rates achieved with our scheme and the interfer-
ence minimizing solution would differ by at most a constant
5.2. Comparison with Full CSIT Case (in favor of our scheme).
Figure 4 illustrates the power loss due to the distributed
We would like to have an idea of the loss due to the distributeatyre of our scheme, again for the 7-cell case. More pre-
nature of our algorithm. The simplest way to define loss ig;jsely, for different number of antennas, the minimum power
in terms of total power consumption: in our algorithm, all heeded, under the individual power constraints at each base
transmitters always use full power. Alternatively, if f@SIT  station, to achieve the same rates as those achieved by our
was available at all transmitters or these were allowed#oesh jistributed algorithm is computed and the figure illustsate
channel information, then it may be possible to achieve thene difference between this power and the power consumed by
same rates at all users with a lower total transmit power. Thg,;r scheme as a percentage of the total power availablesacros
corresponding optimization problem may then be formulatedhe system. As the number of antennas at each transmitter in-

as. creases, the difference decreases: this is because wit mor
K degrees of freedom afforded by the higher number of anten-
minimize >~ u}'uy, (13)  nas, even in our distributed algorithm, more efficient power
k=1 use is done automatically thereby reducing the benefit of cen
subjecttouf’u, <P, k=1,...,K tralized knowledge, at least for achieving the same rates as

2 our algorithm. From our other simulations, not shown here,
|hypu (alg) B > .
>y, k=1,... K for the 3-cell case, foiV, > 3, this difference is almost neg-

o2+, hju? L ) ; .
g#k 1Tk ligible, which leads us to conjecture that we are quite close
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Fig. 4. Extra power consumed due to the distributed nature of
Fig. 3. Sum rates vs. cell-edge SNR fok = 2,4, for the ~ourscheme vs. cell-edge SNR fd = 2,4, 5, for the 7-cell
7-cell case. case.

if not on, the Pareto boundary in this case, for most channele show that the rate region achieved by this parametrizatio

instances. of the Pareto boundary can also be achieved by varying the
a’s in their feasible regionK ) and maximizing the corre-

7. CONCLUSION sponding virtual SINRs.

Maximizing the virtual SINR of (7):

In this paper, a distributed coordinated beamforming ap-

proach, based on partial CSI at each BS, was proposed. An- w; = arg hi;wl|? (16)

alytical justification for the algorithm was given for thesea ! ku2 11/p+ aglhz;w|?’

of two base stations, and numerical simulations illusttat®

performance for more general cases. Proposition 1. The solution of problem (16) can be written
as:
A. PROOF OF THEOREM 1 I-h¥ ILhY
mpl ons, i & Ve Y S @7
To simplify expressions, in what followsis used to denote ih; i
the.other user/base station index (i.e= mod (7,2) + 1, where0 < ¢; <1,i=1,2.
fori e {1,2}).
From Theorem 1 from [6], for the two-link case, any point proof. Similar to that of Proposition 1 in [6]. 0
on the Pareto boundary is achievable with the beamforming
strategies: Define:
ANwNE + (1= \)wiF
(i) = 5 L i=1,2 14 ;= 2
b; = ||IL=h;
for some0 < \; < 1, where I Z; H
¢i = pllhyg|| (18)
NE __ hf_il d ZF _ Hiz_hle 15
Wi = It || and w; HHthH (15) Proposition 2. ¢; that solves (16)is given by:
are the NE or MRT and ZF solutions, respectivdll- is the G = @i (19)

projection matrix onto the null space hf;. a; +bi(1 + avic;)?



Proof. With w; asin (17), B. PROOF OF THEOREM 2

h;;ITth
hu 12 1” “ \/1_1” il
[hiiw| |\/<_ |T;;h ¢ [TEEh | For anyw;, ws of the form (17), one can show that SINRs
are given by:
( a;Gi + i(1— <z)) (20)
Similarly,
Y , , (Va6 + Vi1 - G))? 27)
lhywi|* = Gl|hy | (21) n=p 1+ Ga
Thus the virtual SINR is equal to:
2
virvnar P (\/ aiG + /bi(1 — Ci)) A rate pair is Pareto optimal if one cannot increase one of
i - 1+ a;;Gcs (22)  the rates without necessarily decreasing the other. Nate th

. . . L L any point on Pareto boundary has to have the correspondin
One can easily verify that this ratio is maximized for theueal yp y P g

specified in (19). 0 (€i,¢2) pair in the region defined by; € {O, Py } i =
o _ 1,2: this is so since for higheg; it is always possible to
Proposition 3. Interms of the NE and ZF beamformingvec-  4chijeve higher useful signal at usewhile causing less in-

tors, (17) can be rewritten as: terference at user(cf. (27)).
wiNE O\ \wZF
w; = )‘ZwévE +0 )‘Z)WiZF (23) Denote byy;"! the SINR values achieved by setting, =
AW 4+ (1= A)wi || as1 = 1. To show that the corresponding rates belong to the
where Pareto boundary, we solve the following optimization prob-
1 lem:
A = (24)
a; 1 b;
a;+b; (Z - 1) + (1 - ai+bi) -
maximizey; (28)
Proof. w;, as expressed by (17), can be rewritten in terms of a; )
WlNE andwiZF as: suchthat < (; < P 1=1,2
=

a; + b;
wi = /G %ngE+
K3

VTG = Va2 | i

(25) This can be formalized as the following convex optimization
We need to show that this is in fact of the form given in problem:
(23), i.e. that the following equalities hold for somg

2
Al L minimize — ¢ (29)
2_a; .
/\za+ ( At A ) suchthat) < ¢; < (—Iiib’ 1=1,2
% i
LA :\/1—@—\/5\/@ t>0
a;
2_a;
\//\a+b+( SPYEDY Hb) W+ Ger) - (\/a2C2+\/b21—C2) <0
where we replaced the denominator of (23) by its value in
terms of the parameters defined in (18). t(1+ Ce2) — (\/“141 + V(1 -G ) <0
One can verify thak; as given by (24) above satisfies both
these equations. O
Combining propositions 2 and 3, we complete the proof. ~ This problem s strictly feasible and consequently Slater’
Plugging (19) into (24), we get: condition for strong duality holds [10].
A — 1 (26) Letu;,i = 1,...,3 be the Langrange multipliers associ-
! . +1 ated with the positivity constraints;, < = 1, 2 the Lagrange
oy mim multipliers associated with the upper bounds on ¢heand
Clearly this is a decreasing function@f;. Itis easy to check \;,i = 1,2 the Lagrange multipliers associated with the

that fora,;; = 0, \; = 1 and that asy;; — oo, \; — 0. SINR constraints, the corresponding Karush-Kuhn-Tucker



(KKT) conditions [10] are given by:

—-1- U3 + )\2(1 + CQCQ) =0
— 4 &+ My a

:)\2p<a1—bl+\/ﬂ<\/121<1_\/151<1>>

—p2 + &2 + Aatea

:)\1p<a2—b2+@<\/122<2_\/152<2>>

M1y 2y 13, A1, A2, 61,62 >0
wi =0, & |:Ci -

a;
a; + bz

] —0,i=12
p3t =10

Al {721’1 (I+Ger) —p (\/G2§2 +V/ba(1 - Cz))? =0

A2 [t (14 Cac2) —p (\/alCl +vbhi(1- Cl))Q] =0
(30)

For ¢(;,i = 1,2 given by (19), witha;; = 1, one can
verify that these values, together with the valueg ahd the

Lagrange multipliers given in equation (31) below provide a
consistent solution of the KKT conditions. This guarantees
optimality. Noting that the optimal value of problem (28) is
indeed that achieved by our algorithm completes the proof.

p1 =2 =p3=0,§ =& =0,

1
Ay = ———)\
2T 14 Ge
/\ 1 (a1 —|—b1(1—|—01))2(a2 —|—b2(1—|—02)2)
1

- 1+ (aco (ag + bg(l + 02))2((11 + bl(l + 01)2)7

t=" (31)
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