AUTOMATIC EVALUATION METHOD FOR RUSHES SUMMARY CONTENT
Emilie Dumont and Bernard Btialdo

Institut Eurécom
Département Communications Multimédia
2229, route des Crétes -B.P. 193
06904 Sophia-Antipolis cedex - France
{dumont, merialdp@eurecom.fr

ABSTRACT indicators are collected in these experiments: duratiahef

During the last years, the developpment of rushes vide§ummary, difference between target and actual summary size
summarization systems has greatly increased thanks to tfi@tal time spent judging the inclusions, total video plagei
international evaluation campaigrRECVID. In this paper, ~This approach has the advantage of clearly defining the mea-
we propose an automation of the mantREcvID evaluation ~ Sures to use for evaluating summaries, and a number of
using machine learning techniques. We train an automatitesearch groups have participated in this task producing su
assessor to perform evaluation on summary content and wearies suited to this evaluation. The main problem is that th

show a high correlation between the manual evaluation pefvaluation is currently performed by human judges. This cre
formed inTRECVID 2008 and our automatic assessor. ates fundamental difficulties because evaluation experisne

are expensive to reproduce and subject to the variability of
human judgment. In particular, this greatly restricts teage

of training methods in the construction of summaries, be-
cause they often require a lot of parameter tuning to provide
optimal performance.

Index Terms— Video summarizationTRECVID, evalua-
tion, machine learning

1. INTRODUCTION
Our approach is to search for an automation of the eval-

Automatic summarization is a useful tool which allows a usefation procedure proposed TIRECVID 2008 using the same
to grasp rapidly the essential content of a video without thgyuality criteria. We decided to focus on the main indicator:
need to watch the entire document. Automatic video sumgne percentage of topics found in the summan, because
marization is a challenge since it necessitates decisiomsta gther subjective measures are correlated with it [6]. Rrevi
the semantic content and importance of each sequence ingyrk already tackled this problem. In [7, 8] authors auto-
video. This factor complicates the development of automati mated evaluation with a basic and efficient method: a topic is
video summarization systems and in particular, of evatumati found by the automatic evaluator if a frame sequence of sum-
methods. Much of the complexity of summary evaluationmary overlaps with one of the occurrences of this topic in the
arises in the fact that it is difficult to specify what one tgal qriginal video during one second. The work presented here is
needs to measure, without a precise formulation of what thgn extension of these approaches, in particular [9]. Austhor
summary is aimed to capture. proposed an automation of the mana&EcviD evaluation

using machine learning techniques. The main difference is

For theTRECVID 2008 8BC rushes summarization eval- the definition of objects used to predict the topic presence.
uation campaign [1], authors proposed a manual method to

evaluate summaries taking into account conclusions ofiprev
ous works, like [2, 3, 4, 5]. The quality of each summary is
evaluated by objective and subjective metrics: a humangudg
is given the summary and a c.hronologlcall list of up 12 top|csz_1_ BBC rushes video summarization

from a ground truth description of the video content. The

assessor views the summary and determines which topics dmethe TRECvVID 2008BBC rushes summarization evaluation
present. The percentage of topics found by the assessorpdlot, the task is to automatically create an MPEG-1 summary
the main measure of the summary quality. Other measuredip no longer than 2% of the full video that shows the main
are evaluated: did summary contain lots of junk, contais lot objects and events in the video.

of duplicate video and had a pleasant tempo/rhythm? Other

2. TRECVID 2008



2.2. Manual evaluation automatic assessor so as to be able to automatically predict
the topic presence in a summary based on topic, video, and
summary features.

The ground truth is a list of important video segments, each

identified by means of a distinctive object or event occuyrin

in the segment with qualifications concerning camera angle3.1. Modelling topic assessment

distance, or some other information to make each item de-

scription unique. A complete explication can be found in [1] For our modeling of the automatic assessment, we define a
The ground truth provided byRECVID is a simple chrono- OPiC instance as the couplex;, y;) where:

logical list of topics. This is not sufficient for an autonati
evaluation: we augmented thi@ecviD ground truth data by
manual annotation the test videos to define the precise time ] o
segments where each of these topics was present in the video. ® ¥i € {presence, absence} is the result of the decision
The average number of ground truth topics for each video is ~ ©On the occurrence of the topic, based on the values in
more thark0. In TRECVID, this was considered too large for Xi-

human evaluators, so that the evaluation was only performed
for a random list ofl 2 topics per video.

2.2.1. Ground truth data

e x; € X is a vector containing measurements on the
occurrence of the topic,

A topic can have repeated occurrences in a video. We call

each of this occurrence a topic sequence. The decision of de-
tecting a topic or not depends on the occurrences of the topic
in the original video, and on its occurrences in the proposed

2.2.2. Evaluation summary. Therefore, the vectsy which hopefully contains

Each submitted summary was judged by three different hi@!l values necessary to take a decision on a topic presence,
man judges (assessors). An assessor was given the summﬁWtams information coming from_the or|g|_nal video and the
and a corresponding list of ug topics from the ground truth.  9round truth, as well as information coming from the pro-
The assessor viewed the summary inl25mmx102mm  POS€d summary. In our proposed model, we include the fol-
mplayer window a5 frames per second using only play and lowing mef':lsur.ements in the desgrlptlon of a topic instance.
pause controls and then was asked which of the designatdd€ following information is obtained from the augmented
topics appeared in the summary. The percentage of topi@ound truth and the original video:

found by each assessor determines the fraction of important%1 : Does the topic contain camera motion

segments from the full video included. The total score for - : Does the topic contain an event

a summary is the average of the scores given by the three ;. : Number of topic sequences in the video
assessorsIN. Figure 1 depicts the video summary eval- x4 : Minimal length of a topic sequence in the video
uation process. The results of the manual evaluation were =5 : Maximal length of a topic sequence in the video
statistically analyzed in [1], and in conclusion authorsrfd zg : Mean length of a topic sequence in the video

that there was a good agreement between assessor judgment§7 : Mean activity of topic sequences in the video

based on the comparison of the topics detected by two asses-*8 - Mean entropy of topic sequences in the video

Sors in a summary. . .
y The other measurements are obtained automatically from the

content of the proposed summary:

qround truth S;%E?Qé’ﬁ:,"&,gs Iassessors zo : Number of topic sequences in the summary
- . z10 : Minimal length of a topic sequence in the summary
» = \ ™ z11 . Maximal length of a topic sequence in the summary
ﬂ z12 . Mean length of a topic sequence in the summary

/ ﬂ With this formulation, an automatic assessor will decide on
the presence or absenggof a topic based on the values of

the measurements .

Fig. 1. TRECVID 2008 manual evaluation processus . )
3.2. Training an automatic assessor

An automatic assessor will define a functigrediction that

3. AUTOMATIC ASSESSOR predicts the presence or absence of a topic. If a topic is
present, the function returris else the function returng.

In order to automate the assessment process, we propoSe, once this prediction function is defined by a machine
to automate the decision on topic detection by creating akearning, we can compute automatically th¥ indicator, the



percentage of topics found in the summary, for a viddny  archive. The training instances are obtained from results
the following formula: of TRECVID 2008 evaluation fol0 summarization systems
kindly sent to us by various participants.

Lon
IN(v) = N Zpredwtwn(’) In order to have the training data and the training test
=1 completely independent, we choose to use a leave-one-out
whereN is the number of topics in the video. We can alsotechnique: for each video and for each system, we train the
rank summaries accordingV. model on7 videos x9 systems and we test the model on the
last video and system. Figure 2 shows the Pearson correla-
EFrom the detailed submission results to theecvip  tion between manual assessor and our automatic assegsor at
summarization task, we can create training data in the forrfevels (topic,/ N and ranking) for different machine learning
of a set of topic instanceéx;,y;). This list contains the Methods using the softwaveEkA.
various decisiong; made by the assessors on proposed sum-
maries, together with the corresponding measurements
the occurrences of the corresponding topic. Based on thi ., Lo e
training data, we compare various machine learning tech e« — S
niques to construct an automated assessor, with the olgecti *
that it provides decisions that are as close as possibl@szth
of the human assessors.

4. ASSESSOR EVALUATION

In statistics, the Pearson product-moment correlatiorffieoe
cientr is a common measure of the correlation between twc
variables. For our problem, Pearson’s correlation refldois
degree of linear relationship between manual evaluati@ah an
automatic evaluation. It ranges frofl to —1. A correlation ) . i
of +1 means that there is a perfect positive linear relationshify'9- 2~ Péarson correlation between manual and automatic
between evaluations. A correlation effl means that there is @SS€SSOIS.

a perfect negative linear relationship between evaluatiédn ) N ) o
correlation ofo means there is no linear relationship between 1 N€ difference between classifiers is large, so it is impor-

evaluations. tant to choose a classifier according to our problem: the de-
cov(X,Y) cision stumps. A decision stump is a weak machine learning
- VIV (X)V(Y)) model consisting of a decision tree with only a single depth.

To perform evaluation, we train several decision stumpstas
on the leave-one-out method. We obtain omlgifferent de-
cision stumps, figure 3 shows models we found.

wherecov(X,Y") denotes the covariance betwe&nandY’,
andV (X), V(Y) respectively the variance d&f, and the vari-
ance ofY. We evaluate the correlation adifferent levels :

e Topic: we compute the correlation of the prediction of
the topic presence between our automatic assessor a 0.5 0.27 0.22

Longest topic Mean length of topic Meanlength of topic Number of topic

the manUEl' aSSGSSOfS sequence in the sequencein the sequencein the

. . summary summary summary
e /N: we compute the correlation of théV evaluation N\
between our automatic evaluation and the manualeva >%% ¢15 >05/ K05 >13/ %1 205/ K03

uation. /o

e Ranking: we compute the correlation of ranking of

sequence in the
EERY

summaries accordinfgN between our automatic eval- Fig. 3. Decision stumps found.
uation and the manual evaluation. At the top, the ratio of occurence of the decision stump.
5. EXPERIMENTAL RESULTS The table 1 shows the manual prediction of presence topic

according to the automatic prediction, the Pearson coeffici
We experimented our approach 8wideos proposed bgsc  at this level i9).54, so the correlation is moderate.
Rushes Task 2008 mRECVID. It consists of unedited video
footage, shot mainly for five series eBC drama programs Figure 4 shows the manual evaluation/éf according to
and was provided toRECVID for research purposes lBBC  the automatic evaluation and the manual evaluation of rank-



Classified as| Absence| Presence our experiments demonstrate that our automatic evaluation
Absence 390 116 technique is suitable for comparing and evaluating sunesari
Presence 45 313 usingI N indicator.

Table 1. Confusion matrix of the topic presence prediction.

6. CONCLUSION
ing according to the automatic evaluation. At these levels,

the Pearson correlation §88 and0.91, so the correlation is We have proposed an approach to automate the summary
high. evaluation by training a decision stump in order to remove

the human interaction that was required in thReCVvID
evaluation campaign. Through experiments, we showed a
: ® ooy e high correlation between the manual evaluation proposed by

Gomiogs 1

£ TRECVID2008 and our automatic evaluation. In further work,

.- fo & it would be interesting to generalize our approach on a large

= HE 500 o

edon P data set including more videos and more summarization sys-
vl ‘ tems to improve the prediction quality.
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