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Abstract

This work proposes extensions to Proxy Mobile IER#®IIPv6) for providing scalability
and route optimization features to heterogeneouzlés Mesh Networks (WMNs). WMNs
are multi-hop wireless networks with self-healingl aself-configuring capabilities. PMIPv6
is designed to provide network-based mobility managnt to Mobile Nodes (MNs) having
standard IPv6 stack. Applying PMIPv6 and its pragabextensions to WMNs can make them
a promising solution for ubiquitous Internet accessl a wide range of applications, as
Public Safety and emergency communications.

A cluster-based approach is proposed for federatihng mesh routers into different
PMIPv6 domains, each of them managed by a clusgadhAll mesh routers can act as
access routers for “unmodified” MNs. No assumptians made on MNs’ access technology.
Taking into account such cluster-based architecturger-clusters communication and
mobility aspects with route optimization have btested in our virtual IPv6 WMN. We have
developed a virtualization-based testbed, usingomhination of User-mode Linux (UML)
and Ns-2 Emulation, with the scope of being aseclas possible to real experimentation
results and to easily migrate to the real testbethe near future. A preliminary measurement
on the signaling cost in terms of delay is alsovdted.

The obtained results show that PMIPv6, togetheh witalability and route optimization
features, can improve the mobility issues of WMNG this work can represent a good
solution for crisis management and emergency séesar

1. Introduction

WMNs are able to dynamically self-organize and selffigure [1]. The nodes in a
WMN automatically detect neighbor nodes and essabland maintain network
connectivity in an ad hoc fashion. The self-configg nature of WMNs allows easy
and rapid network deployment. WMNs also have thiitglto dynamically adapt to
changing environments and to essentially self-heatase of node or link failures. If
one mesh link becomes unavailable, traffic is awtoally redirected via an alternative
path. Unlike in existing point-to-point radio syste, mesh networks are inherently
redundant with no single point of failure. Moreoy&®/MNs are able to operate in a
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heterogeneous environment with a variety of tecbgigls. The result is that WMNs
have a high level of robustness and fault tolerafideese features, together with the
high reliability and the quick deployment, make WHKIN promising solution for

ubiquitous Internet access and a wide range ofiegipbns.

A WMN generally consists of a set of mesh nodeg thizrconnect with each other
via wireless medium to form a wireless backbonem8amr all of the mesh nodes also
serve as access points for mobile users under toeierage. One or more mesh nodes
can have wired/wireless connections to the Interaat function as gateways.
Compared to traditional wireless LANs, the maintiega of wireless mesh networks is
their multi-hop wireless backbone.

We extend PMIPV6 to support the seamless mobitithgterogeneous Wireless Mesh
Networks. Our design addresses two main issuedalstity and route optimization.
Besides, it inherits the feature of PMIPv6 whichh caupport mobility to MNs having
unmodified IPv6 stack and allow reducing the flagglisignaling traffic during the
registration process and during the dynamic rouiscalery process. The term
“heterogeneous” can be interpreted in the senst (Hahe radio access technology of
the backhaul link can be different from the onedubg the access link; (ii) access links
can have different radio access technologies sanelbusly and a MN can perform
intra-technology (or inter-technology, if MNs arguepped with multiple interfaces)
handover thanks to PMIPv6 protocol.

For the scalability, we consider a cluster-basechiéecture in which the WMN is
divided into clusters that could minimize the updgtoverhead for topology change
due to the mobility of mesh nodes and MNs. Eactstely containing a Cluster Head
(CH), has complete knowledge about group memberahip link state information in
the cluster. The CH is often elected in the clugtgmation process. The other nodes
within a cluster, called Access Routers (ARS) iis thaper, have reduced mobility and
control heterogeneous radio access technologie®lay router connects two adjacent
clusters. All nodes in the backhaul are intercone@¢hrough OLSR routing protocol.

A MN, attached to an AR, can communicate with ar€gpondent Node (CN) located
either in the WMN, or in the Internet through thél.C The MN can keep its on-going
session while moving between ARs within the meshe \Wlso consider Route
Optimization (RO) for MN and CN belonging to difeart clusters. The traffic can be
routed from the AR to the relay router, reaching tther AR without passing through
CHs (see Figure 1).
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Figure 1. Scalability and route optimization support for WMNs

The paper is organized as follows. Section 2 dessrthe complete framework including
PMIPv6 architecture, existing movement detectionclmmisms and the cluster-based
architecture. Section 3 describes the proposechsixtes for PMIPv6. Section 4 illustrates
Eurecom’s implemented software architecture of Botéel PMIPv6 and the virtualization-
based development process using UML and Ns-2 Eionla®ection 5 provides evaluation of
our extended PMIPv6 with qualitative and quantiatiesults. In Section 6 we describe the
applicability of our proposed work to Public Safefyplications. Finally, section 7 concludes
the paper and provides perspectives for future work

2. Framework
2.1. Proxy Mobile IPv6

PMIPv6 [2] is designed to provide network-based ihigb management [3][4] to
MNs having standard IPv6 stack. The new principaictional entities of PMIPv6 are
the Mobile Access Gateway (MAG) and the Local MdpgilAnchor (LMA). The main
role of MAG is to detect MN’s movements and inidanobility-related signaling with
LMA on behalf of the MN. The serving network asssgm unique home network prefix
to each MN, and conceptually this prefix alwaysldols the MN wherever it moves
within a PMIPv6 domain. From the perspective of MHN, the entire PMIPv6 domain
appears as its home network. The MN can configureaddress using any address
configuration mechanism allowed in the PMIPv6 domdilere we assume a Stateless
Address Configuration [5].

Figure 2 shows a typical PMIPv6 handover processmflPv6 MN. Once an MN
enters the PMIPv6 domain and attaches to a MAGMA& must identify the MN and
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acquire the Mobile Node ldentifier (MNID). If the M5 determines that the MN is
authorized for the network-based mobility managemservice, it must start the
Location Registration procedure on behalf of the MiNmaintain its reachability. The
MAG sends Proxy Binding Update (PBU) message tolLtlé& and waits for the Proxy

Binding Acknowledgement (PBA) message from the LMM.the end of this Location

Registration procedure, the MAG and the LMA estsibla bidirectional tunnel and
update the routing entry to forward the MN traffficough the bidirectional tunnel. The
soft state of the MN at the LMA and MAGs is maimed in a Binding Cache entry
which can be accessed using the MNID as search &egh information associates the
MN with its serving MAG, and allows the relationphvetween the MAG and the LMA
to be maintained.

At any point, the detachment of the MN can be de®dy the MAG due to MN’s
movements out of MAG’s coverage, or to the MN’s idaan of terminating the
mobility session. The Location Deregistration prdwee starts and the MAG sends a
Proxy Binding Update message to the LMA with tHetime value set to zero.

The basic PMIPv6 protocol does not consider theiteo optimization for
communication between MNs in the same PMIPv6 domBAeasides, a centralized LMA
represents a single point of failure in a largelesazetwork. If the LMA crashes for
some reason, the mobility service in the whole mekwis disrupted.
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Figure 2. Proxy Mobile I Pv6 sequence diagram
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2.2. Movement Detection M echanisms

An important aspect of any mobility protocol is theovement detection. Different
movement detection mechanisms have been proposeddbile IP. However, they are
host-based and require special supports from the KM Proxy Mobile IPv6, the MAG
must be responsible for the movement detectionyiragy a network-based movement
detection mechanism. The hints for movement detactian be the link-layer event
notifications, traffic monitoring events or DNAV6]

A traffic monitoring based mechanism only works pedy when there is uplink
traffic from the MN to the network. The mechanisande independent from the access
technology but causes processing overhead at MAGbley must inspect every packet
on the link. A link-layer event notification mechHam can be accurate and rapid.
However, in a heterogeneous environment, it dep@mdgarticular access technologies
and requires a lot of modifications either on thetwork side or on the terminal side;
therefore the deployment becomes difficult. DNAvésoa provides an IP-layer
movement detection independent from access techgoDNAV6 uses the fact that the
MN will send ICMPv6 message, e.g. Neighbor Solitda (NS), and/or Router
Solicitation (RS), when it moves to a new link, whidepends on how the MN itself
detects the attachment and detachment.

From a long term perspective, link-layer based apph is the best choice for
movement detection. A possible candidate with thproach is Media Independent
Handover (IEEE 802.21). We also presented in [7eahanced network-based IP-layer
movement detection as a short-term solution foetamgeneous networks.

2.3. Cluster-based Architecture

To provide scalability in large scale heterogeneauseless mesh networks, we

consider a cluster-based architecture, as showrRigare 3. Each cluster should have
one and only one CH with LMA'’s functionalities. @ICH has the complete knowledge
about group membership and link state informationthe cluster. A relay router

connects two adjacent clusters. ARs control hetemegus radio access technologies
and provide access to MNs. Each MN, attached to afnthe AR, can be connected

through the wireless backhaul to all the other eosit The MN therefore can

communicate with other mobile CNs in the networiotigh ARs as well as with CNs in

the Internet through CHs.
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Figure 3. Scalability with cluster-based architecture

3. Extended PM 1 Pv6

The standard Proxy Mobile IPv6 provides a naturaluson for communication
between an MN and a CN located outside the PMIPw@aln. It is also efficient for
intra-cluster communication and intra-cluster mitiil

In case of inter-cluster communication or in caseroute optimization, we need to
extend the protocol to solve the following fundanadnissues: (i) detecting the
communication establishment, (ii) locating the segventities of the CN, (iii) setting
route optimization between ARs and (iv) maintagthe soft state along the route.

3.1. Detecting Communication Establishment

We define the communication in this work as theletwe of traffic between two
nodes. The communication is identified by the seummnd the destination’s IP
addresses.

When the Per-MN prefix scheme is usedgc@nection trackingmodule must be
installed on MAGs. Netfilter subsystem can provaileh feature with the ip_conntrack
module.

When the shared prefix approach is used, both nodesthe same network prefix.
MNs in the domain consider each other as on-linkl &merefore trigger Neighbor
Unreachability Detection (NUD) during their commuoation establishment. The MN
sends a NS message to resolve the IP address @iNie the MAC address of the CN.
All NS messages for Address Resolution are insgkbtethe edge entities - the MAG
or the LMA. As the CN address is stored in the ¢arfield, the serving entities can
lookup the target in their binding cache to chefcthey are also the serving entities for
the CN.



International Journal of Ubiquitous Computing

Vol. x, No. x, xxxxx, 2009

3.2. Locating the Serving Entities

Let MAGyny and LMAyn denote the serving MAG and the serving LMA of &l
respectively. Also let MAGy and LMAcy denote the serving MAG and the serving
LMA of the CN respectively. When establishing thenamunication between an MN
and a CN belonging to different clusters, LMfneeds to know LMAy and MAGy.
The same problem arises when establishing the coruation with route optimization
between an MN and a CN in the same cluster orfiemint clusters: MAGy needs to
know MAGcy. This location issue is expressed as the problemapping a CN address
into its serving MAG address or its serving LMA adsis.

We propose a new couple of messages: Proxy BinBieguest (PBReq) and Proxy
Binding Response (PBRes). Five new options are disfined: four options named
generally Serving Entity Address options, and SeuviN Address option.

Payload Proto Header Len MH Type = 8 Reserved
Checksum Sequence #
L ‘ R‘ Reserved Lifetime
Mobility options

Figure 4. Proxy Binding Request M essage

Payload Proto Header Len MH Type =9 Reserved

Checksum Status

L‘ R‘ Reserved

Sequence # Lifetime

Mobility options

Figure5. Proxy Binding Response M essage

Type Option Len = 16

Serving Entity Address / Source MN Address

Figure 6. Serving Entity or Source MN Address Options
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Figure 4 shows the PBReq message structure withileléteader (MH) Type taking
the value 8 (the official value should be registe IANA). The PBReq with the
Location (L) bit is sent by MA@y to LMAy to find which MAG is serving the CN.
The Link-layer Identifier option and the Home Netkdrefix Option are mandatory
and used to carry the CN address. To identify aathtain the RO cache entry, the MN
address within the Source MN Address is combinetth the CN address as the search
key. The PBReq is also sent by the LMA to All-LMAuiticast group in case of inter-
cluster communication to find which MAG and whiclMi are serving the CN. When
the RO Indication (R) bit is set, the message edu® request the peer’s serving entity
to setup the optimized bidirectional tunnel.

Figure 5 shows the PBRes message with the MH Tgging the value 9. It is the
reply to a PBReq and can eventually contain optioasying the MAGy address
and/or the LMA address.

As regards the Serving Entity Address options amel $ource MN Address option
(see Figure 6), we use five different values of iGptType to classify: Source MN
address (0x0B), MA@y address (0x0C), LM#y address (0xOD), MAg address
(OX0E) or LMAcy address (OxOF).

The inter-clusters communication establishmentlissirated in Figure 7. Once the
MN triggers a NS to find the CN, MA@ uses the target field for lookup in its binding
cache, i.e. cache missed. If no information is fbfor that target belonging to the same
PMIPv6 domain, the MAGy assumes that the CN is away from its home link sends
a PBReqg message to the LMA If the LMAyn does not have any information about
the target, it must send a PBReq to All-LMA mulstaddress. The LMA, will reply
with a PBRes carrying at least the MAGaddress. Later, the LM# can setup a
routing entry pointing for a bidirectional tunneittvthe LMAcy. As a result, a default
path traversing LMAs is set up for the communicatibetween MN and CN.

The LMAyn then will reply with a PBRes to the MAfg to inform the MAGyy about
the MAGcy address and eventually the RO Indication. The MAG®vill also perform
Proxy ARP for the CN if the shared-prefix schemessd.
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Figure 7. Inter-clusters communication establishment

3.3. Setting Route Optimization

When the LMAyy decides to start RO with IP tunneling, it includdse peer’'s
Serving Entity address (MA& address or LMAy address) and an explicit RO
Indication flag in the PBRes. Once received this R@ication, the MAGy must send
a PBReq to the peer’s Serving Entity with RO Indiica flag and wait for the PBRes.
At the end of the procedure, the MA@ and the peer’'s serving entity establish a
bidirectional tunnel and update routing entry torward the traffic through the
optimized bidirectional tunnel. The traffic is thdorwarded in an optimized way
directly between MAGs, e.g. MAG@-MAGcn, or through one LMA, e.g. MAf-
LMA un-MAGcn, MAGun-LMA cn-MAGcn. Once the path is set up, the traffic between
the MN and the CN can be delivered directly througle optimized bidirectional
tunnel. The RO soft state of the communicatiorhisnt maintained in all serving MAGs
and LMAS’'RO cache also during MN and CN’s movemewithin the mesh domain.
Figure 8 illustrates the complete process.

10
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Figure 8. Route Optimization Setup

3.4. Maintaining Route Optimization Soft State

MN’s mobility between different ARs affects the RIft state. In the case of intra-
cluster mobility, any deregistration event will c@uthe cancellation of the RO soft
state at the previous MAg. The LMAyn, whenever its binding cache entry is
modified due to the mobility, must inform involvedAG ¢y about the new MAGy to
redirect the related traffic through the defaulut® in the meantime the new RO is
again established.

In the case of inter-clusters mobility, as the poeg LMAyy may not be aware about
the changes, the new LM#& can send a PBRes message to All-LMA multicast eslslr
This message helps the old LMAto activate the Location Deregistration procedifire
necessary, and helps other LMAs to maintain updatedouting information for on-
going sessions.

4. |mplementations
4.1. Proxy Mobile I Pv6 Implementation

We implemented the proposed extensions of Proxy iMol’v6 for wireless mesh
network under Linux kernel 2.6.20 while reusing NeblPv6 for Linux (MIPL) v2.0
[8]. All the basic bricks of MIPL are reused in afficient way as shown in Figure 9.

11
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Mobile IPv6 for Linux (MIPL v2.0)

Figure 9. Extended Proxy Mobile | Pv6 Softwar e Architecture

In MIPL v2.0, Mobile IPv6 is implemented using miulireads: one for handling the
ICMPv6 messages, one for handling Mobility Headesssages, and another one for
handling tasks and time events, etc.

To support Proxy Mobile IPv6, we extend these elets@nd implement handlers for
all necessary messages and events. All ICMPv6 messar Mobility Header messages
are parsed as inputs to the finite state machiraclwis the heart of the system. This
finite state machine makes appropriate decisiond eantrols all other elements to
provide a correct predefined protocol behavior. HdIPv6 binding cache stores all
information about MNs’ points of attachment andsikept up-to-date with the mobility
of MNs. RO soft state is stored in a separated ROhe. Each RO cache entry
represents a communication between MN and CN amdbeaaccessed using their IP
addresses as the search key. As Proxy Mobile IRyieimentation is built on top of
MIPL version 2.0, it could be, in the future, egsitegrated in MIPL, growing in line
with the standards as well as with MIPL source code

12
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4.2. Virtualization-based Development Process

The development is realized in a virtualizationdxgrocess using a combination of
UML [9] [10] and Ns-2 Emulation [11] and allowindgné migration to the real testbed
with insignificant efforts.

UML is a Linux kernel which is compiled to run asvatual machine on a Linux
host. The virtual machine, called the guest toidigtish it with the real host machine,
can be assigned to a guest root file system anelr atintual physical resources different
from the host machine. A UML virtual machine reasra guest kernel and a guest root
file system. The guest root file system of an UMi_sitored in a file on the real host
machine. The guest root file system is a nornlalthat can be mounted directly to the
host file system. This allows developers to workhwtihe guest file system without the
need of turning on the virtual machine. Copy-On-M/ris another interesting feature
when playing with UML as it allow different virtuahachines to run on the same guest
root file system and save the disk space by stottegdifferences in .cow files. Figure
10 shows the dependency between different compersriML.

Host Machine

Guest Guest Guest
VM 1 VM 2 e VM n N
AY
™ 1 e
S ! e AN access
N | 7 N
AN | /linux ubdO=rootfs.cown,rootfs.img
N N
N l //7:-:th0=tuntap,,, .
\\\ II /// N
N create
n o «file»
«executable» PRl rootfs.cown
. s
guest kernel (linux) |S~o i
‘ S e //
| S<
| AN oA
- AN s SO
| UEE N «file»
| AN rootfs.cow2
| // \‘\\‘/,
/ _-7 N
«file» é,/’ N
" . — N
guest file system (rootfs.img) ~_ ile»
b share = rootfs.cow1
|
: is mounted

/.

host file system

Figure 10. Virtualization with User-mode Linux
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The Ns-2 emulation feature is used to emulate threlgss environment. It can grab
packets from a virtual machine with real IPv6 stapkss them through a simulated
wireless network, and then inject them back inte thestination virtual machine. To
emulate the wireless transmission and the mobditghe mobile node, we extend the
Ns-2 Emulation, allowing the mapping of the virtualachines into Ns-2 wireless
nodes.

5. Evaluation M ethodology
5.1. Virtual IPv6 Wireless M esh Networ k

We use a virtualization-based approach to evaltizeeextended PMIPv6 for WMN
in this early phase. Figure 11 shows the virtuataMiss Mesh testbed. The topology is
generated by the Virtual Network User-mode LinuxNWML) [12]. A Linux kernel
2.6.20 is compiled under User-mode architecturedove as a guest kernel for virtual
machines. Different scenarios are defined and aatechwith Tcl language, which it is
a part of Ns-2 Emulation. The virtual testbed isnpmsed of two clusters under the
control of CH1 and CH2, and three routers AR1, AR®El AR3. LMA functionality
runs on CHs while MAG functionality runs on ARs. ARnd AR2 are under the control
of CH1. AR3 is under the control of CH2. CH1 and Z&fe interconnected.

MN1 and MN2 do not have any specific software farlity management. Initially,
MN1 and MN2 can be attached to any ARs. As any tgpeaccess technology is
allowed, we consider here IEEE 802.11 for simpéfion. MNs’ addresses are auto-
configured through IPv6 Stateless Address Auto @umation. We assume that there is
no IPv6 address conflict and therefore we can ushamed-prefix model with a shared
prefix of 2001:1::/64. The three site-scope presixeEC0:1000::/64, FEC0:2000::/64
and FECO0:3000::/64 are used for enhanced netwoskdamovement detection
procedure [7]. Three ARs are configured with Routédvertisement daemons
(RADVD) which broadcast RAs on their ethO interfad®As contain two prefixes and
are sent periodically every 100 ms. Iperf is usedenerate tcp/udp traffic while ping6
is used to generate ICMP traffic.

The logical connectivity between entities in thestmédackhaul is represented by Ns2
point-to-point links which are characterized by taidth and delay. This allows us to
impose specific delay in the transmission of messafetween entities to produce
emulation results that are closest to real experntatéon results.

14
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Figure11. Virtual Wireless Mesh Testbed

Different test scenarios have been defined andedhiout: We have shown in [7] the
correctness of the proposed framework with qualigatresults. In the following
sections, we provide quantitative results with relgeto the cost and the performance.

5.2. Scenario 1: Intra-cluster Communication

This scenario considers the communication of two SvidMtached to two different
ARs inside the same cluster: MN1 is attached to Aflle MN2 is attached to AR2.
Both AR1 and AR2 are under the control of CH1. Omegistered with the Location
Registration process, the two MNs can communicath @each other through the AR1-
CH1-AR2 path using two IPv6 tunnels.

We use ping6 tool to test the reachability with &cRequest and Echo Reply
message. Iperf tool is used to generate tcp trdfbveen MN1 and MN2 while scp
application is used to test the file transfer gblagation level. Tcpdump tool are used to
capture the traffic.

To measure the extra delay caused by the signaliechanism, we use the ping6 tool
and measure the RTT of the first packet in two aces: (i) on-demand route with
signaling and (ii) pre-established route withownsling. Letr; andr, respectively be
the random variable representing the RTT of thetfiping packet in (i) and (ii)
scenarios. In both cases, we include also the tifriéeighbor Unreachability Detection
(NUD) procedure between MNs and their serving MAGBe average cost in terms of
extra delay can be calculatedrasan(r)-mean(gp).

15
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Figure 12. Signaling cost in terms of delay in intra-cluster communication

The scenario is repeated 50 times; 50 samples afid 50 samples of are captured.
Figure 12 shows the distribution of andr, in form of box-and-whisker diagram. Box-
and-whisker diagram is a convenient way of graphjcdepicting groups of numerical
data through their five-number summaries (the loeetreme, lower quartile, median,
upper quartile, and upper extreme). The cost i) tbhalculated and depicted as the
difference between the mean of and the mean of, in the figure. In our virtual
testbed, it takes in average 86.34 ms for establgsh new communication. This delay
depends on both the processing time at edge enttnel the message exchange delay
between them. In comparison with the RTT of pingkms between the two MNs,
which has the average value of 90.15 ms over 5@tpkss in this case, the extra delay
for the first packet is almost the same and quiteeptable; especially as this extra
delay happens only once during the communication.

5.3. Scenario 2: Inter-clusters Communication

This scenario considers the communication of two dVidtached to two different
ARs belonging to different clusters: MN1 is attadite AR1 under the control of CH1,
while MN2 is attached to AR3 under the control ofZ Once registered with the
Location Registration process, the two MNs can camitate with each other through
the AR1-CH1-CH2-AR2 path using three IPv6 tunnels.
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Figure 13. Signaling cost in terms of delay in inter-cluster communication

We apply the same qualitative and quantitativestestin the section 5.2 to verify the
proposed functionalities and evaluate the cost tetus the inter-clusters
communication. Figure 13 shows the distributionrgfandr, in form of box-and-
whisker diagram. The cost is then calculated aruaded as the difference between the
mean ofr, and the mean of; in the figure. In this virtual testbed, it takes average
138.08 ms for establishing a new inter-clusters mamication. This delay is more
important than the one measured for the intra-elusicenario. This is due to the
presence of the additional LMA and the additiongkr-LMA link which increase the
overall processing time and the message exchanlge.da comparison with the RTT
of ping packets between the two MNs, which hasaherage value of 111.35 ms over
500 samples, the extra delay for the first packestill quite acceptable; especially as
this extra delay happens only once during the comioation.

5.4. Scenario 3: Intra-cluster Mobility

This scenario considers the mobility of a MN withime cluster. Considering the
scenario 2 in section 5.3, we start a UDP and a $&¥3ion from MN2 to MN1 and let
the MN1 moving from AR1 to AR2 in the middle of tlsession. To emulate the fact
that all MAGs have the same shared MAC addresyesifsed in the standard PMIPv6
[2], we update the ARP cache of the MN1 so thatNh¢l always use the valid MAC
address which corresponds to the serving AR.
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Enhanced Network-based Movement Detection Phase

07:45:23,977621 IPE 2001112 tFofdifFife00:700 » 2001:1: s FefdiFFeFe00:B00: frag (011248) xbox » commplex-link: UDP, length
07:45:23,977636 IPE 2001312 :fcfdifFfe0:700 » 2001:1: sFefdi FRLFe00:B008 frag (12481230)

07:45:24 ,0BED47 [PE 2001315 :fofdifFsfel0s 700 > 2001 1::fofdi FFoFe00B00: frag (011248) xbox > commplex-link: UDP, length
07:45:24 066062 [PE 2001112 tFofdifFife00:700 » 2001:1: s FefdiFFeFe0:B00: frag (124812300

07+d5:24 121289 IPE febOtsfofdsffefelis3nn > £Ff02:+12 ICHPE, router advertizement, length 96

07 :45:24 220224 IPE fell:tfofd:FFofeliz40n » £FO2::1: ICHPE, router advertisement, length 9B

07:45:24 316468 IPE $: > FROZ::1eFFO0:E00: ICMPE, neighbor solicitation, who has fecO:2000%:ifofdiffifel0:B00, length 24
0714524 324802 IPE 2001:1::2 > FFO2111:FFO0:E00 ICMPE, neighbor zolicitation, who has 2001:1::fefd:ffifel0:B00, length
07340 24,324973 IPE 2001:1:rfofdrfFifeliygi0 » 2001132 ICMPE, neighbor advertizement, tgt is 2000:lyifofdiffifedi;Bin
0714024 327262 IPE 2001:1::2 > FFOZ::1:FFO0:E002 ICHPE, neighbor solicitation, who has 20013:1::fcfdiffFel0:B00, length
07+d5:24 327316 [PE 200141 sfefdeff: FeOU GO0 > 2001s1222+ ICHPE, neighbor advertizement, tot iz 2001:ls:fofdsffafedn:B00
07:45:24 40EEL4 [PE fell:tfofd:ffefeliz4an » £FO2::1: ICHPE, router advertisement, length 9B <«
07:45:24 444166 IPE felB0::fofd:ffife00s400 > FFO2::1:FF00:600: ICHPE, neighbor solicitation, who has 2001:1::fcfdiff:fel
O7+d5: 24, 444247 IPE 2001213 sfefdefFife0niB00 > feB0sifefdiffifed0s400: ICHPE, neighbor advertizement, tot is 2001:1::fcf
07:45:24 451103 IPE 2001313 rfofdiffifel0 700 > 20011 fefdi FFife00B00: frag (011248) xbox > commplex-link: UDP, length
07:45:24 45306 [PE 2001112 tFofdifFife00:700 » 2001:1: s FefdiFFeFe00:B00: frag (124812300

Figure 14. UDP session log during intra-cluster mobility

We use iperf tool to generate UDP traffic with éeraf 128Kbps from MN2 to MNL1.
During the handover process, we observe that 4 giacére lost. Once the MN1 is
registered, the UDP traffic can be immediately farded to the MNL1. Figure 14 shows
a UDP session log captured by tcpdump on MN1 duiisgnovement. Once moved to
the AR2, MNL1 receives the Router Advertisement (REOm AR2, and configures a
temporary address with the site-scope prefix fe@0@®2:/64. MN1 starts the Duplication
Address Detection process by multicasting the NedghSolicitation (NS) message
using unspecified source address. AR2 inspectdNBienessage and uses it as a hint for
MN1's attachment. It verifies the attachment by diag a unicast NS to MN1. When
receiving the Neighbor Advertisement as a confiiorgt AR2 starts the Location
Registration procedure.

Let define the handover latency as the duratiorwbeh the last arriving packet
before handover and the first arriving packet afiesuccessful location registration.
The estimated handover latency is 384.55 ms. Tineldnzer latency includes 260.75 ms
for enhanced network-based movement detectionv/g.note that the handover latency
is mostly impacted by the movement detection timethis case. A link-layer based
movement detection mechanism should greatly redibeeoverall handover latency in
the future.

As regards TCP traffic, we believe it is interegtito analyze the Time-Sequence
graph. This graph is versatile for analyzing thePT@rotocol behavior and implicitly
shows different metrics such as congestion, RTiqgughput, etc. We use iperf tool to
generate TCP traffic, tcpdump tool to capture tiadfic and tcptrace tool to analyze the
TCP traffic and to generate graphs. Figure 15 shale Time-Sequence graph
generated from the captured TCP session betweertvibeMNs when intra-cluster
mobility is considered.
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Figure 15. Time-Sequence graph of TCP session during intra-cluster mobility

The gap at 10s represents the handover procesdngrak closer look into the
handover process, during which no traffic can bevdeed in both direction, we can see
that the estimated handover latency is about I0B&e the registration process at the
AR?2 finishes, the TCP session can continue andsémler can start the retransmission
after a certain timeout with the slow start algomit as expected. By comparing the
handover latency in UDP and TCP case, we can cdacthat TCP protocol is more
sensitive to the mobility of MNs as its congestmmtrol behavior provokes extra delay
in the reaction of the sender. We also observeifitae assumption about shared MAC
address is not applied, the handover latency vélldrger due to the invalid ARP cache
of MNL1.
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5.5. Scenario 4: Route Optimization for Intra-cluster and Inter-cluster Communication

This scenario shows the results of RO. Let consilderintra-cluster scenario (section
5.2) and inter-cluster scenario (section 5.3) vathivated RO option. We use ping6 to
measure the Round Trip Time (RTT). Figure 16 shdiws cumulated distribution
function of the RTT of 500 Echo Request and Ech@liResamples in four cases: (i)
intra-cluster communication without RO, (ii) intcddster communication with RO, (i)
inter-cluster communication without RO and (iv)anicluster communication with RO.

In the case of intra-cluster communication, the megalue of RTT without RO is
90.15 ms and the traffic passes through AR1-LMA# &aMA1-AR2 tunnels; while the
mean value of RTT with RO is 49.01 ms, and theficgbasses directly through the
AR1-AR2 tunnel. As illustrated in the above figureis obvious that the RTT with RO
is much less than the RTT without RO.

In consideration of the inter-cluster communicatitile mean value of RTT without
RO is 111.35 ms and the traffic passes through ARKAL, LMA1-LMA2 and LMA2-
AR3 tunnels. The mean value of RTT with RO is 50m8 and the traffic passes
directly through AR1-AR3 tunnel.

Thus, we can conclude that the effect of RO isuocgay the RTT of traffic
communication between two MNs. As a consequence,wik gain a better TCP
throughput, especially in case of inter-cluster cmmication.

CDF of RTT without/with RO

[ = I I [ I
jf/ | | i |
e
06 A - I S ]
g | T
LL | | | | |
L S S S S S
‘ i i i intra - no RO
02 oo S I I intra- RO ||
‘ | | l inter - no RO
i i i —— —inter- RO
040 60 éO 160 léO 14‘10 160
RTT (ms)

Figure16. CDF of RTT without/with RO in intra/inter cluster communication
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With regard to the impact of RO on TCP throughpug use iperf tool to generate
TCP traffic from MN2 to MN1 and analyze the throypgit graph of the captured traffic
with tcptrace tool. Figure 17 represents the instaeous throughput (yellow dots), the
moving average throughp(the red line) calculated as the average of 10iptesv
yellow dots, and the average throughput of the ection up to that point in the
lifetime of the connection. It is shown that withOR the TCP throughput
increases thanks to smaller RTT between MNSs.
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Figure 17. TCP Throughput without/with RO in intra-cluster communication
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6. Application to Public Safety Communications

In this work, the combination of WMNs with PMIPv@dits extensions intent to cover the
important research area of Public Safety commuioicstand its application to emergency
mobile communications.

When a large scale disaster strikes, first respenale sent to the site immediately. Once
the most pressing needs of the disaster are aédrebe next step is to establish a command
and control center. To accommodate this need, amtoncation infrastructure is required to
provide decision makers with data and informatiamf the site to receive digital maps, data
and feedback from personnel in the field in a tymelanner. Also, it should be able to
provide a reliable connection with enough resoufoes distributed command and control
center. The communication infrastructure needs dorddiable and interoperable with the
existing responder organizations’ devices in aritlisted system. Additionally, it needs to be
easily configurable and quickly deployable at losstc The system should be designed in a
modular fashion that is easily upgradeable withtdehnology evolvement without the need
to replace the entire system. This leads to an aoan deployment solution which is
affordable for different public and private agemsciEurthermore, it is desirable to provision
redundancy for an effective network managementdasethe trade-off between reliability
and cost.

Mesh network infrastructure well fulfils this apgtion domain’s specific requirements
[13], but to assess its complete suitability to [RuBafety and disaster recovery applications,
it is necessary to include mobility support andauidity requirements to WMNSs.

As regards mobility, in order to help emergencyspanel to concentrate on the tasks, the
emergency network must be mobile, deployed easitiyfast with little human maintenance.
Therefore, devices must be capable of automaticathanizing into a network. Procedures
involved in self-organization include device diseoy, connection establishment, scheduling,
address allocation, routing, and topology managénfrblic Safety users must have access
to constant communication while traveling at readde speeds. The mobility requirement
includes the ability to roam between different rateg, potentially operated by different
agencies and jurisdictions. WMNs still need a nigbilmanagement mechanism for
transparently and seamlessly achieve handoverglarobile nodes movements.

On the other side, disasters may affect a localityould spread or cascade to affect larger
areas, thus horizontal and vertical scalabilityuregments are of extreme importance for
Public Safety communication systems. Horizontaladsbity refers to the network’s ability to
grow efficiently and cost-effectively in terms ofeagraphical coverage, while vertical
scalability stands for the ability to efficientlyugport an increasing number of users.
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Suboptimal deployment and a frequently changingirenmnent challenge network
functionality. Therefore, the network must be alsleeport environment changes for proper
management or be self-manageable to avoid serviaption. WMNs have to take into
account the degradation of the throughput whereasing the number of hops in the end-to-
end communication and the difficulties of manadimg changing in the network topology.

The proposed extended PMIPv6 for heterogeneoudesgenesh networks resolves many

important issues, like mobility and scalability witnmodified mobile nodes, which arises
when designing a robust communication infrastrgtunth applications for emergency
response situations. The architecture present&igime 3 can be considered as a simplified
scenario for several possible practical situatitmsrder to provide a better understanding on
how the proposed scenario can approach the mosmoanemergency situations, we take
into consideration the following practical scenario

« The first scenario represents the case in whichtaral disaster occurs in a populated
area, causing lives in danger and disruption ofdbmplete network infrastructure.
Different governmental agencies, like fire brigad&sv enforcement agency and
emergency medical teams, need a new rapidly depleyiafrastructure suitable for
emergency operations. As shown in Figure 18, theNAiith mobility and scalability
features can be the common core network used fercionnecting mobile end user
networks. Each local wireless network is free te aglifferent technology depending
on the agency and unmodified mobile terminalselies upon the high scalable WMN
architecture for communications inside the disaatern with other rescue teams. For
communications outside the crisis site, one or ngateways, i.e. satellite gateways,
can be connected to the WMN in order to provideneativity with the headquarters
for rescue coordination commands.

* The second scenario represents the case in whignaseouildings are burning in a
limited area, lives are in danger inside the baotdi and the fire has disrupted the
network in that area. Fire brigades and medicahteaeed an extended coverage of the
fixed and untouched network in order to communicatd follow rescue commands
inside the affected area. As illustrated in Figl®ethe proposed extended PMIPv6 can
be used to provide such coverage extension, deggdyom the gateway attached to
the fixed infrastructure a cluster head and motailgers in order to bring connectivity
to mobile rescue teams.
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Figure 18. Extended PMIPv6 for post-disaster network deployment in Public Safety
communications
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Figure 19. Extended PM|Pv6 for coverage extension of fixed infrastructurein Public
Safety communications

7. Conclusions

We have extended PMIPv6 to provide scalability apdte optimization to large
heterogeneous wireless mesh network in a clusteedananner. The framework can
support mobility in large scale network to MNs hayistandard IPv6 stack, without any
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support from MNs. In particular, WMNs can greatlgnefit from a low cost location
discovery and management process such as PMIPeStodine fact that the MN is able
to keep the same IP address while moving in the WNWMreover, the proposed
extension can be used to setup optimized routeeenVMN. The scheme is also valid
for a general PMIPv6 domain.

We have implemented the extended PMIPv6 protocal wirtual IPv6 Wireless Mesh
Network testbed and evaluated important informatansignaling and handover costs,
latency, packets loss and RTT delay. It is shovat thtakes no more than 1.5 times of
RTT between two MNs for setting up routes with mtéusters communication support.
This is quite reasonable as it happens only once dach communication. In
consideration of the handover performance, we fotimat a TCP session is more
impacted by mobility than a UDP session due todbegestion control. Besides, as the
handover latency depends also on the movement timtettme, we believe that in the
future a link-layer based movement detection wgl ¢onsidered as one approach for
reducing the handover latency in PMIPv6. As regaRIBT and TCP throughput,
PMIPv6 with RO can provide smaller RTT, thus in@edhe resulting TCP throughput.

From this initial study, we can conclude that wevédnahe major components for
fulfilling the requirements of future advanced mebnetworking researches, suitable
for different types of applications. In particulave have addressed Public Safety and
emergency mobile communications scenarios. The geegp WMN can be deployed at
the disaster site as an infrastructure backboree acoverage extension of fixed network.
With the added value of scalability and mobilityaferes, it can be used by rescue
teams for easily moving inside the disaster arealewlkeeping their ongoing
communications. The vertical and horizontal scdigbis provided to the emergency
mobile network deployed at the disaster site, alhgnwthe network to enlarge without
impacting mobile terminals. One possible applicatiof this work is the fast
deployment of a mobile and wireless communicatiomimnment as in the CHORIST
project [14], a FP7 project for integrating Comnmuations for enHanced
envirOnmental RISk management and citizens safeAgother application is to
spontaneously structure the communication backlmreommunity based networks as
in the French AIRNET project of the ANR - Agencetidaale pour la Recherche [15].
The proposed developments are integrated in thadweork of Eurecom’s Open Source
Platform “OpenAirinterface” [16].

Our future work will concentrate on optimizing thandover process using link-layer
based movement detection and early movement detecti
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