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Chapter 1

Introduction

1.1 General Introduction

Recent advances in micro-electro-mechanical systems (MEMS) technology, wireless communi-
cations, and digital electronics have enabled the development of low-cost, low-power, multi-
functional sensor nodes that are small in size and communicate untethered in short distances.
Wireless Sensor Networks (WSNs) consist of large number of distributed sensor nodes that
organize themselves into a multihop wireless network as shown in Figure 1.1. Each node has
one or more sensors, embedded processors, and low-power radios, and is normally battery
operated. Typically, these nodes coordinate to perform a common task. These tiny sensor
nodes, which consist of sensing, data processing, and communicating components, leverage
the idea of WSNs based on collaborative effort of a large number of nodes. WSNs represent
a significant improvement over traditional sensors, which are deployed in the following two
ways [1]:

* Sensors can be positioned far from the actual phenomenon, i.e., something known by
sense perception. In this approach, large sensors that use some complex techniques to
distinguish the targets from environmental noise are required.

e Several sensors that perform only sensing can be deployed. The positions of the sensors
and communications topology can be carefully engineered. They transmit time series
of the sensed phenomenon to the central nodes where computations are performed and
data are fused. The central entity is shown as sink in Figure 1.1. It can be placed
anywhere depending upon the application needs.

A sensor network is composed of a large number of sensor nodes, which are densely deployed
either inside the phenomenon or very close to it. The position of sensor nodes need not be
engineered or pre-determined. This allows random deployment in inaccessible terrains or
disaster relief operations. On the other hand, this also means that sensor network protocols
and algorithms must possess self-organizing capabilities. Another unique feature of WSNs is
the cooperative effort of sensor nodes. Sensor nodes are fitted with an on-board processor.
Instead of sending the raw data to the nodes responsible for the fusion, sensor nodes use their
processing abilities to locally carry out simple computations and transmit only the required
and partially processed data.

The above described features ensure a wide range of applications for WSNs. Some of
the application areas are health, military, environment, civil, and security. For example, the
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Chap. 1 Introduction

Figure 1.1: A Wireless Sensor Network

physiological data about a patient can be monitored remotely by a doctor. While this is more
convenient for the patient, it also allows the doctor to better understand the patient’s current
condition. WSNs can also be used to detect foreign chemical agents in the air and the water.
They can help identify the type, concentration, and location of pollutants. In essence, WSNs
can provide the end user with intelligence and a better understanding of the environment.
We envision that, in future, WSNs will be an integral part of our lives, more so than the
present-day personal computers.

These low power and lossy networks (LLNs) are made up of many embedded devices with
limited power, memory, and processing resources. They are interconnected by a variety of
links, such as IEEE 802.15.4, Bluetooth, Low Power WiFi, wired or other low power PLC
(Powerline Communication) links. LLNs are transitioning to an end-to-end IP-based solution
to avoid the problem of non-interoperable networks interconnected by protocol translation
gateways and proxies. Existing routing protocols such as OSPF, IS-IS, AODV, and OLSR
have been evaluated by the IETF ROLL [2| working group and have in their current form
been found to not satisfy all of the specific WSN routing requirements. The group is currently
working on the standardization of routing funtionality for the specific requirements posed by
LLNs.

Wireless sensor-actuator networks! (SANETS) are among the most addressed research
fields in the area of information and communication technologies (ICT) these days, in the US,
Europe and Asia. SANETs are composed of possibly a large number of tiny, autonomous sensor
devices and actuators? equipped with wireless communication capabilities as shown in Figure
1.2. One of the most relevant aspects of this research field stands in its multidisciplinarity and
the broad range of skills that are needed to approach their design. Theory of control systems
is involved, networking, middleware, application layer issues are relevant, joint consideration
of hardware and software aspects is needed, and their use can range from biomedical to
industrial or automotive applications, from military to civil environments, etc. Distributed

Tn related literature, the term WSANs (Wireless Sensor-Actor Networks) is also used to represent the
same.

%In relevant literature, the term ’actor’ is used to represent the same, i.e., a device that has both commu-
nication and actuation capabilities.
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Sec. 1.1 General Introduction

systems based on networked sensors and actuators with embedded computation capabilities
enable an instrumentation of the physical world at an unprecedented scale and density, thus
enabling a new generation of monitoring and control applications. SANETs are an emerging
technology that has a wide range of potential applications including environment monitoring,
medical systems, robotic exploration, and smart spaces. SANETs are becoming increasingly
important in recent years due to their ability to detect and convey real-time, in-situ information
for many civilian and military applications.

Each sensor node has one or more sensors (including multimedia, e.g., video and audio,
or scalar data, e.g., temperature, pressure, light, infrared, and magnetometer), embedded
processors, low-power radios, and is normally battery operated. An actuator is a device to
convert an electrical control signal to a physical action, and constitutes the mechanism by
which an agent acts upon the physical environment. From the perspective considered in this
thesis, however, an actuator, besides being able to act on the environment by means of one
or several actuators, is also a network entity that performs networking-related functionalities,
i.e., receive, transmit, process, and relay data. For example, a robot may interact with the
physical environment by means of several motors and servo-mechanisms (actuators). How-
ever, from a networking perspective, the robot constitutes a single entity, which is referred
to as actuator. Hence, the term actuator embraces heterogeneous devices including robots,
unmanned aerial vehicles (UAVs), and networked actuators such as water sprinklers, pan/tilt
cameras, robotic arms, etc. Applications of SANETSs may include team of mobile robots that
perceive the environment from multiple disparate viewpoints based on the data gathered by
a sensor network, a smart parking system that redirects drivers to available parking spots,
or a distributed heating, ventilating, and air conditioning (HVAC) system based on wireless
sensors.

(O sensor

A actuator

Figure 1.2: A Wireless Sensor-Actuator Network

However, due to the presence of actuators, SANETs have some differences from WSNs as
outlined below:

* While sensor nodes are small, inexpensive devices with limited sensing, computation and
wireless communication capabilities, actuators are usually resource-rich devices equipped
with better processing capabilities, stronger transmission powers and longer battery life.

17



Chap. 1 Introduction

* In SANETs, depending on the application there may be a need to rapidly respond to
sensor input. Moreover, to provide right actions, sensor data must still be valid at
the time of acting. Therefore, the issue of real-time communication is very important in
SANETS since actions are performed on the environment after sensing occurs. Examples
can be a fire application where actions should be initiated on the event area as soon as
possible.

e The number of sensor nodes deployed in studying a phenomenon may be in the order of
hundreds or thousands. However, such a dense deployment is not necessary for actuator
nodes due to the different coverage requirements and physical interaction methods of
acting task. Hence, in SANETSs the number of actuators is much lower than the number
of sensors.

e In order to provide effective sensing and acting, a distributed local coordination mech-
anism is necessary among sensors and actuators. In WSNs, the central entity (i.e.,
sink) performs the functions of data collection and coordination. Whereas, in SANETS,
new networking phenomena called sensor-sensor, sensor-actuator, and actuator-actuator
coordination may occur. In particular, sensor-sensor coordination deals with local col-
laboration among neighbors to perform in-network aggregation and exploit correlations
(both spatial and temporal). Sensor-actuator coordination provides the transmission of
event features from sensors to actuators. After receiving event information, actuators
may need to coordinate (actuator-actuator coordination) with each other (depend on the
acting application) in order to make decisions on the most appropriate way to perform
the actions.

Many protocols and algorithms have been proposed for WSNs in recent years |3|. However,
since the above listed requirements impose stricter constraints, they may not be well-suited
for the inherent features and application requirements of SANETs. Moreover, although there
has been some research effort related to SANETS, to the best of our knowledge, almost none
of the existing studies to date investigate research challenges occurring due to the co-existence
of sensors and actuators.

Ocean bottom sensor nodes are deemed to enable applications for oceanographic data col-
lection, pollution monitoring, offshore exploration, disaster prevention, assisted navigation and
tactical surveillance applications. Multiple Unmanned or Autonomous Underwater Vehicles
(UUVs, AUVs), equipped with underwater sensors, will also find application in exploration
of natural undersea resources and gathering of scientific data in collaborative monitoring
missions. To make these applications viable, there is a need to enable underwater commu-
nications among underwater devices. Underwater sensor nodes and vehicles must possess
self-configuration capabilities, i.e., they must be able to coordinate their operation by ex-
changing configuration, location and movement information, and to relay monitored data to
an onshore station.

Wireless underwater acoustic networking is the enabling technology for these applications.
Underwater Acoustic Sensor Networks (UASN) consist of a variable number of sensors and
vehicles that are deployed to perform collaborative monitoring tasks over a given area. To
achieve this objective, sensors and vehicles self-organize in an autonomous network which can
adapt to the characteristics of the ocean environment [5].

Underwater networking is a rather unexplored area although underwater communications
have been experimented since World War II, when, in 1945, an underwater telephone was
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developed in the United States to communicate with submarines. Acoustic communications
are the typical physical layer technology in underwater networks. In fact, radio waves prop-
agate at long distances through conductive sea water only at extra low frequencies (30-300
Hz), which require large antennae and high transmission power. Optical waves do not suffer
from such high attenuation but are affected by scattering. Moreover, transmission of optical
signals requires high precision in pointing the narrow laser beams. Thus, links in underwater
networks are based on acoustic wireless communications.

The traditional approach for ocean-bottom or ocean column monitoring is to deploy un-
derwater sensors that record data during the monitoring mission, and then recover the instru-
ments. This approach has the following disadvantages:

* Real time monitoring is not possible. This is critical especially in surveillance or in envi-
ronmental monitoring applications such as seismic monitoring. The recorded data cannot
be accessed until the instruments are recovered, which may happen several months after
the beginning of the monitoring mission.

* No interaction is possible between onshore control systems and the monitoring instru-
ments. This impedes any adaptive tuning of the instruments, nor is it possible to
reconfigure the system after particular events occur.

o If failures or misconfigurations occur, it may not be possible to detect them before the
instruments are recovered. This can easily lead to the complete failure of a monitoring
mission.

e The amount of data that can be recorded during the monitoring mission by every sensor
is limited by the capacity of the onboard storage devices (memories, hard disks, etc.).

Therefore, there is a need to deploy underwater networks that will enable real time monitoring
of selected ocean areas, remote configuration and interaction with onshore human operators.
This can be obtained by connecting underwater instruments by means of wireless links based
on acoustic communication.

Many researchers are currently engaged in developing networking solutions for terrestrial
WSNs. Although there exist many recently developed network protocols for WSNs, the unique
characteristics of the underwater acoustic communication channel, such as limited bandwidth
capacity and variable delays, require for very efficient and reliable new data communication
protocols. The quality of the underwater acoustic link is highly unpredictable, since it mainly
depends on fading and multipath, which are not easily modeled phenomena. This, in re-
turn, severely degrades the performance at higher layers such as extremely long and variable
propagation delays. In addition, this variation is generally larger in horizontal links than in
vertical ones. Acoustic signaling for wireless digital communications in the sea environment
can be a very attractive alternative to both radio telemetry and cabled systems. However,
time-varying multipath and often harsh ambient noise conditions characterize the underwater
acoustic channel, often making acoustic communications challenging. Major challenges in the
design of UASNSs are:

e The channel is severely impaired, mainly due to multipath.

e Temporary loss of connectivity mainly due to shadowing.
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* The propagation delay is five orders of magnitude higher than in radio frequency terres-
trial channels and is usually variable [4].

e Extremely low available bandwidth.
* Limited battery energy at disposal.

Since underwater monitoring missions can be extremely expensive due to the high cost involved
in underwater devices, it is important that the deployed network be highly reliable, so as to
avoid failure of monitoring missions due to failure of single or multiple devices. For example,
it is crucial to avoid designing the network topology with single points of failure that could
compromise the overall functioning of the network. The network capacity is also influenced
by the network topology. Since the capacity of the underwater channel is severely limited,
it is very important to organize the network topology such a way that no communication
bottlenecks are introduced.

1.2 Applications

The range of applications of WSNs, SANETSs, and UASNS are increasing very fast and covering
several domains: military, civil, environmental, health, etc. In this section, we will talk more
about such applications in each of these domains [6].

1.2.1 Military Applications

* Asset Monitoring: commanders can monitor locations of the troops, weapons and sup-
plies to enhance the control and communication.

¢ Battlefield Monitoring: vibration and magnetic sensors can locate and track enemy forces
in the battlefield.

e Urban Warfare: deploying sensors in cleared buildings can prevent their reoccupation
and track the enemy activity inside them.

¢ Protection: prevention and protection from radiations, biological and chemical weapons
can be achieved by the deployment of a WSN, which detects the level of radiation or
the presence of toxic products.

¢ Distributed Tactical Surveillance: AUVs and fixed underwater sensors can collabora-
tively monitor areas for surveillance, reconnaissance, targeting and intrusion detection
systems. For example, in [7], a 3D underwater sensor network is designed for a tactical
surveillance system that is able to detect and classify submarines, small delivery vehicles
(SDVs) and divers based on the sensed data from mechanical, radiation, magnetic and
acoustic microsensors. With respect to traditional radar/sonar systems, UASNs can
reach a higher accuracy, and enable detection and classification of low signature targets
by also combining measures from different types of sensors.

¢ Mine Reconnaissance: The simultaneous operation of multiple AUVs with acoustic and
optical sensors can be used to perform rapid environmental assessment and detect mine-
like objects.
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1.2.2 Civil Applications

» Surveillance: a sensor network can detect fire in buildings and give information about
its location. It can also detect intrusions and track human activity.

* Disaster Prevention: sensor nodes deployed under water can prevent from disaster like
oceanic earthquake or impending tsunami.

e Smart Metering Solutions: smart metering solutions, provided by coronis, based on
wavenis [8] wireless technology have been deployed in millions of residential, industrial
and commercial installations around the world, linking consumers’ gas, water and elec-
tricity meters efficiently with operator’s back-end information and billing systems. These
advanced solutions are used for wireless walk-by, drive-by and fully automated fixed net-
work metering. Wavenis wireless technology provides the ultra-long range and extremely
low power consumption that are essential for effective last-mile, outdoor coverage in me-
tering networks that serve entire cities, including dense urban areas as well as sprawling
suburban and commercial zones.

* Assisted Navigation: sensors can be used to identify hazards on the seabed, locate
dangerous rocks or shoals in shallow waters, mooring positions, submerged wrecks, and
to perform bathymetry profiling.

¢ Disaster Recovery: after an earthquake or a terrorist attack, sensor nodes can detect
signs of life inside a damaged building.

e Smart Park: a distributed control system supported by SANET. It improves mobility
in the urban area by finding free parking spots for drivers willing to park |9, 10]. It also
decreases the risk of possible accidents, pollution, and eliminate road rage.

1.2.3 Environmental Applications

e Environment and Habitat Monitoring: a WSN deployed in a sub-glacial environment
[11, 12] can collect information about ice caps and glaciers. WSNs can also be deployed
to measure population of birds and other species [13]. Also,WSN can provide a flood
warning [14| and monitor coastal erosion [15].

* Disaster Detection: forest fire can be detected and localized by a densely deployed WSN.

* Ocean Sampling Networks: networks of sensors and AUVs, such as the Odyssey-class
AUVs [16], can perform synoptic, cooperative adaptive sampling of the 3D coastal ocean
environment [17]. Experiments such as the Monterey Bay field experiment [18| demon-
strated the advantages of bringing together sophisticated new robotic vehicles with ad-
vanced ocean models to improve the ability to observe and predict the characteristics of
the oceanic environment.

* Environmental Monitoring: UASNs can perform pollution monitoring (chemical, bio-
logical and nuclear). For example, it may be possible to detail the chemical slurry of
antibiotics, estrogen-type hormones and insecticides to monitor streams, rivers, lakes
and ocean bays (water quality in-situ analysis) [19]. Monitoring of ocean currents and
winds, improved weather forecast, detecting climate change, understanding and predict-
ing the effect of human activities on marine ecosystems, biological monitoring such as
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tracking of fishes or micro-organisms, are other possible applications. For example, in
[20], the design and construction of a simple underwater sensor network is described
to detect extreme temperature gradients (thermoclines), which are considered to be a
breeding ground for certain marine microorganisms.

¢ Undersea Explorations: UASNs can help detecting underwater oilfields or reservoirs, de-
termine routes for laying undersea cables, and assist in exploration for valuable minerals.

¢ Disaster Prevention: WSNs that measure seismic activity from remote locations can
provide tsunami warnings to coastal areas [21], or study the effects of submarine earth-
quakes (seaquakes).

* Forest Fire Detection: a SANET could be deployed to detect a forest fire in its early
stages [22]. A number of nodes need to be pre-deployed in a forest. Each node can gather
different types of information from sensors, such as temperature, humidity, pressure and
position. All sensing data is sent by multi-hop communication to the control centre via a
number of actuators (gateway devices) distributed throughout the forest. The actuators
will be connected to mobile networks (e.g., Universal Mobile Telecommunications System
— UMTS) and will be positioned so as to reduce the number of hops from source of fire
detection to the control centre. The actuators will also reduce network congestion in
large-scale deployments by extracting data from the network at predetermined points. It
may also be possible in this scenario that some mobile forest patron units act as mobile
actuator, collecting environmental data as they traverse through the forest. As soon as
a fire-related event is detected, such as sudden temperature rise, the control centre will
be alarmed immediately. Operators in the control centre can judge if it is a false alarm
by either using the data collected from other sensors or dispatching a team to check the
situation locally. Then both firefighters and helicopters can be sent to put out the fire
before it grows to a severe forest fire.

1.2.4 Medical Applications

* Home Monitoring: home monitoring for chronic and elderly patients [23] allows long-
term care and can reduce the length of hospital stay.

» Patient Monitoring: sensor nodes deployed on the body of patients in hospitals [24] allow
the collection of periodic or continuous data like temperature, blood pressure, etc.

1.3 Motivations and Objectives

WSNs are similar to ad hoc networks in the sense that sensor networks borrow heavily on
the self-organizing and routing technologies developed by the ad-hoc research community.
However, a major design objective for sensor networks is reducing the cost of each node. For
many applications, the desired cost for a wirelessly enable device is less than one dollar.

We, in this thesis, consider a set of sensors spread over a region to perform sensing op-
eration. Each of these sensors has a wireless transceiver that transmits and receives at a
single frequency, which is common to all these sensors. Over time, some of these sensors
generate/collect information to be sent to some other sensor(s). Owing to the limited battery
capacity of these sensors, a sensor may not be able to directly communicate with far away
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nodes. In such scenarios, one of the possibilities for information transfer between two nodes
that cannot communicate directly is to use other sensor nodes in the network. To be precise,
the source sensors transmits its information to one of the sensors which is within its trans-
mission range. The intermediate sensor then uses the same procedure so that the information
finally reaches its destination (a fusion center, i.e., a common sink?).

A set comprising of ordered pair of nodes constitute a route that is used to assist commu-
nication between any two given pair of nodes (i.e., a sensor and a sink). This is a standard
problem of multihop routing in WSNs. The problem of optimal routing has been extensively
studied in the context of wireline networks where usually a shortest path routing algorithm is
used: each link in the network has a weight associated with it and the objective of the rout-
ing algorithm is to find a path that achieves the minimum weight between two given nodes.
Clearly, the outcome of such an algorithm depends on the assignment of weights associated
to each link in the network. In wireline context, there are many well-studied criteria to select
these weights for links such as the queueing delay. In WSNs, the optimality in the routing
algorithm is set to extend network lifetime (where lifetime is defined as the time spanned by
the network for some data aggregation till first alive node gets disconnected due to energy
outage) in a single sink network. In networks with multiple sinks 25|, the flow is splitted and
sent to different basestations with the aim of extending the network lifetime of these limited
battery WSNs. However, a complete understanding of the effect of routing on WSNs perfor-
mance and resource utilization (in particular, the stability of transmit buffers and hence, the
end-to-end delay and throughput) has not received much attention.

After sensors in the sensor/actuator field detect a phenomenon, they either transmit their
readings to the resource-rich actuator nodes which can process all incoming data and initiate
appropriate actions, or route data back to the sink which issues action commands to actuators.
We use the former case in this thesis. The advantage is that the information sensed is conveyed
quickly from sensors to actuators, since they are close to each other. Moreover, since event
information is only transmitted locally through sensor nodes, only sensors around the event
area are involved in the communication process which results in energy and bandwidth savings
in SANETSs.

If the mapping between a sensor node and one (or more) actuator? is given a priori, then
the problem of finding optimal minimum energy routes to optimize network lifetime has been
well investigated in the past [25, 26] for WSNs. But, there is very little research contribution
toward finding optimal delay routes in SANETs. Further, in cases when there are multiple
actuators and mapping between the sensors and actuators is not given, the joint problem
of finding a destination actuator and minimum end-to-end delay routes is a challenging and
interesting problem. This is because the end-to-end delays are topology dependent; actuator
selection based on minimum hop routing alone can not guarantee optimal end-to-end delays.

Further, in order to provide effective sensing and acting tasks, efficient coordination mech-
anisms are required. We will mainly focus on two most constrained coordination levels namely:
sensor-actuator coordination, and actuator-actuator coordination. The most important char-
acteristic of sensor-actuator coordination is to provide low communication delay due to the
proximity of sensors and actuators. However, since the role of sink does not involve collecting
the sensor data and coordinating the activities of the nodes, sensor and actuator nodes should

3By a fusion center or a common sink, we mean a logical destination for data. This can be located anywhere
in or outside the network topology.

4actuators/ basestations are considered to have similar semantics for modeling purposes, i.e., sinks for data
generated in the network.
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locally coordinate with each other so as to provide efficient transmission of sensor readings. In
SANETs, for sensor-actuator coordination there is a need to develop protocols which are able to
provide real-time services with given delay bounds, according to application constraints and en-
sure an energy efficient communication among sensors and actuators. In SANETSs, actuators
can communicate with each other in addition to communicating with sensors. Since there are
few number of actuator nodes and the power capacities of these nodes are higher than sensor
nodes, actuator-actuator communication is similar to the communication in wireless ad-hoc
networks. Actuator-actuator coordination can occur in the cases where the actuator receiving
sensor data may not act on the event area due to small action range or insufficient energy,
where one actuator may not be sufficient to perform the required action, thus other nearby
actuators should be triggered, where multiple actuators receive the same event information
and there is an action threshold, hence these actuators should “talk” to each other so as to
decide which one of them performs the action and where multiple events occur simultaneously.
Thus actuator should coordinate and communicate with each other to perform task allocation
effictently and effectively.

We also consider a SANET that prolongs network lifetime by minimizing the energy con-
sumption and, in parallel, takes care of delay-sensitivity of the sensed data. Therefore, in
cases, where there are multiple actuators and mapping between the sensors and actuators is
not given, the problem of finding an optimal actuator and extending network lifetime with
minimum end-to-end delay constraints is an interesting problem. This problem is relevant from
both the application’s and wireless networking perspectives. From an application requirement
perspective, for some real-time multimedia sensing applications (e.g., video surveillance), it is
necessary to have all the traffic generated from a source sensor to be routed to the same actua-
tor (albeit that it may follow different routes) so that decoding and processing can be properly
completed. For multimedia traffic such as video, the information contained in different pack-
ets from the same source are highly correlated and dependent. If the packets generated by a
source are split and sent to different actuators, any of these receiving actuators may not be
able to decode the video packets properly. From a wireless networking perspective, the actu-
ator chosen as a sink could have a significant impact on the end-to-end delays which is a hard
constraint [27]| for sensor-actuator applications. As a result, there appears to be a compelling
need to understand how to perform optimal routing to jointly achieve minimum end-to-end
delay routes and optimize network lifetime in delay-energy constrained SANETS.

Apart from SANETS, we also consider UASNs which are deployed to perform collaborative
underwater monitoring tasks. The sensors must be organized in an autonomous network that
self-configure according to the varying characteristics of the ocean environment. Most impair-
ments of the underwater acoustic channel are adequately addressed at the physical layer, by
designing receivers that are able to deal with high bit error rates, fading, and the inter-symbol
interference (ISI) caused by multipath. There were efforts at developing channel equalizers
and adaptive spatial processing techniques so that coherent phase modulation can be used to
achieve the desired high spectral efficiencies. These techniques are computationally demand-
ing with many parameter adjustments, and requirements that are not especially suitable for
applications where autonomy, adaptability, and long-life battery operation are being contem-
plated. Therefore, we analyze the factors that influence acoustic communications in order to
state the challenges posed by the underwater channels for underwater sensor networking.
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1.4 Thesis Outline and Contributions

In Chapter 2, we consider a WSN in which the sensor nodes are sources of delay sensitive traffic
that needs to be transferred in a multi-hop fashion to a common processing center. We consider
the following data sampling scheme: the sensor nodes have a sampling process independent
(layered architecture) of the transmission scheme as shown in Figure 1.3. This system is
like the packet radio network (PRN) for which exact analysis is not available. We also show
that the stability condition proposed in the PRN literature is not accurate. First, a correct
stability condition for such a system is provided. Then, we proposed a cross-layered data
sampling scheme in which, the sensor nodes sample new data only when it has a opportunity
(cross-layered architecture) of transmitting the data as shown in Figure 1.3. It is also observed
that this scheme gives a better performance in terms of delays and is moreover amenable to
analysis.

Application Layer Al_l_Elplication Layer

Routing Layer

Routing Layer

MAC/PHY

] MAC/PHY

Layered Architecture Cross-Layered Architecture

Figure 1.3: A Layered and Cross-Layered Architecture

To provide meaningful service such as disaster and emergency surveillance, meeting real-
time and energy constraints and the stability at medium access control (MAC) layer are the
basic requirements of communication protocols in such networks. We also propose a cross-
layer architecture with two transmit queues at MAC layer, i.e., one for its own generated data,
and the other for forwarding traffic as shown in Figure 1.4. We use a probabilistic queueing
discipline. Our first main result concerns the stability of the forwarding queues at the nodes.
It states that whether or not the forwarding queues can be stabilized, by appropriate choice of
weighted fair queueing (WFQ) weights, depends only on routing and channel access rates of
the sensors. Further, the weights of the WFQs play a role in determining the tradeoff between
the power allocated for forwarding and the delay of the forwarding traffic.

We then address the problem of optimal routing that aims at minimizing the end-to-end
delays. Since, we allow for traffic splitting at source nodes, we propose an algorithm that seeks
the Wardrop equilibrium instead of a single least delay path. Wardrop equilibria first appeared
in the context of transportation networks. Wardrop’s first principle states: The journey times
in all routes actually used are equal and less than those which would be experienced by a
single vehicle on any unused route. Each user non-cooperatively seeks to minimize his cost
of transportation. The traffic flows that satisfy this principle are usually referred to as "user
equilibrium" (UE) flows, since each user chooses the route that is the best. Specifically, a
user-optimized equilibrium is reached when no user may lower his transportation cost through
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Figure 1.4: A System with Two-Queues at MAC

unilateral action.

The distributed routing scheme is designed for a broad class of WSNs which converges
(in the Cesaro sense) to the set of Cesaro-Wardrop equilibria. Each link is assigned a weight
and the objective is to route through minimum weight paths using iterative updating scheme.
Convergence is established using standard results from the related literature and validated
by TinyOS simulation results. Our algorithm can adapt to changes in the network traffic
and delays. The scheme is based on the multiple time-scale stochastic approximation algo-
rithms. The algorithm is simulated in TOSSIM and numerical results from the simulations
are provided.

In Chapter 3, we consider a two-tier SANET and address the minimum delay problem for
data aggregation. We analyze the average end-to-end delay in the network. The objective is
to minimize the total delay in the network. We prove that this objective function is strictly
convexr for the entire network. We then provide a distributed optimization framework to
achieve the required objective. The approach is based on distributed convex optimization
and deterministic distributed algorithm without feedback control. Only local knowledge is
used to update the algorithmic steps. Specifically, we formulate the objective as a network
level delay minimization function where the constraints are the reception-capacity and service-
rate probabilities. Using the Lagrangian dual composition method, we derive a distributed
primal-dual algorithm to minimize the delay in the network. We further develop a stochastic
delay-control primal-dual algorithm in the presence of noisy conditions. We also present its
convergence and rate of convergence properties.

This chapter also investigates a delay-optimal actuator-selection problem for SANETS.
Each sensor must transmit its locally generated data to only one of the actuators. A poly-
nomial time algorithm is proposed for delay-optimal actuator-selection. We finally propose a
distributed mechanism for actuation control which covers all the requirements for an effective
actuation process.
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In Chapter 4, we consider a three-tier SANET and present the design, implementation,
and performance evaluation of a novel low-energy, adaptive and distributed (LEAD) self-
organization framework. This framework provides coordination, routing, and MAC layer pro-
tocols for network organization and management. The framework is shown in Figure 1.5. We
organize the heterogeneous SANET into clusters where each cluster is managed by an actua-
tor. To mazimize the network lifetime and attain minimum end-to-end delays, it is essential
to optimally match each sensor node to an actuator and find an optimal routing scheme. We
provide an actuator discovery protocol (ADP) that finds out a destination actuator for each
sensor in the network based on the outcome of a cost function. Further, once the destination
actuators are fixed, we provide an energy-optimal routing solution with the aim of maximizing
network lifetime. We then propose a delay-energy aware TDMA based MAC protocol in com-
pliance with the routing algorithm. The actuator-selection, optimal routing, and TDMA MAC
schemes together guarantees a near-optimal lifetime. The proposal is validated by means of
analysis and ns-2 simulation results.

Application Layer

LEAD-MAC |- = LEAD-Wakeup

Physical Layer

Figure 1.5: The LEAD Framework

Delay and energy constraints have a significant impact on the design and operation of
SANETs. Furthermore, preventing sensor nodes from being inactive/isolated is very critical.
The problem of sensor inactivity/isolation arises from the pathloss and fading that degrades
the quality of the signals transmitted from actuators to sensors, especially in anisotropic
deployment areas, e.g., rough and hilly terrains. Sensor data transmission in SANETSs heavily
relies on the scheduling information that each sensor node receives from its associated actuator.
Therefore, if the signal containing scheduling information is received at a very low power due
to the impairments introduced by the wireless channel, the sensor node might be unable to
decode it and consequently it will remain inactive/isolated.
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Sensors transmit their readings to the actuators. All actuators cooperate and jointly
transmit scheduling information to sensors with the use of beamforming. This results in an
important reduction of the number of inactive sensors comparing to single actuator transmis-
sion for a given level of transmit power. The reduction is due to the resulting array gain and
the exploitation of macro-diversity that is provided by the actuator cooperation. In order to
maximize network lifetime and attain minimum end-to-end delays, it is essential to optimally
match each sensor node to an actuator and find an optimal routing solution. A distributed
solution for optimal actuator selection subject to energy-delay constraints is also provided.

In Chapter 5, we consider a UASN and first analyze a modulation scheme and associated
receiver algorithms. This receiver design take advantage of the time reversal® (TR) and
properties of spread spectrum sequences known as Gold sequences. Furthermore, they are
much less complex than receivers using adaptive equalizers. This technique improves the
signal-to-noise ratio (SNR) at the receiver and reduces the bit error rate (BER). We then
applied the phase conjugation to network communication. We show that this approach can
give almost zero BER for a two-hop communication mode compared to the traditional direct
communication. This link layer information is used at the network layer to optimize routing
decisions. We show these improvements by means of analytical analysis and simulations.

In Chapter 6, we present a general summary of the work achieved and the conclusions
concerning the results obtained during this thesis. Some perspectives and open questions are
given for the continuation of this work in the area of cross-layer optimizations in wireless
sensor, sensor-actuator, and underwater acoustic sensor networks.

°It is also known as phase conjugation (PC) in the frequency domain
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Chapter 2

Cross-Layer Routing in WSNs

In this Chapter, we consider a WSN in which the sensor nodes are sources of delay sensitive
traffic that needs to be transferred in a multi-hop fashion to a common processing center. We
first consider the layered architecture. This system is like PRNs for which exact analysis is
not available in the literature. We also show that the stability condition proposed in the PRN
literature is not accurate. First, a correct stability condition for such a system is provided.
We then propose a new data sampling scheme: the sensor nodes sample new data only when
it has an opportunity (cross-layered) of transmitting the data. It is observed that this scheme
gives a better performance in terms of delays and moreover is amenable to analysis.

We also propose a closed (cross-layered) architecture with two transmit queues at each
sensor i, i.e., one for its own generated data, and the other for forwarding traffic. Our first
main result concerns the stability of the forwarding queues at the nodes. It states that whether
or not the forwarding queues can be stabilized (by appropriate choice of WFQ weights) depends
only on routing and channel access rates of the sensors. Further, the weights of the WFQs
play a role in determining the tradeoff between the power allocated for forwarding and the
delay of the forwarding traffic.

We then address the problem of optimal routing that aims at minimizing the end-to-end
delays. Since we allow for traffic splitting at source nodes, we propose an algorithm that
seeks the Wardrop equilibrium (i.e., the delays on the routes that are actually used by the
packets from a source are all minimum and equal) instead of a single least delay path. Each
link is assigned a weight and the objective is to route through minimum weight paths using
iterative updating scheme. The algorithm is implemented in TinyOS Simulator (TOSSIM)
and numerical results from the simulation are provided.

2.1 Introduction

WSNs are an emerging technology that has a wide range of potential applications including
environment monitoring, medical systems, robotic exploration, and smart spaces. WSNs are
becoming increasingly important in recent years due to their ability to detect and convey real-
time, in-situ information for many civilian and military applications. Such networks consist
of large number of distributed sensor nodes that organize themselves into a multihop wireless
network. Each node has one or more sensors, embedded processors, and low-power radios, and
is normally battery operated. Typically, these nodes coordinate to perform a common task.
We propose a closed (cross-layered) architecture for data sampling (application layer)
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in a wireless sensor network. In this architecture, there is a strong coupling between the
sampling process and the channel access scheme as shown in Figure 1.3. The objective in the
closed architecture is to provide sufficient and necessary conditions for the stability region
and reducing end-to-end delays. With mathematical analysis and simulations, we show that
the closed architecture outperforms the traditional layered scheme, both in terms of stable
operating region as well as the end-to-end delays.

We also propose a closed architecture with two transmit queues for data sampling in a
wireless sensor network. In this architecture, we consider a new data sampling scheme: Node
7, 1 <1 < N, has two queues associated with it: one queue ); contains the data sampled by
the sensor node itself and the other queue F; contains packets that node ¢ has received from
any of its neighbors and has to be transmitted to another neighbor as shown in Figure 1.4.
In this architecture, there is coupling between the sampling process and the channel access
scheme. The objective in the closed architecture is to study the impact of channel access rates,
routing, and weights of the WFQs on system performance.

We then propose an adaptive and distributed routing scheme for a general class of WSNs.
The objective of our scheme is to achieve Cesaro Wardrop equilibrium, an extension of the no-
tion of Wardrop equilibria that first appeared in [28] in the context of transportation networks.
Wardrop’s first principle states: The journey times in all routes actually used are equal and
less than those which would be experienced by a single vehicle on any unused route. Each user
non-cooperatively seeks to minimize his cost of transportation. The traffic lows that satisfy
this principle are usually referred to as "user equilibrium" (UE) flows, since each user chooses
the route that is the best. Specifically, a user-optimized equilibrium is reached when no user
may lower his transportation cost through unilateral action. The notion is defined in (2.1)
later in this chapter. Our algorithm is actually an adaptation of the algorithm proposed in
[29] to the case of WSNs. In the algorithm of [29], each source uses a two time-scale stochastic
approximation algorithm. Differences in the two algorithms are:

1. In WSNs that we consider, each node has an attribute associated with it namely the
channel access rate. The delay on a route depends on the attributes of the nodes on
the route. However, in order to maintain some long term data transfer rate, each node
needs to adapt its attribute to routing.

2. The difference in time scales that we use for various learning/adaptation schemes helps
us prove convergence of our algorithm [C-4| (such a proof is not present in |29]).

In this thesis, we consider a static wireless sensor network with n sensor nodes. Given is
an n X n neighborhood relation matrix N that indicates the node pairs for which direct
communication is possible. We will assume that N is a symmetric' matrix, i.e., if node i can
transmit to node j, then j can also transmit to node i. For such node pairs, the (i, )" entry
of the matrix N is unity, i.e., N; ; = 1 if node ¢ and j can communicate with each other; we
will set IV; ; = 0 if nodes ¢ and j can not communicate. For any node ¢, we define

Nz’ = {] : Nz‘,j = 1},

Which is the set of neighboring nodes of node 4. Similarly, the two hop neighbors of node
i are defined as

!The assumption of symmetry is to only drive the analysis. We consider assymmetric links for conducting
simulations.
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Si={k ¢ N;U{i} : Ny ; =1 for some j € N;}

Note that .5; does not include any of the first-hop neighbors of node 1.

Each sensor node is assumed to be sampling (or, sensing) its environment at a predefined
rate; we let \; denote this sampling rate for node ¢. The units of A; will be packets per
second, assuming same packet size for all the nodes in the network. In this work, we will
assume that the readings of each of these sensor nodes are statistically independent of each
other so that distributed compression techniques are not employed (see [30] for an example
where the authors exploit the correlation among readings of different sensors to use distributed
Slepian-Wolf Coding [31] to reduce the overall transmission rate of the network).

Each sensor node wants to use the sensor network to forward its sampled data to a common
fusion center (assumed to be a part of the network?). Thus, each sensor node acts as a
forwarder of data from other sensor nodes in the network. We will assume that the buffering
capacity of each node is infinite®, so that there is no data loss in the network. We will allow
for the possibility that a sensor node discriminates between its own packets and the packets
to be forwarded (thus allowing for the model of [32] which considers an Ad Hoc network. The
nodes in this network probabalistically schedule their transmissions to discriminate between
the fowarding traffic and the one generated by node itself).

We let ¢ denote the n x n routing matrix. The (4, 7)""element of this matrix, denoted bi g,
takes value in the interval [0, 1]. This means a probabilistic flow splitting as in the model of
[33], i.e., a fraction ¢; ; of the traffic transmitted from node i is forwarded by node j as shown
in Figrue 2.1. Clearly, we need that ¢ is a stochastic matrix, i.e., its row elements sum to
unity. Also note that ¢; ; > 0 is possible only if N; ; = 1.
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Figure 2.1: Flow Splitting

Routing

We assume that the system operates in discrete time, so that the time is divided into

2Conceptually, we can assume that this fusion center is also a sensor node, which has 0 sampling rate. A
negative sampling rate would mean pushing data from the network towards the fusion center.

3We assume infinite buffer size only to keep the analysis simple. Later, we consider fixed buffer sizes and
look at various types of data losses.
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(conceptually) fixed length slots as shown in Figure 2.2. The system operates on CSMA/CA
MAC*. Assuming that there is no exponential back-off, the channel access rate of node i (if
it has a packet to be transmitted) is 0 < «; < 1. Thus, «; is the probability that node i, if
it has a packet to be transmitted, attempts a transmission in any slot. A node can receive a
transmission from its neighbor if it is not transmitting and also no other neighboring node is
transmitting. Again, this is a fairly standard assumption for analysis purposes.

Slot Boundries

I

Medium Access Control

Figure 2.2: Medium Access Control

Under the above model there will be a delay, say y;; of the packet from node j to be served
at node 7; this packet could have originated at node j or may have been forwarded by node j.
The expected delay of a packet transmitted from node j is thus Zi?ﬁ j ®;,iYj,i- Since delays are
additive over a path, packets from any node will have a delay over any possible route to the
fusion center. A route will be denoted by an ordered set of nodes that occur on that route,
i.e., the first element will be the source of the route, the last element will be the fusion center
and the intermediate elements will be nodes arranged in the order that a packet traverses on
this route. Let the total number of possible routes (cycle-free) be R. Let route i, 1 <i < R
be denoted by the set R; consisting of R; elements with R;; denoting the jentry of this
route. Then, a traffic splitting matrix will correspond to a Wardrop equilibrium iff for any ¢
(see [29] for this definition)

Rj—1 Rj—1 R—1
ZlSjSR:Rj,lzi (Hkil ¢Rj,kij,k+1) <Zki1 ij,kij,k—i-l) =30 YRR k1, (2.1)

for any | with R;; = 4 and such that HkR’:_ll Rk, Rig+1 > 0, ie., the delays on the
routes that are actually used by packets from node i are all equal. In simple terms, eq. (2.1)
states that, for any given 4, there will be a route that guarantees minimum delay. It is also
possible that there is a set of routes that guarantee the same, then delay should be the same
on all such routes. Our objective in this thesis is to come up with an algorithm using which
any node (say i) is able to converge to the corresponding row of the matrix ¢ corresponding
to the Wardrop equilibrium.

The organization of this chapter is as follows. Section 2.2 overviews some interesting related
work. In Section 2.3, we formulated the problem. In Section 2.4, we detail the different data

It is important to note that we consider CSMA/CA in order to provide analytical analysis of the system
under consideration. Further, CSMA is also being used in IEEE 802.15.4 [34] (Zigbee). The endless list of
available MACs for WSN, is generally categorized into scheduled MACs (e.g. TSMP [35]), protocols with
common active period (e.g. SMAC [36]), and preamble sampling based MACs (e.g. 1-HopMAC [37]). We
will consider all these categories in the chapters to come. In this section, we focus only on CSMA part of
IEEE 802.15.4. Our results can directly enhance the performance of WSNs that use 802.15.4 for multi-hop
communciation.
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collection mechanisms. Section 2.5 discusses the stability issues. We propose a distributed
routing algorithm in Section 2.6. Simulation results from TinyOS simulations are presented in
Section 2.7. In Section 2.8, we briefly conclude the chapter and outline the future directions.

2.2 Related Literature

In multihop packet radio networks, packets passed between two packet radio nodes may have
to be relayed by intermediate nodes. In 33|, Hamilton and Yu developed an optimal routing
algorithm for slotted-ALOHA PRNs which minimizes the average packet delay. The packet
radio sources serve as sources (and sinks) of traffic as well as repeaters which forward packets
to other nodes. The optimal routing algorithm captures the important features of PRNs
and avoids routes that result in high levels of interference and delay. The authors provide
approximate analysis for multihop PRNs as the exact analysis requires modeling the entire
network as a Markovian network of queues. Because of interference among nodes and enormous
number of linear equations to be solved, the exact analysis is known to be mathematically
intractable and details can be found in the references therein. The algorithm proposed is
essentially similar to the minimum delay routing algorithm proposed by Gallagar in |38|.

In [30], Cristescu et al. exploit the correlation among readings of different sensors to use
distributed Slepian-Wolf Coding [31]| to reduce the overall transmission rate of the network.
They consider a set of correlated sources located at the nodes of a network, and a set of links
that are the destinations for some of the sources. For the case of data gathering, the optimal
transmission structure is fully characterized and a closed-form solution for the optimal rate
allocation is provided. For the general case of an arbitrary traffic matrix, the problem of
finding the optimal transmission structure is shown to be NP-complete.

In [32], Kherani et al. studied the throughput of multi-hop routes and stability of for-
warding queues in a wireless Ad-Hoc network with random access channel. The main results
include the characterization of stability condition and the end-to-end throughput using the
balance. The impact of routing on end-to-end throughput and stability of intermediate nodes
is also investigated. The authors showed that as long as the intermediate queues in the net-
work are stable, the end-to-end throughput of a connection does not depend on the load on
intermediate nodes. Some numerical results are also provided to support the results of the
analysis.

A routing scheme for a broad class of networks which converges (in the Cesaro sense)
with probability one to the set of approximate Cesaro-Wardrop equilibria, an extension of the
notion of a Wardrop equilibrium |28] is analyzed in [29]. The routing algorithm is distributed,
using only local information about observed delays by the nodes, and is moreover impervious to
clock offsets at nodes. The scheme is also fully asynchronous, since different iterates have their
own counters and the orders of packets and their acknowledgments may be scrambled. The
scheme is adaptive to traffic patterns in the network. The demonstration of convergence in a
fully dynamic context involves the treatment of two-time scales [49] distributed asynchronous
stochastic iterations. Using an Ordinary Differential Equation (ODE) approach [50], the
invariant measures are identified. A direct stochastic analysis shows that the algorithm avoids
non-Wardrop equilibria.

The data collected by each sensor is communicated through the network to a single pro-
cessing center that uses all reported data to determine characteristics of the environment or
detect an event. The communication or message passing process must be designed to conserve
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the limited energy resources of the sensors. Clustering sensors into groups, so that sensors
communicate information only to clusterheads and then the clusterheads communicate the
aggregated information to the processing center, may save energy. In [39], a distributed,
randomized clustering algorithm to organize the sensors in a WSN into clusters. It is then
extended to generate a hierarchy of clusterheads and observe that the energy savings increase
with the number of levels in the hierarchy. Results in stochastic geometry are used to derive
solutions for the values of parameters of the algorithm that minimize the total energy spent
in the network when all sensors report data through the clusterheads to the processing center.

Wireless sensor networks consist of small battery powered devices with limited energy
resources. Once deployed, the small sensor nodes are usually inaccessible to the user, and
thus replacement of the energy source is not feasible. Hence, energy efficiency is a key design
issue that needs to be enhanced in order to improve the life span of the network. Several
network layer protocols have been proposed to improve the effective lifetime of a network
with a limited energy supply. In [40], a centralized routing protocol called Base-Station
Controlled Dynamic Clustering Protocol (BCDCP) is proposed, which distributes the energy
dissipation evenly among all sensor nodes to improve network lifetime and average energy
savings. The performance of BCDCP is then compared to clustering-based schemes such as
Low- Energy Adaptive Clustering Hierarchy (LEACH) [41] and Power-Efficient GAthering in
Sensor Information Systems (PEGASIS) [42]. Simulation results show that BCDCP reduces
overall energy consumption and improves network lifetime over its comparatives.

Clustering has proven to be an effective approach for organizing the network into a con-
nected hierarchy. In [43], the authors highlight the challenges in clustering a WSN, discuss the
design rationale of the different clustering approaches, and classify the proposed approaches
based on their objectives and design principles. Several key issues that affect the practical
deployment of clustering techniques in sensor network applications are also discussed. In [44],
the authors propose a novel distributed clustering approach for long-lived ad hoc sensor net-
works. The approach does not make any assumptions about the presence of infrastructure or
about node capabilities, other than the availability of multiple power levels in sensor nodes.
A protocol, HEED (Hybrid Energy-Efficient Distributed clustering) is proposed, that period-
ically selects cluster heads according to a hybrid of the node residual energy and a secondary
parameter, such as node proximity to its neighbors or node degree. HEED terminates in O(1)
iterations, incurs low message overhead, and achieves fairly uniform cluster head distribution
across the network. It is proved that, with appropriate bounds on node density and intracluster
and intercluster transmission ranges, HEED can asymptotically almost surely guarantee con-
nectivity of clustered networks. Simulation results demonstrate that our proposed approach
is effective in prolonging the network lifetime and supporting scalable data aggregation.

[45] proposes two routing protocols: periodic, event-driven and query-based protocol
(PEQ) and its variation CPEQ, two fault-tolerant and low-latency algorithms that meet
sensor network requirements for critical conditions supervision in context-aware physical en-
vironments. While PEQ can provide low latency for event notification, fast broken path
reconfiguration, and high reliability in the delivery of event packets for low-network data traf-
fic, CPEQ is a cluster-based routing protocol that groups sensor nodes to efficiently relay
the sensed data to the sink by uniformly distributing energy dissipation among the nodes
and reducing latency for high-network data traffic (typical in emergency situations). PEQ
and its variant CPEQ use the publish/subscribe paradigm to disseminate requests across the
network. Both PEQ and CPEQ protocols are discussed, their implementation, and report on
the performance results of several scenarios using NS-2 simulator. The results obtained are
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compared with the well-known directed diffusion (DD) protocol [55], and show that the pro-
posed algorithms exhibit a clear indication to meet the constraints and requirements of critical
condition supervision in context-aware physical environments. The results indicate that PEQ
outperforms DD in the average delay since it uses the shortest path for the delivery of packets
and speed up new subscriptions by using the reverse path used for event notification packets.
CPEQ also outperforms DD in both the average delay and in the packet delivery ratio when
the network scales up.

A newly deployed multi-hop radio network is unstructured and lacks a reliable and efficient
communication scheme. In [85], some steps were taken towards analyzing the problems existing
during the initialization phase of ad hoc and sensor networks. Particularly, the network is
modelled as a multi-hop quasi unit disk graph and allow nodes to wake up asynchronously at
any time. Further, nodes do not feature a reliable collision detection mechanism, and they have
only limited knowledge about the network topology. It is shown that even for this restricted
model, a good clustering can be computed efficiently. The algorithm efficiently computes
an asymptotically optimal clustering. Based on this algorithm, they describe a protocol for
quickly establishing synchronized sleep and listen schedule between nodes within a cluster.
Additionally, some simulation results are provided in a variety of settings. In [46], the authors
have looked at the impact of clustering on the maintenance of a large-scale WSN, where node
numbers are often in the thousands. Using some known scaling laws, they have determined
that scalable protocols for flat sensor network topologies cannot exist and that clustering or
hierarchical approaches ought to be used instead. They have also identified some approaches
which may be useful in determining an optimum cluster size. Thereafter, they have identified
crucial research problems at MAC and routing levels, as well as related to auto-organization
and self-healing mechanisms. The concept of virtual prototyping has then been introduced: a
tool which proves to be very useful in evaluating the reliability of designed protocols.

Geographic-based routing techniques are promising for WSNs, which suffer from severe
energy constraints and a low throughput nature. In its simplest form, greedy geographic
forwarding faces the problem of a low delivery ratio. Other protocols use the right hand rule
to guarantee delivery. They nevertheless assume nodes know their exact position, whereas
positioning systems offer only limited accuracy. In [47], the authors propose to use path-
recording mechanisms, where nodes append their identifier to the header of the message,
together with geographic forwarding. While yielding a comparable number of hops for a
message to reach destination than existing routing protocols with guaranteed delivery, this
technique offers guaranteed delivery regardless of the positioning accuracy. This makes path-
recording particularly suitable for real-world WSN implementations. In [48], the authors
free themselves from positioning techniques and anchor nodes altogether, and introduce and
analyze the concept of virtual coordinates. These coordinates are chosen randomly when a
node is switched on, and are updated each time the node relays a packet. As this process
goes on, the virtual coordinates of the nodes converge to a near-optimal state. When using
a greedy geographic approach on top of these coordinates, they show that the number of
hops to reach the destination exceeds the shortest path by a few percent only. Moreover, the
approach guarantees delivery even when nodes appear/disappear in the network, and under
realistic transmission models.

Clustering techniques offer attractive solutions to routing problems in small scale WSNs.
Since, the sensor nodes are limited by mazimum transmit-power constraint, clustering solu-
tions might not work well in large scale WSNs. This comes from the fact that cluster heads
are assumed to communicate directly with each other for routing/relaying semantics, which
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only holds true if the deployment is on a small scale. In this work, we consider a general pu-
pose WSN. we propose a cross-layered architecture for WSNs which outperforms the layered
architecture, both in terms of stable operating region as well as end-to-end delays |J-1]. For
data gathering, we do not use clustering techniques. Our routing algorithm is actually an
adaptation of the algorithm proposed in [29] to the case of WSNs. In the algorithm of [29],
each source uses a two time-scale stochastic approximation algorithm. In WSNs that we con-
sider, each node has an attribute associated with it namely the channel access rate. The delay
on a route depends on the attributes of the nodes on the route. However, in order to maintain
some long term data transfer rate, each node needs to adapt its attributes to routing. The
difference in time scales that we use for various learning/adaptation schemes helps us prove
convergence of our algorithm. We deal with the implications, i.e., early alive-node deaths due
to load, that arise due to our routing approach, in the later chapters.

2.3 Problem Statement

We consider a set of wireless sensors spread over a region to perform sensing operation. Each of
these sensors has a wireless transceiver that transmits and receives at a single frequency which
is common to all these sensors. Over time, some of these sensors generate/collect information
to be sent to some other sensor(s). Owing to the limited battery capacity of these sensors,
a sensor may not be able to directly communicate with far away nodes. In such scenarios,
one of the possibilities for information transfer between two nodes that cannot communicate
directly is to use other sensor nodes in the network. To be precise, the source sensor transmits
its information to one of the sensors which is within its transmission range. The intermediate
sensor then uses the same procedure so that the information finally reaches its destination (a
fusion center, i.e., a common sink).

A set comprising of ordered pair of nodes constitute a route that is used to assist commu-
nication between any two given pair of nodes (i.e., a sensor and a sink). This is a standard
problem of multihop routing in WSNs. The problem of optimal routing has been extensively
studied in the context of wireline networks where usually a shortest path routing algorithm is
used: each link in the network has a weight associated with it and the objective of the rout-
ing algorithm is to find a path that achieves the minimum weight between two given nodes.
Clearly, the outcome of such an algorithm depends on the assignment of weights associated
to each link in the network. In wireline context, there are many well-studied criteria to select
these weights for links, e.g., the queueing delay etc. In WSNs, the optimality in the routing
algorithm is set to extend network lifetime (where lifetime is defined as the time spanned by
the network for some data aggregation till first node death due to energy outage) in a single
sink network. In networks with multiple sinks [25], the flow is splitted and sent to different
basestations with the aim of extending the network lifetime of these limited battery WSNs.
However, a complete understanding of effect of routing on WSN performance and resource
utilization (in particular, the stability of transmit buffers and hence, the end-to-end delay and
throughput) has not received much attention.

2.4 Data Collection Mechanism

We consider three possibilities of data collection mechanism:

36



Sec. 2.4 Data Collection Mechanism

2.4.1 Open System (Layered Architecture)

This is the traditional slotted Aloha based system with a layered architecture where the
application layer (sampling process in case of WSNs) does not directly interact with the lower
layers (the random access MAC in our example).

In Section 2.4.5, we will see the issues with stability in the WSNs that use the slotted
Aloha like random access mechanism for channel access with a sampling process without
any communication with the MAC layer. Such schemes were extensively used in the PRN
literature. The analysis of the model that we consider above is also available in the PRN
literature (see for example [33]). The problem of stability that we will see is that for a given
sampling rate, one needs to jointly optimize the channel access rate and the routing in order
to optimize on delays. We will also see that the sampling rate at a node may be restricted
by the sampling rate of the other downlink nodes. Further, in order to maintain stability of
a node’s transmit buffer, one needs to be operating far from the maximum allowed sampling
rate (this is because, under the assumption of Bernoulli sampling process, the average queue
length grows exponentially with an increase in the sampling rate). In addition, in this model,
the sampling rate is not directly related to the channel access rates (unless it is an outcome
of an optimization problem like the one we consider in Section 2.4.5). Thus, there is an extra
dimension that needs to be optimally controlled.

2.4.2 Closed System (Cross-Layered Architecture) with Single Transmit
Queue

Under this mechanism, there is a strong coupling between the channel access process and the
sampling process. This approach has the advantage that one does not need to find an optimal
sampling rate all over again on changing the channel access rates. The coupling automatically
regulates the sampling process for any change in the channel access process.

The combined channel access/data sampling mechanism is as follows: Node i decides to
attempt a channel access with probability a; in any slot (else, it is sensing the channel for any
possible transmissions). If decided to attempt a transmission, the node first checks if there is
any packet available in its transmit queue. We have following possibilities:

1. No packets waiting in the transmit queue: In this case, the MAC layer of node i will
ask the appropriate upper layer to sense data and provide it with a new packet. This
packet is then attempted a transmission.

2. At least one packet waiting to be forwarded: In this case, node ¢ will serve the head-of-
line packet from its transmit queue.

Note that under this mechanism the transmit queue of node i can have at most one packet®
in the transmit queue that was generated at node i. It can however have multiple packets in
the transmit queue to be forwarded, i.e., those packets that were initially generated at some
other node, and have arrived at node ¢ to be forwarded to some other node. Clearly, under
this scheme if the transmit queue of node ¢ contains a packet that was generated at node i

51t is important to note that the Application layer samples packets at a predefined sampling rate. Therefore,
some packets are discarded if there is forwarding traffic available at MAC layer. At this point, one might
consider this as cheating since we optimize the delay by simply not producing packets when it is clear that
they would need a lot of time to be transmitted. But, we provide an optimization framework in Section 2.6
for a node to bring its transmission rate as close to the sampling rate as possible.
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itself, then this packet will be the head-of-line packet till the time it leaves the transmit queue
of node 1.

2.4.3 Applications for Closed System with Single Transmit Queue

The closed scheme is meant to be used in applications where a sensor network is used to
observe the ¢ime variation of a random field over the space on which the network is deployed.
For such applications, one can think of a temporal priority mechanism for transmitting packets
so as to reduce the overall transmissions in the network. In particular, our sampling scheme
amounts to the assumption that a node assigns highest priority to the most recent packet
generated by the node (this priority is defined over the packets generated by the node, and
does not include the packets that a node receives to forward to some of its neighbors).

2.4.4 Closed System with two Transmit Queues

In this section, we propose a closed architecture with two transmit queues at each sensor i,
i.e., one for its own generated data, and the other for forwarding traffic [C-8]. We propose
a closed architecture for data sampling (application layer) in a wireless sensor network. We
consider a new data sampling scheme: Node ¢, 1 < ¢ < N, has two queues associated with
it: one queue @); contains the data sampled by the sensor node itself and the other queue F;
contains packets that node i has received from any of its neighbors and has to be transmitted
to another neighbor. In this architecture, there is again a coupling between the sampling
process and the channel access scheme. The objective in the closed architecture is to study
the impact of channel access rates, routing, and weights of the weighted fair queues on system
performance. Furthermore, a distributed routing algorithm (which is allowed to split flows) is
proposed that maintains the system at a Wardrop equilibrium and guarantees low delay.

In any slot, a node (provided it has packets to be transmitted) decides with a fized proba-
bility to make a transmission attempt. If there is no other transmission by the sensors whose
transmission can interfere with the one under consideration, the transmission is successful.

At any instant of time, a sensor may have two types of packets to be transmitted:

1. Packets sensed/generated by the sensor itself.

2. Packets from other neighboring sensors that arrived at this sensor and need to be for-
warded.

Clearly, a sensor needs to have some scheduling policy to decide on which type of packet it
wants to transmit, if it decided to transmit. A first come first served scheduling is one simple
option. Another option that we would be considering in this chapter is to have two separate
queues at each sensor node and do a weighted fair queueing for these two queues. In this
chapter, we will also study the effect of channel access probability, weights of the weighted
fair queueing, and routing on stability and fairness properties of the WSNss.

The closed system presented here is entirely different from the one in previous section. The
combined channel access/data sampling mechanism is as follows: Node i decides to attempt a
channel access with probability «; in any slot (else, it is sensing the channel for any possible
transmissions). If decided to attempt a transmission, the node first checks the number of
packets available to be forwarded, i.e., packets from other nodes that node ¢ is having to be
forwarded to some of its neighbors. We have following possibilities:

38



Sec. 2.4 Data Collection Mechanism

1. Both F; and Q; are empty: In this case, the MAC layer of node 7 will ask the appropriate
upper layer to sense data and provide it with a new packet®. This packet is then
attempted a transmission.

2. At least one packet waiting to be forwarded: In this case, node i will do the following:

(a) with probability 1 — f;, ask the appropriate upper layer to sense data and provide
it with a new packet. This packet is then attempted transmission.

(b) with probability f;, forward the head-of-line packet waiting to be forwarded.

We assume that the queue Q; is always nonempty, i.e., nodes make new measurements as soon
as the older ones are transmitted. Note that this kind of model with assumption of saturated
nodes are intended to provide insights into the performance of the system and also helps study
effects of various parameters. This particular setting favours nodes that are far away from the
sink as the probability of having an empty queue is larger than the nodes closer to the sink.
They probably do not have any or a small of traffic to forward, this mechanism can help these
nodes to sense the extremeties of the deployment area in a better way.

2.4.5 An Example

Counsider a 4-node wireless sensor network shown in Figure 2.3. Node 0 is the common destina-
tion for all the data generated by the other three sensors, labeled 1,2,3. All the transmission
in the network is done only by these sensor nodes; the job of node 0 is to receive data sensed
at these sensor nodes. To begin with, we assume that node 3 can not directly transmit to
the destination node 0. Node 1 and 2 can communicate with node 0 but not with each other;
Node 3 can communicate with both, node 1 and node 2.

The time is slotted and the sensor nodes use CSMA/CA like random access mechanism,
supported in 802.15.4 [34], for transmission of their data; if node i has a packet to be trans-
mitted, ¢t attempts o transmission in a slot with some given probability «;. We will assume
that the packet generation process at node 4 is Bernoulli with packet generation probability”
Ai-

Node 1 and 2 transmit directly to node 0, but one has to decide on the path that packets
from node 3 will follow. There are various options for this:

1. either all the packets generated at node 3 will be transmitted to node 1, or to node 2, or

2. for each packet transmitted by node 3, the next hop node is chosen randomly, for exam-
ple, a packet transmitted from node 3 goes to node 1 with probability 0.3 and to node
2 with probability 0.7.

5The Application layer will only provide MAC layer with a packet, if some data has already been sensed
that has just not reached MAC layer. Since, the time required to sense a new packet and its arrival to MAC
queue largely exceeds one transmission slot time, it is not possible to always have activity in the network. For
those applications, which require nodes to sleep, this mechanism works optimally in a sense that nodes wake
up, attempt to transmit even if MAC queue is empty, and then go back to sleep.

"Such models were frequently used in context of Packet Radio Network (PRN) literature in the 70's and
80’s, see for example [33]. We will see later that for WSNs where MAC layer can be allowed to control the
application layer, one can achieve better results compared to those in PRNs where application layer operates
independently of the MAC layer.
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Figure 2.3: Network Configuration

3. for each packet transmitted by node 3, the next hop node is decided using some cost
functions such as energy state of the receiving node, etc.

For this example, we will assume the first option (of course, it is a special case of the second
option); we will allow for the second more general option when we come to optimal routing.
Traffic splitting method as provided by the second option were also used in PRNs [33]. We
will also assume that each packet from a node is attempted transmission till it is successfully
received by the intended destination. A transmission is successfully received by a node if it
is seeing no other transmission and the node is not transmitting. For cases where one allows
for possibility of dropping a packet after it has incurred some number of collisions will not be
considered in this chapter for simplicity; the relevant equations can be found in Section 2.5.3.

Assume that all the packets from node 3 use node 1 to reach node 0. In this case, let m;
denote the steady-state probability that node i has a packet to be transmitted in a slot. We can
then write down the following approzimate equations for the stable system (formal derivation
of these equations can be found in [33]).

7T1041(1 — 7T20é2) = AN+ A3
7T2042(1 — 7T10é1) = )\2
7T3043(1 — 7T1a1) = )\3 (2.2)

These equations are approximate because they are derived under a strong decoupling
assumption. For stability of all the queues in the network, we need to choose «;’s such that
the above system of equations (in m;’s ) gives us a solution (71, mo,73) € [0,1)3. The stability
condition under which above relations are valid are

041(1—(12) > )\1 +)\3
042(1 — al) > A
043(1 — al) > A3 (23)
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Clearly, for a given sampling rate A\;,¢ = 1,2, 3, there will exist many possibilities of the
channel access rates that give a stable system. These conditions are actually very different
from the one proposed in [33]. In fact, a simple counter example can be given under which
the conditions of [33] implies stability, while the system is not stable.

This system is not analytically tractable for the queueing delays. Various approximate
analysis can be found in [33] and its references. Because of this reason, the extra degree of
freedom that one gets in the parameter «; is hard to utilize properly as the correct dependence
of the system performance (for example, the queueing delays at various nodes) is not known.
An instance of this difficulty is that the system of rate balance equations (2.2) are not valid
for all values of ;. In fact, the discrepancy between the actual system performance and that
obtained from using (2.2) can be as large as 50%. The delay equations provided in [33] and
references therein are based on (2.2) and for this reason, these expressions perform poorly for
a broad range of parameter® a;.

This is clear from the relations in (2.2), which implies that as long as the system is stable,
we can solve the rate balance equations in (2.2). Since these equations depend on m; and «;
only via m;cy;, in the stable region, this product m;; will remain unchanged (w.r.t. changes
in «;). Hence we are tempted to conclude that there is an extra degree of freedom in «; that
can be employed without changing the end-to-end delays.

Further, this model was justified in the standard OSI-like model where one did not aim at
cross-layer optimization and where the application layer (the sampled voice packets source)
was not in control of the MAC layer. If one likes to minimize the expected delay on a node,
one way would be to control the arrival of packets from node’s own sensing mechanism. One
such example that we will be considering (or, proposing) in this thesis is the following:

A sensor node gets a new packet from the application layer only if it decides to transmit
in a slot but finds the transmit queue empty. As is the case with random access, sensor node
¢ decides to attempt a transmission with probability a;. We will call this system the closed
system and the first system with layered architecture the open system.

For the Closed System model, the throughput of nodes 2 and 3 are

)\2 = (9 (1—0&1)

24
)\3 = Q3 (1 — 041) ( )
Using these, the throughput of node 1 is
At =ai(l —az) — A3 (2.5)
The stability condition is
041(1 — 042) > 043(1 — 041) (26)

The expected number of packets at the three nodes are

8We remark here that our present observations are not aimed at questioning the significance of [33] and
the related work from PRN literature. Most of these studies never aimed at tuning the parameters «;, and
since they assumed relatively small values of «; which were fixed a priori, most of the time in their work the
decoupling approximation leading to (2.2) was good. In our work, however we are trying to get the best system
performance, hence need to tune the parameters «; optimally, so that a correct/accurate analytical model is
required for all possible values of a;’s .
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T, = £0
(1=p)L—=p+po)
T, = a
T3 = 1 (27)
where (1 )
— 1) + a1
_ 2.8
Po (1~ ) (2.8)
and a )
— 1 )ag
= /79 2.9
= =) (2.9)

‘The expected delay at each node are easily obtained using Little’s Law as D; = % fori =23

and Dy = %ﬁ/\g It is to be noted that these formula are exact, unlike those in the layered
system, where the delay expression available in literature are approximate [33].

The mean node delay at the three nodes in the two systems for A; = 0.1 as obtained from
discrete event simulations (for open system) and analysis (for closed system) are shown in
Table 2.1 and 2.2. The mean delays for the three flows are thus obtained to be:

Table 2.1: Node level Delays
[ Node— [ 1 [ 2] 3]
Open system || 3.52 | 2.80 | 1.45
Closed system || 0.56 | 2.30 | 2.30

Table 2.2: Flow level Delays
[ Flow— [ 1 ] 2 ] 3]
Open System || 3.52 | 2.80 | 4.97
Closed System || 0.56 | 2.30 | 2.86

The mean delays for the closed system were obtained using simple formulae given before in
(2.7). For the Open system, since the delay expressions available in literature are approximate,
we developed a discrete event simulator to find these delays. The mean delay for the open
system was obtained as follows: the simulation was run using different combinations of «;
spanning the stability region of the system. The delay vector provided here is the one which
was closest to the origin in terms of Euclidean distance compared to all the other delay vectors
obtained by varying «;.

Observations from the toy example:

1. The values of a; for Open system that gives the best performance are very large, thus
implying waste of resources due to frequent collisions.

2. Clearly, the flow delay is significantly reduced in the Closed system, while using a mod-
erate? value of «;.

“These values are obtained using (2.7). By moderate, we mean, a value that is sufficient to cope with the
given load on the transmit queue. Its detailed behavior will be presented in Section 2.7.
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3. In Open system, one needs to tune the value of a; in order to get the best delay per-
formance; this may not of much use because the Closed system is giving better results
compared to the best result from Open system. Thus, an optimization over «; in the
Open system is not justified. The exact delay expressions are not known. The approx-
imate expressions used in literature are valid only for small values of «; whereas the

optimal point is obtained for large /s, for which the available approximation has been
shown to perform poorly.

For the Open system, we will assume a given set of channel access rates. We will see that the
routing algorithm is able to select a good operating point that guarantees stability (as long
as such a point exists for the given value of channel access probabilities).

2.5 Stability Analysis

2.5.1 Open System

We give the correct stability condition for the Open system (introduced in Section 2.4) where
the data sampling process is independent of the transmission scheme.
Lemma 1: The minimum rate at which a node can serve its transmit queue is

pi=aiy dij(l—a) [ (1—aw). (2.10)
JEN; keN,\ (i}

Proof: To prove Lemma 1, we consider a simple sensor network as shown in Figure 2.4.

Figure 2.4: An example Network Topology

We define events:

A: node ¢ transmits a packet in a given slot;

A€ node i does not transmit a packet in a given slot;
B: node j transmits a packet in a given slot;
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B¢: node j does not transmit a packet in a given slot;

C': node k transmits a packet in a given slot;

C*: node k does not transmit a packet in a given slot.

The conditional probability that node ¢ makes a transmission attempt and which is received
correctly at node j is given by:

P(ANB¢NCe)

— P (AN[BS (mkc,j(”) + BS (mkc,j@)) +o B (nkc,j(”) )

for 1 < j5 < J, where C’,j(l) means fornodej = 1, all the other k neighbors of j are not
transmitting.

=P AN BS <ka,j(j))
7

—PA)P [ B (nkcg(j))
J

=PA)Y_ (P(B) ] P©@p

JEN; keN;\{i}
=a; Yy ¢ij(1—0y) J[ Q-
JEN; keN;\{i}
where
P (A) = «y,
ZP(B]C') = Z (1_O‘j)’
JEN; JEN;
[I ren= TI G-ow.
keN;\{i} keN;\{:}

Also, ¢; ; > 0, when N; ; = 1. In practice, we need to verify that the probabilities ¢; ; are
strictly positive for all the feasible routes to ensure that we are able to probe for a change in
state of all the available routes.

Lemma 2: The minimum reception capacity of node ¢ is

Yi = (1 — Oéi) Z @j,iaj H (1 — Ozk) . (2.11)

JEN; keN;\{j}

Proof: The reception capacity of a node ¢ can be identified by the conditional probability
P(A°NBNCY
= P (A0 By (") 4 By (i) Lt By (e )
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for 1 < j < J, where C’,i(i\{l}) meansthat for node j = 1, all the other k neighbors of ¢ are
not transmitting.

=P [ A°nN ZBj (mkcz(i\{j}))

J

=P (A9 P Z Bj H Cg(i\{j})

JEN; keN:\{j}

=Py Y (PBy I P@

JEN; keN:\{j}
= (1 — Oéi) Z (JSj,Z‘Oéj H (1 — Oék) .
JEN; keN;\{s}

where

P (A% = (1 - ),

> P(B) =" ¢

JEN; JEN;
I[I rPecH= I a-an.
keN\{} keN:\{j}

The explanation for ¢;; here is similar as in the proof of Lemma 1.
Let the total arrival rate into the transmit buffer of node i be denoted by a;. If all the
transmit queues in the network are stable, then the following relation is obtained for as
Lemma 3: The arrival rate into nodes are given by the fixed point equation

@ =X+ bi(a; AN+ ) A wy) (2.12)
J

where A represents the minimum of quantities that appear in (2.12).

Now, we present the stability condition for the system under consideration. This is signif-
icantly different from that obtained in the PRN literature [33].

Lemma 4: The transmit queue at node 7 is stable if

D bii i) | Api>a (2.13)
JEN;

Lemma 5: If all the nodes in the network are stable, then

ai =X+ Y $jia; (2.14)
J
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2.5.2 Closed System with Single Transmit Queue

We now consider a sensor network in which there is a strong coupling between the channel
access process and the sampling process (introduced in Section 2.4). This approach has the
advantage that one does not need to find an optimal sampling rate all over again on chang-
ing the channel access rates. The coupling automatically requlates the sampling process for
any change in the channel access process. Further, we can perform an ezact stability and
delay analysis for this system (as opposed to the open system where the available analysis is
approximate).
Lemma 6: The stability condition for the transmit queue at node i is

i 32 big (L= a) [Teeny iy (0 — k) > (1= i) 32 duiou [ ey (1 — o) (2.15)

Lemma 7: The average data generation rate at node 7 is

Ai =i 325 iy (1= ag) [Trenp iy 1 —an) = (1 —ai) 32 dricu [Tpeny oy (1 —ar)  (2.16)

In practice, since we are assuming a pre-specified average data generation node at each
node, we will be provided with a vector A = (Aq,...,A\n). For this vector, we need to find
values of o’s and routing so that the average delays of the flows are minimized.

Lemma 8: The average delay at the transmit queue of node i is

1) Zl ¢l7i =0:

Delay at node i = D; = Zj:,

3z22¢i,j(1_aj) I[I a-ap. (2.17)

keN;\{:}

Proof: If >, ¢;; = 0, then node ¢ has no traffic to be forwarded. The Markov chain of
the number of packets in the transmit queue is shown in Figure 2.5.

f"__

N TN

V<
\‘x___._,/}‘{h - k< /

| — (5 I [ ECH e — I—r| LR

Figure 2.5: Markov chain for the expected number of packets at node i, case 1: ), ¢;; = 0.

so that, we have the following system of equations

1—s;
0 (1—Si) =TmS; = M1 = 271'0
S
0
=>m+m=—=1
S4

=>7m9=38;,=>mT=1—35;
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Hence expected number of packets in the transmit queue of node ¢ is 1 — s;. Using Little’s

law, the expected delay is

Dizl_Si

;S
since the effective arrival rate into node i’s queue is «a;s;.

2) Zl (25171' >0:

Po

D= ) U —p) (it N

where

i=0—)> i [ (1=
.

keN\{i}

(2.18)

(2.19)

(2.20)

Proof: If ), ¢;; > 0, then the transmit queue of node ¢ can contain more than one packet
at a time. The Markov chain of the number of packets in node #'s transmit buffer is given in

Figure 2.6.
e N S
r" oD 23 N
[0 ) [ 1) 2 |
N NS N/ N
h"'\-\_\_ LIy _,_.-""’ff "&_._l__ o llj-:,‘___/"

e S — _—

Figure 2.6: Markov chain for the expected number of packets at node i, case2: ), ¢;; > 0.

where
po1 =g (1 —s;) + 1
Pnn+1 = ¢z'7 fOT’Tl >1
Pnn—1 = ;s;, forn>1
we define

a; (1 —s;) +

;S

po =

and p = % Then m = pomo, and 7,11 = pmy = pop™mo for n > 1

o
_ 14 pg —
:>7To+7roz,oo,o" 1:1,:>7T0 (%) =1
n=1 p
1_10 n—1
=>n)= """, Tp = y
0 T+ p0—p n = PoP 0

So the expected number of packets in node ¢’s transmit queue is then

[o¢] 8 o
> npop" o = P05 > oo
n=1 P n=1
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_ _pomo  _ Po
(1-p? (@=p)(A+po—p)

The expected delay at node i’s transmit buffer using Little’s law is then

Po
(1=p) (I +po—p) (Wi +Ni)

2.5.3 Closed System with two Transmit Queues

We, now, give the correct stability condition for our closed system with two transmit queues.
It is to be noted that this system can also be thought of as the one in which the sensor node
always have a backlog of their own sampled data. We fix a node ¢ and look at its forwarding
queue F;. It is clear that if this queue is stable then the output rate from this queue is equal
to the input rate into the queue. The only issue to be resolved here is to properly define
the output rate. This is because, owing to the bound M on maximum number of attempts for
transmission of any packet, not all the packets arriving into F; may be successfully transmitted.
Therefore, the output rate is defined as the rate at which packets are either successfully relayed
or dropped due to excessive number of collisions. We start by obtaining the detailed balance
equations, i.e., the fact that if the queue F; is stable, then the output rate from queue F; is
equal to the input rate to this queue. Let

si= Y ¢ii(l—ay) [ (1—ax) (2:21)

JEN; keENj\;
be the probability that a transmission from node i is successful'®. Also let

M
Ei=> m(l—s)" " si+M(1—s)M

_ 1=(=s)™ (2.22)

Si
be the expected number of attempts till success or M consecutive failures of a packet from
node 1.
Proof: From theory, we have that Z%:l (1—s)" s =1 — (1—s;)™. Taking the
derivative of L.H.S and solving, we get

M
= |:(1 — m) (1 — Si)m_2 S; + (1 — Si)m_l]
m=1
= A =s) s = m (L= s) ™ s+ o (=)™

Similarly, the R.H.S gives us M (1 — s;)™ . Multiplying both sides by (1 — s;) and solv-
ing, we get

St (L= )™ sy = S m (1= )" sy + 2y (1= s0)™ = M (1= ;)"

0Tt is to be noted that the s; in (2.21) is different than the s; in (2.17). Both represent successful transmission
probabilities. In this system, when we refer to s;, we will be referring to (2.21).
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SM. m(1—s)" s+ MA—s) =M (1 —s)™" s+ XM (1 —s)™

s (1— (1—si)M) F(1—s) <1 —(1—si)M)

Si

1—(1—s)™
54
The proof is complete.
Lemma 1: For a given routing, let m; denote the probability that a node ¢ has packets
to forward, then the long term average rate of departure of packets from node ¢'s forwarding
queue is

WiaifiEi. (2'23)

Proof: Let 7; be an indicator function which is unity if F; is nonempty. Let I; be an
indicator function that 73 = 1 and a transmission is made from F; (it can be a success or a
failure). Then the output rate from F; of packets is then

lim — Z[l lim le[l

t—oo t t—>oo t—o00 Zt 1 T’l

Since we are working under assumption that node ¢ attempts forwarding of any packet at
most M times, we have, with probability one,

Zfll

lim = q; fi E;

t=o0 3 T
Also, with probability one,
t
> T

lim ==— =mr,.
t—o00 t

Clearly, the long term output rate from the queue F; is, with probability one,

lilell—l Zf=1 lel

t—o00 t—o00 t t—>oo Zt 1

= mio fi &

The proof is complete.
Lemma 2: The long term average rate of arrival of packets into Fj is

> bjilayEj) (2.24)
JEN;

The proof for average rate of arrival is straightforward in the sense that ¢ can only receive
packets from j,j € N;. ¢;; is the amount of traffic on link (j,7). «; is the probability with
which j is transmitting and E; is the expected number of attempts of packet till success or
M consecutive failures.
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Proposition 1: In the steady state, if all the queues in the network are stable, then for
each ¢

maifiEi = Z (ﬁjﬂ' (ajEj) (2.25)
JEN;

Proof: If the queue F; is stable, then the rate of arrival of packets into the queue is the
same as the rate at which the packets leave the queue. Let w;; = W and y; = 1—m; f;
(transmission probability from @;). Note that w; is independent of f;, j € A;, and depends
only on the «; and routing.

In the steady state, if all the queues in the network are stable, then we can write for each

L—yi= Y wy (2.26)

JEN;

The relation of eq. (2.26) has some interesting interpretations. Some of these are:

The Effect of f; : The quantity y; = 1 — m; f; is independent of the choice of f;, j € N;. Tt
only depends on the routing and the value of «;.

Stability: Since the values of y; are independent of the values of f;, j € N;, and since we
need m; < 1 for the forwarding queue of node i to be stable, we see that for any value of
fi € (1 —y;, 1), the forwarding queue of node ¢ will be stable. Thus we obtain a lower bound
on the weights given to the forwarding queues at each node in order to guarantee stability of
these queues. To ensure that these lower bounds are all feasible, i.e., are less than 1, we need
that 0 < y; < 1; y; = 0 corresponds to the case where F; is unstable. Hence, if the routing
and a;s are such that all the y; are in the interval (0,1], then all the forwarding queues in
the network can be made stable by appropriate choice of f/s. Now, since y; is determined
only by routing and the probabilities a;s, we can then choose f; (thereby also fixing 7;, hence
the forwarding delay) to satisfy some further optimization criteria so that this extra degree of
freedom can be exploited effectively.

Throughput: We see that the long term rate at which node ¢ can serve its own queue
is o; (1 — m;f;) = ayy;, which is independent of f;. Also, the throughput, i.e., the rate at
which the packets reach the destination, i.e., w; = Zj ¢jiajF; is independent of f;. Similarly,
the long term rate at which the packets from the forwarding queue at node ¢ are attempted
transmission is m;a; f; = o (1 — y;), which is also independent of the choice fj, j € N;.

Throughput-Stability Tradeoff: In the present case, we can tradeoff throughput with sta-
bility and not directly with delay. Let m; f; = ¢, if ¢ > 1, Vi simultaneously, the system is
unstable. We know that the throughput at node i is 1 —m; f;. Then, if a node tries to maximize
its own throughput, it is actually minimizing ¢, thus trying to stabilize the system. This is an
interesting property in itself.

Choice of f;: Assume that we restrict ourselves to the case where f; = Py, Vi. Then, for
the stability of all nodes, we need that

Py >1—miny;. (2.27)

Since the length of interval that f; is allowed to take is equal to y;, we will also refer to y;
as the stability region.

50



Sec. 2.6 Routing Algorithms for Different Systems Under Consideration

Energy-Delay Tradeoff: For a given set of a;s and routing, the throughput obtained on a
route R; is fixed, independent of f;. Hence, there is no throughput-delay tradeoff obtained
by changing f;. However, we do obtain energy-delay tradeoff. For a given stable routing, we
need f;, which will determine 7;. Clearly, f; represents the forwarding-energy'' and m; gives a
direct measure of delay. Therefore, the service rate given to F; determines the ezact energy-
consumption and delay for relaying, and hence, we can perform an ezact analysis of the effect
of different network parameters on performance in multi-hop WSNss.

2.6 Routing Algorithms for Different Systems Under Consider-
ation

If the traffic split is not allowed, the objective of the distributed routing algorithm would be
to find the shortest delay path between any given source and the fusion center. However, one
may allow for traffic split and then try to route the traffic, hoping for a better performance
(as the situation without traffic split is a special case of traffic splitting). Under this added
freedom of traffic splitting, the routing algorithm is expected to put traffic of a node on
those routes for which the delays are smallest and equal. This is what is well known as the
Wardrop equilibrium. We propose a stochastic approximation algorithm based on a distributed
algorithm to converge to a Wardrop equilibrium. This algorithm is actually an adaptation of
the algorithm already proposed in [29] to our system for which we can prove convergence to
Wardrop equilibrium.

2.6.1 Open System

The algorithm here is essentially the same as in [29], i.e., nodes iteratively keep updating the
one-hop routing probabilities based on the delays incurred for every possible path.

Let ¢(n) denote the traffic splitting matrix at the beginning of the n** time slot. Node i
does some computation to update the it" row of this matrix. Let Y*(n)(Ry 1 = i) be the new
value of the delay of a packet sent by sensor ¢ through route k(i = Rj,1). Node i keeps an
estimate of the average delay on route k.

yFn+1) = (1 —a)y*(n) +a¥*(n). (2.28)

The average delays in (2.28) are calculated to mitigate the effects of route changes based
on a very small change in delay. Further, after calculating the expected delays at the start of
a time slot, each node adapts its routing probabilities to the new expected delays as follows,

61 Ri2(n +1) = (1= b)65, Rieo(n) + b (Ccrcpim,,—i ¥ (0)6is Ria(n) — ¥ (n))  (229)

Proof of Convergence to Wardrop Equilibrium: We will assume that the learning
parameters a and b are such that ¢ < b. This brings us in the two-level stochastic approx-
imation algorithm framework and, following standard results [49], the update of the traffic
split will see the average delays ' as static so that the effect of the second update will be
that all the traffic from node i will be directed to the smallest delay route. The algorithm for

"Since, this is the exact amount of resource dedicated to the forwarding traffic and represents its direct
measure. Also, f; is indirectly related to delay.
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updating the delay estimates over route will thus see no effect of the dynamics of the second
update scheme except that the statistical properties of the random variables will come from
the splitting vector in which each node directs all its traffic on one of the possible routes from
the node to the fusion center; note that in general different nodes will be choosing different
routes. Thus, by the standard o.d.e. approach to stochastic approximation algorithms [49],
the delay updating algorithm will behave like an autonomous ODE. The convergence of this
differential is guaranteed using arguments similar to those used in [51]. Since the point of con-
vergence satisfies the defining condition of the Wardrop equilibrium, the proposed algorithm
will converge'? to the Wardrop equilibrium. Note that this convergence is for the average of
delays, this is what we mean by Cesaro-Wardrop equilibrium.

2.6.2 Closed System with Single Transmit Queue

The updates for this system are going to be the same as that for the Open system. The only
new complication here is that one needs to tune the channel access rates, /s, also in order
to guarantee the long term average data sampling rate. This is easily done because the nodes
know (or, can estimate) the statistics of the traffic they are getting from the other nodes and
also the success rate of its own transmissions to various neighbors. Using this estimate a node
can easily tune its channel access rate to guarantee itself a preset data sampling rate.

In each time slot, i*" sensor tries to hold channel for transmission with probability a;. If
the node tries to hold channel in a time slot, it either succeeds in transmitting or fails. If the
node succeeds, then if the packet transmitted can be the one which is generated at the current
node or it may be the one which the node received from any of the neighboring nodes. Let
n (k) be the number of slots in which node has successfully transmitted a packet generated by

itself in total k slots. )\i-€ = @ is the rate of transmission node is able to provide in the k"
slot.

AF = # (2.30)
ot = max {min [af +c ()\Z- - ):f) ,1] ,0} (2.31)

Where c is a positive learning parameter. Delay and routing probability learning will
remain as was in the Open System.

2.6.3 Practical Considerations

Here, we will discuss some of the practical aspects of our proposed algorithm. Delay estimation
of paths by a node in every slot can be done by having power of the sink so large that it can
reach all the sensors in one-hop. Therefore, the sink can acknowledge all the incoming packets
such that the sensors will directly get estimation of the delay incurred by their packets.

2.7 Simulation Results

We consider a 6-node sensor network shown in Figure 2.7. It can be easily seen that ¢1 o =
$30 = ¢50 = 1, node 0 being the common destination for all the packets generated in the

121t is, hence, shown that the proposed distributed algorithm provides the optimal delay that is achievable
based on traffic dynamics.
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network. The other available routes could also be used for nodes 1, 3, and 5. But, we were
more interested in clearly demonstratign the traffic split and routing probabilities. The routing
algorithm thus has to find appropriate value of ¢o5 and ¢4 3 in order that the traffic flow in
the network corresponds to a Wardrop equilibrium.

o3

ge=jo DI

1

o) (1) [ —m

@
AT

Figure 2.7: Network Simulated for Stability

Apart from a demonstration of the convergence of the proposed algorithm, we will see in
this section that the data sampling rates that a network can support using the Open archi-
tecture is wery small. This is essentially because of the stability constraints on the channel
access rates. On the other hand, the Closed system can support higher data sampling rates
because of the fact that it is essentially self-regulating, guaranteed to be stable while main-
taining large data sampling rates; this is because a node generates a new packet only if it
has no other packet in the queue. This however does not mean that the Closed system can
support arbitrary data sampling rates.

We have implemented the Open and Closed system as an application layer module in
TinyOS [52]. TinyOS is an open-source operating system designed for embedded WSNs. It
features a component-based architecture which enables rapid innovation and implementation
while minimizing code size as required by the severe memory constraints inherent in WSNs.
The sensor network model under consideration is shown in Figure 2.8. The sensor nodes
sample the data at a predefined rate, A;s. The sampled data is sent to the MAC queue for
both open and closed system according to the explanation given earlier in Section 2.4. The
transmit queue of node ¢ can have at most one packet in the transmit queue that was generated
at node 7. It can however have multiple packets in the transmit queue to be forwarded, i.e.,
those packets that were initially generated at some other node, and have arrived at node i
to be forwarded to some other node. Therefore, we need not implement two-queues at the
MAC layer for sensor nodes for prioritizing traffic. At simulation start up, the nodes learn

53



Chap. 2 Cross-Layer Routing in WSNs

the network topology and built routes toward the fusion center (sink, node 0). The fusion
center is also a sensor node which has 0 sampling rate. This learning process, which depends
on the network topology for the given network in Figure 2.7, can take up to 50 — 70 seconds
for larger topologies. The routing layer is initiated with the minimum-hop routing, which is
updated during the network lifetime according to the algorithm proposed in Section 2.6. In
this section, we present the numerical results once the neighbors are discovered and routes
are established toward the fusion center. We have utilized the TOSSIM simulator of TinyOS
to validate our proposals. All simulation run for 1000 seconds. The results presented in this
section are the average over several simulation runs.

APPLICATION

- Source Desltination
- (Fusion Center) r---

Figure 2.8: Sensor network architecture. — represents the flow of packets from the source
to the destination. The forwarding sensor network receives a packet and queues into the
forwarding queue at the MAC layer. The routing layer does not buffer the forwarding traffic.

2.7.1 Open System Stability

In Figures. 2.9 and 2.10 we plot, against the slot number, the average delays on the four routes
2—-5—-0,2—-1—-0,4—3—0,and 4 — 1 — 0 for the open system. The data sampling
rates were set at A\ = Ao = A3 = Ay = A5 = 0.2. Note that the data sampling rates are small.
We were forced to select small data rates in order to guarantee stability of the nodes in the
network. The channel access rates were set to o; < 0.2 for i =1,..., 5.

Observations

1. The delays on routes 2 — 5 — 0 and 2 — 1 — 0 are very close to each other, with a
very fast convergence. Similarly for routes 4 — 3 — 0 and 4 — 1 — 0. This shows that
the algorithm succeeds in achieving a Wardrop equilibrium.

2. Note the high value of delay on routes 2 — 1 — 0 and 4 — 1 — 0 even for the moderate
(or, very small) load on the system.

3. The delays on different routes are sensitive to the channel access probabilities. Thus,
there is a need for carefully tuning the channel access probabilities. In Figure 2.9 and
2.10, we also see the convergence to a load-balanced regime (equal delays on all the
possible routes from a particular source).

54



Sec. 2.7 Simulation Results
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Figure 2.9: Delays incurred on routes 2 — 5 — 0, 2 — 1 — 0 for Open System. Where
A=A =A3=XN=X=02

2.7.2 Closed System Stability

Simulation results for the closed system are presented in Figure 2.11 and 2.12. The data

sampling rates were set at Ay = A2 = A3 = Ay = A5 = 0.2. Nodes were expected to adapt

their channel access probabilities based on the optimal traffic split used by node 2 and 4.
Observations

1. The delays on routes 2 — 5 — 0 and 2 — 1 — 0 are very close to each other, with
a fast convergence. This shows that the algorithm succeeds in achieving a Wardrop
equilibrium.

2. For routes 4 — 3 — 0 and 4 — 1 — 0, the delays are also close to each other, with a
fast convergence. This shows that the algorithm is successful in achieving a Wardrop
equilibrium (equal delays on all the possible routes from a particular source).

3. Note the small value of delay on routes 2 — 5 — 0 and 4 — 3 — 0 even for moderate
(or, very small) load on the system. This is to be compared with the corresponding
values shown under the results for open system where the delays on these routes were
higher even though the average data sampling rates were significantly smaller. Thus, in
comparison with the open system, the closed system provides better performance.

We simulate another 6-node sensor network shown in Figure 2.13 to demonstrate the results
on routing. The only difference with the first network is that we have a different routing setup
but its logical representation is the same. It is easily seen that ¢19 = ¢30 = ¢50 = 1, node
0 being the common destination for all the packets generated in the network. The routing
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Figure 2.10: Delays incurred on routes 4 — 3 — 0, 4 — 1 — 0 for Open System. Where
A=A =A3=XN=X=02

algorithm thus has to find appropriate value of ¢o5 and ¢4 3 in order that the traffic flow in
the network corresponds to a Wardrop equilibrium.

2.7.3 Open System Routing

In Figure 2.14 and 2.15 we plot, against the slot number, the average delays on the four routes
3—42—-0,3—-1—-0,5—4—0, and 5 — 1 — 0 for the open system. The data
sampling rates were set at A\; < 0.2, for ¢ = 1,...,7. Note that the data sampling rates are
small. We were forced to select small data rates in order to guarantee stability of the nodes
in the network. The channel access rates were set to a; < 0.2 fort=1,...,7.

Observations from Open System

1. The delays on routes 3 — 1 — 0 and 3 — 2 — 0 are very close to each other, with a
very fast convergence. Similarly for routes 5 — 4 — 0 and 5 — 1 — 0. This shows that
the algorithm succeeds in achieving a Wardrop equilibrium.

2. Note the high value of delay on routes 3 — 1 — 0 and 3 — 2 — 0 even for moderate
(or, very small) load on the system.

3. Figure 2.15 shows the delay obtained by varying the channel access rates to a; = 0.1
for i = 1,...,5, and \'s remaining the same as earlier. The estimated delays show the
sensitivity to channel access probabilities. Thus, there is a need to carefully tune the
a}s. In Figure 2.15, we also see that convergence to a load-balanced regime (equal delays
on all the possible routes from a particular source) is violated by changing the ajs. As
we will see later, this is not a problem in the closed system because the system adapts
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Figure 2.11: Delays incurred on routes 2 — 5 — 0, 2 — 1 — 0 for Closed System. Where
AM=X=X3=M=X=02

its channel access probabilities to meet the target traffic and there is no need of further
tuning this parameter.

4. The delays on different routes are also close to each other, with a fast convergence. This
is also reflected in the traffic split obtained by the algorithm, as in Figure 2.16 we see
that node 3 uses node 2 a little less than the other available route because of smaller
delay on 3 — 1 — 0. Similarly, node 5 also use 5 — 1 — 0 more than 5 — 4 — 0
because of smaller delay on the former. It is also interesting to note that the traffic split
obtained in this figure is proportional to the delays on different routes in the network,
i.e., ¢392 is very close to 0.5 due to a smaller difference in estimated delays on routes
3—1—0and 3 — 2 — 0, whereas, ¢s4 is not due to relatively large difference in the
estimated delays on routes 5 — 1 — 0, 5 — 4 — 0. This is Wardrop equilibrium where
a slightly higher delay path is less used i.e., the +ve value of traffic on alternate route
is imposed by the algorithm to ensure that all the alternatives are probed often enough
to cope up with a change in traffic patterns.

2.7.4 Closed System Routing

Simulation results for the closed system are presented in Figure 2.17, 2.18, 2.19, and 2.20.
The data sampling rates were set at A\10.1, = Ay = 0.2, A3 = 0.1, Ay = 0.005, A5 = 0.1, A\g =
0.1, A7 = 0.1. Nodes were expected to adapt their channel access probabilities based on the
optimal traffic split used by node 3 and 5.

Observations from Closed System

1. The delays on routes 3 — 1 — 0 and 3 — 2 — 0 are very close to each other, with
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Figure 2.12: Delays incurred on routes 4 — 3 — 0, 4 — 1 — 0 for Closed System. Where
AM=X=X3=M=X=02

a fast convergence. This shows that the algorithm succeeds in achieving a Wardrop
equilibrium.

2. For routes 5 — 1 — 0 and 5 — 4 — 0, the delays are also close to each other, with a fast
convergence. This is also reflected in the traffic split obtained by the algorithm, as in
Figure 2.19 we see that node 5 uses node 1 for most of its traffic, thus obtaining smaller
delay. This is again Wardrop equilibrium where the higher delay path is not used (the
small +wve value of traffic on route 5 — 4 — 0 is imposed by the algorithm to ensure that
all the alternatives are probed often enough to cope up with a change in the network).

3. Note the small value of delay on routes 3 — 1 — 0 and 3 — 2 — 0 even for moderate
(or, very small) load on the system. This is to be compared with the corresponding
values shown under the results for open system where the delays on these routes were
higher even though the average data sampling rates were significantly smaller. Thus, in
comparison with the open system, the closed system provides better performance.

4. Figure 2.20 shows that the algorithm is also able to adapt the channel access rates in
a distributed fashion. It can be checked that the values of a)s converged-to by the
algorithm indeed are just enough to serve the traffic offered to the different nodes.

In the above analysis, we have only presented results on the performance of our distributed
routing algorithm for both open and closed systems. We, now, consider a randomly deployed
sensor network with 50 sensor nodes. There is only corner-sink which is the representative of
data collection in the network. Sensors transmit their readings in a multihop fashion towards
this sink. The sampling rate of all the nodes is a random variable uniformly distributed
between 0 and 0.2. The channel access rate of all the nodes is set according to their sampling
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rates. The simulation runs for 3000s and the sampling vector is changed every 100s to see the
impact of traffic pattern change on the performance of closed system. Figure 2.21 displays
individual node delays over time w.r.t change in the sampling rate. It can be easily seen,
for each node in the network, that the delay does not change much due to a change in the
traffic pattern over time. The coupling in the closed system automatically requlates the delay
by adapting its own sampling process to the change in network dynamics. The last degree
of freedom, i.e., the channel access rates are also adapted using the proposed optimization
criteria. The CDF of the estimated delay in the network is presented in Figure 2.22.

2.7.5 Closed System with Two Transmit Queues

We, again, consider the 6-node sensor network shown in Figure 2.13. We consider this simple
network to clearly demonstrate the stability region in closed system with two transmit queues.
The transmit queue of node ¢ can have multiple packets in the transmit queue (both @Q;,i.e,
self generated, and Fj, i.e., those packets that were initially generated at some other node, and
have arrived at node i to be forwarded to some other node). Therefore, we need to implement
two-queues at the MAC layer for sensor nodes for prioritizing traffic (based on the appropriate
weights given to @; and F;). We have implemented the Closed system with two-queues as
a cross-layer (application-mac) module in TOSSIM [52]. The routing layer is initiated with
the minimum-hop routing, which is updated during the network lifetime according to the
algorithm proposed in Section 2.6. In this section, we present the simulation results once the
neighbors are discovered and routes are established toward the fusion center. All simulation
runs for 108, seconds.

We present in Table 2.3, the results on stability region and throughput for sensors 1, 2,
and 4 as sensors 3 and 5 do not forward any traffic and y; for ¢ = 3,5 is set to 1.

In order to demonstrate the results on delay-and-stability together using a closed-system
with two-queues, we have implemented a 50-nodes sensor network with a common sink. In
Figure 2.23 we plot, against the slot number, the average delays for our closed-system with
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Figure 2.14: Delays incurred on routes 3 -1 —0,3 -2 —-0,5—-1—0,5—4 — 0 for
open system. a; = 0.2, ag = 0.15, ag = 0.1, a4 = 0.2, a5 = 0.2, \; = 0.01, Ao = 0.01, A3 =
0.04, Ay = 0.05, A5 = 0.05.

two-queues and single-queue system. The data sampling rates were set at \; < 0.1, Vi. Note
that the data sampling rates are small. We were forced to select small data rates in order to
guarantee stability of the nodes in the network.

Observations from the Simulations: The average delays on routes in two-queues
closed system are very small compared to single-queue system. This is due to the appropriate
choice of weights given to both F; and @; (as discussed in Section 2.4) compared to the
single queue system where we do not have the service differentiation. The routing schemes
(Section 2.6) allows both systems to pick the shortest-delay paths based on delay estimates.
These results comply with our motivation that service differentiation at MAC layer results in
better over all performance of the system and can help study the impact of different network
parameters on its performance.

2.8 Conclusions and Future Work

For WSNs with random channel access, we proposed a data sampling approach that guarantees
a long term data sampling rate while minimizing the end-to-end delays. Simulation and
numerical results show that performance of this scheme is better than the traditional layered
architecture where the channel access mechanism is independent of the data sampling process.
We also saw that the proposed scheme does not require tedious parameter tuning as is the
case for the layered architecture.

We have also obtained some important insights into various tradeoffs that can be achieved
by varying certain network parameters. Some of them include: 1) Routing can be crucial
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Figure 2.15: Delays incurred on routes 3 -1 —0,3 -2 —-0,5—-1—0,5—4 — 0 for
open system. a1 = 0.1, ao = 0.1, a3 = 0.1, a4 = 0.1, a5 = 0.1, Ay = 0.01, Ao = 0.05, A3 =
0.05, Ay = 0.01, A5 = 0.04.

in determining the stability properties of the networked sensors. 2) Whether or not the
forwarding queues can be stabilized (by appropriate choice of WFQ weights) depends only
on routing and channel access rates 3) We have also seen that the end-to-end throughput is
independent of the choice of WFQ weights.

We then proposed a learning algorithm, applicable to both the open system as well as the
closed system, to achieve Wardrop equilibrium for the end-to-end delays incurred on different
routes from sensor nodes to the fusion center. For the closed system, this algorithm also
adapted the channel access rates of the sensor nodes. From the simulation results, we have
seen a very high delay for a single-queue system (provided the system was stable) compared
to two-queues system.

Since, the objective of the algorithm was only to converge to a Wardrop equilibrium, at
this moment it is not able to make a judicious choice among multiple Wardrop equilibria, if
they exist.

In the following chapter, we will see how we can overcome the shortcomings that appeared
in the layered architecture.
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Figure 2.16: Traffic split over the routes 3 -1 —-0,3 —-2—-0,5—1—0,5—4 — 0 for
open system.
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Figure 2.17: Delays incurred on routes 3 — 1 — 0, 3 — 2 — 0 for closed system with
A1 =01, A = 0.2, A3 = 0.1, Ay = 0.005, A5 = 0.1.
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Figure 2.18: Delays incurred on routes 5 — 1 — 0, 5 — 4 — 0 for closed system with

A =0.1, Ay = 0.2, A3 = 0.1, Ay = 0.005, A5 = 0.1.
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closed system.
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Figure 2.20: Convergence of channel access rates for closed system.

Table 2.3: Results on Throughput and Stability Region

| s Throughput Yy ‘

| Nodes— [ 1 2 4 ] 1 2 4 |
0.0 0.00 0.00 0.00] 1.0 1.0 1.0
0.1 0.50 048 0.51]0.88 0.91 0.90
0.2 0.80 0.75 0.79 ] 0.80 0.82 0.85
0.3 0.95 092 096|070 0.71 0.74
0.4 0.85 0.83 085|072 0.75 0.78
0.5 0.64 0.60 0.62]0.76 0.80 0.82
0.6 0.45 045 0401081 0.8 0.8
0.7 0.32 0.29 030|085 0.8 0.89
0.8 0.10 0.11 0.11]0.97 0.98 1.00
0.9 0.01 0.02 0.01|1.00 1.00 1.00
1.0 0.00 0.00 0.00| 1.00 1.00 1.00
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Figure 2.21: Expected Delay in a randomly deployed network over time
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Chapter 3

Cross-layer Routing in SANETSs

SANETS are becoming increasingly important in recent years due to their ability to detect and
convey real-time, in-situ information for many military and civilian applications. A fundamen-
tal challenge for such networks lies in the hard delay constraint, which poses a performance
limit on achievable actuation dynamics.

In this chapter, we consider a two-tier wireless sensor-actuator network and address the
minimum delay problem for data aggregation. We consider the layered architecture introduced
in Section 2.4 of Chapter 2. We analyze the average delay for this architecture in the network.
The objective then is to minimize this delay in the network. We prove that the objective
function is strictly convex for the entire network. We then provide a distributed optimization
framework to achieve the required objective. The approach is based on distributed convex
optimization and deterministic distributed algorithm without feedback control. Only local
knowledge is used to update the algorithmic steps. Specifically, we formulate the objective as
a network level delay minimization function where the constraints are the reception-capacity
and service-rate probabilities. Using the Lagrangian dual composition method, we derive a
distributed primal-dual algorithm to minimize the delay in the network. We further develop
a stochastic delay control primal-dual algorithm in the presence of noisy conditions. We also
present its convergence and rate of convergence properties.

This chapter also investigates an optimal actuator selection problem for wireless sensor-
actuator networks. A sensor can transmit its readings to any near-by actuators. It is proposed
that each sensor must transmit its locally generated data to only one of the actuators. A
polynomial time algorithm is proposed for optimal actuator selection. We finally propose a
distributed mechanism for actuation control which covers all the requirements for an effective
actuation process.

3.1 Introduction

Distributed systems based on networked sensors and actuators with embedded computation
capabilities enable an instrumentation of the physical world at an unprecedented scale and
density, thus enabling a new generation of monitoring and control applications. SANETs are
an emerging technology that has a wide range of potential applications including environment
monitoring, medical systems, robotic exploration, and smart spaces. Such networks consist
of large number of distributed sensor and few actuator nodes that organize themselves into
a multihop wireless network. Each sensor node has one or more sensors (including multi-
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media, e.g., video and audio, or scalar data, e.g., temperature, pressure, light, infrared, and
magnetometer), embedded processors, low-power radios, and is normally battery operated.
Typically, these nodes coordinate to perform a common task. Whereas, the actuators gather
this information and react accordingly.

SANETSs have the following unique characteristics:

* Real-time requirement: Depending on the application there may be a need to rapidly
respond to sensor input. Examples can be a fire application where actions should be
initiated on the event area as soon as possible.

* Coordination: Unlike WSNs where the central entity (i.e., sink) performs the functions of
data collection and coordination, in SANETS, new networking phenomena called sensor-
sensor, sensor-actuator and actuator-actuator coordination may occur. In particular,
sensor-sensor coordination deals with local collaboration among neighbors to perform
in-network aggregation and exploit correlations (both spatial and temporal). Sensor-
actuator coordination provides the transmission of event features from sensors to actu-
ators. After receiving event information, actuators may need to coordinate (actuator-
actuator coordination) with each other (depend on the acting application) in order to
make decisions on the most appropriate way to perform the actions.

From the above requirements, it is evident that delay constraints have a significant impact
on the design and operation (i.e., coordination and actuation dynamics) of wireless sensor-
actuator networks. The objective is to minimize the total delay in the network. We use
the Lagrangian dual decomposition method to devise a distributed primal-dual algorithm
to minimize the delay in the network. The deterministic distributed primal-dual algorithm
requires no feedback control and therefore converges almost surely to the optimal solution.
It is important to pay equal attention to both the observed delay in the network and energy
consumption for data transmissions. A fast convergence means that only a small amount of
energy is consumed to perform local calculations to achieve the desired optimizations. We also
develop a stochastic delay control primal-dual algorithm in the presence of noisy conditions.
We then propose a selection algorithm to select an optimal actuator using which each sensor
can find an optimal actuator in polynomial time. Once the destination actuators are fixed,
we use the distributed routing algorithm that achieves a Wardrop equilibrium, proposed in
Section 2.6 of Chapter 2. We finally propose a distributed actuation control mechanism that
takes into account all the possibilities for an efficient actuation process suitable to a wide
range of sensor-actuator applications.

The organization of this chapter is as follows. Some related literature is presented in Section
3.2. In Section 3.3, we provide the necessary motivation for the problem under consideration
and present its formulation. Section 3.4 details the complete network and traffic model. The
open system (layered architecture) optimization is presented in Section 3.5. In Section 3.6, we
present the stochastic delay control algorithm under noisy conditions. The rate of convergence
of this algorithm is presented in Section 3.7. The limitations of sensor-actuator coordination
are detailed in Section 3.8. We also present our algorithm for optimal actuator selection
and provide the working dynamics of our distributed routing algorithm, which converges to a
Wardrop equilibrium. In Section 3.9, we detail the guidelines for efficient actuator-actuator
coordination and distributed actuation process for sensor-actuator applications. In Section
3.10, we present some TinyOS simulation results. Section 3.11 concludes the chapter and
outlines the future work.
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3.2 Related Literature

In [55], the authors proposed an efficient routing protocol for WSNs with global objective set
to maximize network lifetime. The constraints are set to minimize the energy consumption
for efficient data aggregation. The protocol works by building gradients along an interest
propagation. In short, interest propagation sets up state in the network (or parts thereof) to
facilitate "pulling down" data toward the sink. The results provided therein have shown sig-
nificant improvement over traditional routing protocols both in terms of communication and
computational load. Whereas in [65], the authors use the same approach as [55] for sensor-
actuator networks using anycast routing. A reverse tree-based anycast routing is proposed,
which constructs a tree routed at the event source, where sensors can join and leave dynam-
ically. The introduction of actuators in the existing WSNs has opened up a new dimension
of "a hard delay constraint" while still looking for near-optimal network lifetime solutions
[58]. For example, Targeting an intruder holding a sniper in a surveillance field can be an
interesting case to consider. The actuation process has to localize the position of the intruder
and actuate the destruction process. The important constraint in this case is the latency of
the received data because the sensor data can be no more valid at the time of actuation in
case of increased latency.

A well designed application-specific coordination protocol is proposed [66], where cluster
formation is triggered by an event so that clusters are created on-the-fly to optimally react
to the event itself and provide the reliability with minimum energy expenditure. In order
to provide effective sensing and acting, an efficient and distributed coordination mechanism
is required for delay-energy aware dissemination of information, and to perform right and
timely actions. Therefore, we proposed to establish these clusters once during the initial
network deployment and the routing protocol can disseminate the sensed information to the
actuators through maximum remaining energy paths. After receiving the event information,
actuators may need to coordinate with each other in order to make decisions on the most
appropriate way to perform the required action. Depending on the application, there can be
multiple actuators interested in some information. Therefore, sensors need to transmit this
data toward multiple actuators, which results in excess sensor-energy drain due to multiple
transmissions of redundant information [67]. Moreover, the collected and transmitted sensor
data must be valid at the time of acting. For example, if sensors detect a malicious person
in an area and transmit this information to its optimal actuator; and the act of disposing a
tranquilizing gas must find that person in the very same area. Therefore, the issue of real-time
communication is very important in SANETSs.

Most of the current research on sensor systems is mainly focused toward optimizing the
network lifetime (e.g., [129]) and the energy consumption of the sensors bypassing the delay-
sensitivity of sensor data for real time applications. In [68], the authors presented a detailed
overview of the routing techniques proposed for WSNs. The routing techniques are classi-
fied into three categories based on the underlying network structure: flat, hierarchical, and
location-based routing. The hierarchical routing schemes have shown a promising improve-
ment for prolonging network lifetime [41]. An enhancement in basic LEACH is proposed in
[42], where the network lifetime has been extended by the introduction of closest neighbor
communication. In [69, 140], the network lifetime was prolonged on the basis of threshold-
sensitive routing schemes. All of these protocols share a common problem: routing semantics
binded to application requirements.

In case of multiple basestation, if the mapping between a sensor node and one (or more)
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basestation is given a priori, then the problem of finding optimal minimum energy routes to
optimize network lifetime has been investigated in |26, 41] for WSNs. In [25], the authors
propose to split the flow from a source sensor and transmit it toward multiple sinks in order
to extend the lifetime. But there is very little research contribution toward finding optimal
delay routes in wireless sensor-actuator networks.

In this work, we optimize all the three types coordination that occur in sensor-actuator
networks namely: sensor-sensor coordination, sensor-actuator coordination, and actuator-
actuator coordination. We propose that each sensor should transmit its measurements to
only destination actuator in order to conserve energy. We then proposed a closed architecture
(using a cross-layering approach) for a broad class of wireless sensor-actuator networks, which
gives a stable operating region as well as minimize the end-to-end delays. We also propose
an optimal actuator selection algorithm that provides a good mapping between each sensor
and a destination actuator for a delay efficient actuation mechanism. Our routing algorithm
is an adaptation of the algorithm proposed in 2.6 to the case of SANETs. In this algorithm,
each source uses a two time-scale stochastic approximation algorithm. We finally propose
a distributed actuation mechanism that covers a wide range of requirements for distributed
actuation dynamics in sensor-actuator applications.

3.3 Problem Statement

If the mapping between a sensor node and one (or more) basestation/actuator?® is given a priori,
then the problem of finding optimal minimum energy routes to optimize network lifetime
has been well investigated in the past [25, 26] for WSNs. But there is very little research
contribution toward finding optimal delay routes in wireless sensor-actuator networks. Further,
in cases when there are multiple actuators and mapping between the sensors and actuators is
not given, the joint problem of finding an optimal actuator and minimum end-to-end delay
routes is a challenging and interesting problem. In order to provide effective sensing and
acting tasks, efficient coordination mechanisms are required. We will mainly focus on two
most constrained coordination levels namely: sensor-actuator coordination, and actuator-
actuator coordination. Whereas the sensor-sensor coordination, in particular, requires atmost
two-hop neighborhood information to exploit correlations and aggregation dynamics (a minor
optimization that could be achieved at this coordination level is the optimization of search
space over neighborhood sets as flows are directional in sensor-actuator networks). There is
a need for an analytic framework in order to characterize the management, coordination and
communication issues. Sophisticated distributed coordination algorithms need to be developed
for effective sensing and acting tasks. Leveraging a cross-layer approach can provide much more
effective sensing, data transmission, and acting in SANETSs. Several cross-layer integration
issues among the communication layers should be investigated in order to improve the overall
efficiency of SANETS.

In this chapter, we consider the layered architecture introduced in Section 2.4 of Chapter
2. We analyze the average end-to-end delay in the network. The objective is to minimize
the total delay in the network. We prove that this objective function is strictly convex for
the entire network. We then provide a distributed optimization framework to achieve the re-
quired objective. The approach is based on distributed convex optimization and deterministic

! Actuators/basestations have similar semantics for modeling purposes, i.e., sinks for data generated in the
network.
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distributed algorithm without feedback control. Ounly local knowledge is used to update the al-
gorithmic steps. Specifically, we formulate the objective as a network level delay minimization
function where the constraints are the reception-capacity and service-rate probabilities. Using
the Lagrangian dual composition method, we derive a distributed primal-dual algorithm to
minimize the delay in the network. We further develop a stochastic delay-control primal-dual
algorithm in the presence of noisy conditions. We also present its convergence and rate of
convergence properties.

This chapter also investigates a delay-optimal actuator-selection problem for SANETS.
Each sensor must transmit its locally generated data to only one of the actuators. We propose
a polynomial time algorithm for actuator selection. Our algorithm, called “AS: Actuator
Selection” for optimal routing actuator selection, is based on the conjecture that the optimal
actuator for a sensor node should be closely related to the actuator that provides minimum end-
to-end delay, when there is no constraint on the number of destination actuators. Once, the
destination actuators are fixed, we use the adaptive and distributed routing scheme, introduced
in Section 2.6 of Chapter 2, for a general class of SANETs. We finally propose a distributed
actuation mechanism for a wide range of sensor-actuator applications. Depending upon the
acting application, the actuation expectation reflects the most appropriate fashion to carry
out the acting tasks.

3.4 The Network Model

We consider a static wireless sensor-actuator network with N sensor and M actuator nodes
as shown in Figure 3.1.

3.4.1 Channel Model and Antennas

We assume a simple channel model: a node can decode a transmission successfully iff there
is no other interfering transmission. Each sensor node is equipped with an omni-directional
antenna. Whereas, the actuators can be equipped with two antennas; one to communicate with
sensor network (sensor-actuator coordination), and the other to communicate with actuator
network (actuator-actuator coordination) for a fast and effective actuation process.

3.4.2 Frequency

Assume that all sensor nodes share the same frequency band, whereas one of the antenna
interface at the actuators share the same frequency band as the sensor network while the
other might utilize a different frequency to communicate with the network of actuators. The
time is divided into fixed length slots. All the packets are of same length and the length of a
time slot corresponds to the time required to transmit a packet over the underlying wireless
channel.

3.4.3 Neighborhood Relation Model

Given is an (N + M) x (N + M) neighborhood relation matrix N that indicates the node pairs
for which direct communication is possible. We will assume that N is a symmetric matrix,
i.e., if node 7 can transmit to node j, then j can also transmit to node 7. For such node pairs,
the (i,4)!" entry of the matrix A is unity, i.e., Ni; =1if node i and j can communicate with
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each other; we will set AV ; = 0 if nodes ¢ and j can not communicate. For any node i, we
define N; = {j : N; j = 1}, which is the set of neighboring nodes of node 4.

O . sensor

A : actuator

. Task Manager

Figure 3.1: Architecture of Sensor-Actuator Networks

3.4.4 Application-layer Sampling-Mechanism

Each sensor node is assumed to be sampling (or, sensing) its environment at a predefined rate;
we let A; denote this sampling rate for node 7. The units of \; will be pkts/s, assuming same
packet size for all the sensors in the network. In this work, we will assume that the readings
of each of these sensor nodes are statistically independent of each other so that distributed
compression techniques are not employed (see [30] for an example where the authors exploit
the correlation among readings of different sensors to use distributed Slepian-Wolf Coding [31]
to reduce the overall transmission rate of the network).

3.4.5 Relaying

Each sensor node wants to use the sensor network to forward its sampled data to a common
fusion center (assumed to be a part of the network (conceptually, we can assume that this
fusion center is also a sensor node, which has 0 sampling rate)). Thus, each sensor node acts
as a relay for other sensor nodes in the network. We will assume that the buffering capacity
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of each node is infinite, so that there is no data loss in the network. We will allow for the
possibility that a sensor node discriminates between its own packets and the packets to be
forwarded.

3.4.6 Traffic Model

We let ¢ denote the (N + M) x (N + M) routing matrix. The (i, )" element of this matrix,
denoted ¢; ;, takes value in the interval [0,1]. This means a probabilistic flow splitting (flow
splitting provides an extra degree of freedom to utilize available routes in a fair manner) as
in the model of [33], i.e., a fraction ¢; ; of the traffic transmitted from node i is forwarded by
node j. Clearly, we need that ¢ is a stochastic matrix, i.e., its row elements sum to unity.
Also note that ¢; ; > 0 is possible only if N ; = 1. Our objective in this chapter is to come up
with a distributed algorithm (after fizing the destination actuator) using which any node (say
i) is able to converge to the corresponding row of the matriz ¢ corresponding to the Wardrop
equilibrium.

3.4.7 Channel Access Mechanism

We assume that the system operates in discrete time, so that the time is divided into (concep-
tually) fixed length slots. We also assume that the packet length (or, transmission schedule
length) is fixed throughout system operation. The system operates on CSMA /CA like MAC.
Assuming that there is no exponential back-off, the channel access rate of node ¢ (if it has a
packet waiting to be transmitted) is 0 < a; <1 (to avoid pathological cases). Thus, «; is the
probability that node ¢, if it has a packet to be transmitted, attempts a transmission in any
slot. A node can receive a transmission from its neighbor if it is not transmitting and also
no other neighboring node is transmitting, i.e., if the transmission is meant for some node j,
j € N;, then the transmission from node i to node j is successful iff none of the nodes in the
set j UN;\i transmits.

3.5 Optimization Problem for Open System

We will call a routing matrix feasible if the following constraint is met
A=,
1<j<n

where, without loss of generality, we have given an index 1 to the fusion center. This require-
ment says that all the data generated in the network must end-up at the fusion center |C-12].
We have the following consideration now: Minimize the total delay in the network

Zwl_% <1 & > (3.1)

- 20

where we have used the average delay formula for our system with mean service requirement
of unity. Here w; > 0 is a weight given to the node ¢, for example, the node close to fusion
center may be heavily loaded, hence we may want to give more attention to this node. Here
Z—z_ is the load on node j. s.t. >, w; (; — a;), which says, maximize the difference between
the service rate and the arrival rate into any node, while in the stable region. It is important
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to be noted that we first fix the routing in the network, and thus, fixing the arrival rate at

each node. We then look at the optimization criteria assuming the network is operating in the

stable region. We thus want to maximize the system performance while in the stable region.
We first consider the delay minimization objective function

. 1 073 1
mmeZl_—ﬁ (1 — 2MZ> = ZU)Z <1 + §(IZZEZ> (32)
(2 (2

Hq

where z; =

i
First of all, we will prove that x; is a convex function. Let f (u;) be a function of a single

variable defined on the interval I, then f(u;) is convex, if for all a € I, all b € I, and all
t € [0, 1], we have

flo—tfla)—tf () <0
where ¢ = 1 — t. Also, we assume the feasible region of x; is [a,b]. We have

a=| : |,b=| i | mc=tatitb= :
a; bz taH—fbi

Then, we need to prove that

f(ta+1b) —tf (a) —tf (b) <O

or

fle)—tf(a) —tf () <0

n-Node Example: Let us consider an example of n-nodes and use this method to prove
convexity. According to the objective function (3.2), we can rewrite it as

fp)=uw® <I+ %@)

T
Whereﬁ = ['ul'”’ui] L= [Nlial '“Niiai

the ease of understanding in the proof, here we use ¢; replacing a; in (3.1). So

f@)ZwTQ+%ﬂQ=uFP+%g@—QY1

1”.1r
H1—q1 Hi—qi ’
Therefore, we can write f (a) and f (b) as follows

T
] ,w = [wl"-wi]T and @ = [al---ai]T. For

where z = {

Similarly, we can write
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1 - - 1
flo)=w" [T+ §g(tg+tb—g) 1} = w? [I+ §q(b—q+t(a—b)) 1] (3.4)
1
where I = | : |. And for @ and b, we have
1
— T 1 T -1 = -1
tf (@) +7f (0) = w'T+ su'q|t(a—q) " +7(b—q) '] (3.5)
Therefore, we need to prove that
fle)=tf(a)—tf(b) <0 (3.6)

By plugging (3.4) and (3.5) into (3.6) and solving, we get

F(©) = tf (@) ~Tf b) = buTq[(b—g+t(a-b) " -

and

Q= AB — (t t(A2+B2) + AB (t +t2))
:AB—[(t—t2)( B?) + (1 —2t+2t*) AB]
=—(t—1t?) [A2+B2+2AB]
—(t—1?) (A+B)?
therefore Q1 < 0. Also, Q2 = AB (t A+t B) >0
Therefore we have proved that

fle)—tf(a) —tf () <0

The proof is complete and is for any number of nodes n € [1, N]. We have shown that the

function min ) ; w;— al (1—g,5) is a strictly convex function in y1;. Therefore, we now use the

Lagrange method to ﬁnd the optimal value of p;. We want to mlnz w; (1 + aZ:EZ) where

xz—ﬁst Wi > a;. Let

f () = minZwi <1 + %aw,)

77



Chap. 3 Cross-layer Routing in SANETs

Then the Lagrange of f(-) is

L:minzi:wi [1—1—%%( ! >] —I—Zi:)\i(,ui—ai)

Hi — @
5L 1 2
m —swiay <M1—‘11) +)\1
oL ] B _ _0
Opt; 5L ' 2
dpin —%wnan <“nian> + A
SL 1 2
Op; PR <Ni — ai) R
1

JWits = A; (ni — a;)”

1
Ntz — 2\iuia; — o Witk + Nia; =0

2ha; % \/ (2Xar)? — 4N (Swia; + Aia?)
Hi= 2)

:ai:t

1
3y \/4)\?%2 + 2 \w;a; — 4)\?%2
1

1 vV 2)\iw,~ai

gt
“E 9N

We suppose that A; > 0, because then the condition u; > a; is satisfied.

W;a;

2

i = a; +
>0

As discussed before, w; is the weight given to the node i. We want to give a higher weight
to those nodes that are heavily loaded so that they can have a higher priority for transmissions
over nodes that are not. Here is how we calculate the weight w; for each node

F;
w; = Eai

Here, F; is the set of neighboring nodes that are transmitting data to the node ¢, IV; is
the entire set of one-hop neighbors of node i, and a; is the total arrival rate into node i. Here
we take into consideration the total load on the node ¢ in terms of arrival rate a; along with
the neighborhood of the node. Because, we do not want to destabilize the neighborhood of a
node by assigning it a high priority over transmissions. Therefore, we consider both the load
a; and the neighborhood % of node 4 while assigning weight in order to be fair locally.
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3.5.1 Lagrange Dual Approach

In what follows, we use the Lagrange dual decomposition method to solve the minimization
problem. The Lagrangian function with the Lagrange multipliers ();) is given as follows:

L(p,A) = Ei:wz' <1 + %aixi> + EZ: Ai (i — a;)

where p={p;, i=1,...,n}and A={N\;, i=1,...,n}.
Then, the Lagrange dual function is

Q) = min L (1, )

Thus, the dual problem is given by

Do

3.5.2 Deterministic Primal-Dual Algorithm

The delay minimization problem can be solved wia the following deterministic distributed
algorithm

* The uls are updated by

pi(n+1) = pi (n) = enVy, L (p (1) , A (n))

* The Lagrange multipliers are update by

Ain+1) =X (n) +e,Va,L(n(n),A(n))

where
1.
) 1
VuiL:(S—M, > w 1+ 5a2; + A (1 —ay)
i . .
j j
1 -1 —w;a;
Wi N =
20 —a) T 2(w—a)®
2.

1) 1
Vb= 5% > w <1 + 5%’%’) + D A (15— ay)
J J
= i — G4

We note that in the above algorithm, we have used the same step size e,for both the primal
and the dual algorithms. We can finally write the Primal-Dual algorithm as follows

i (n+1) = 5 (n) + én < /':Uz (n) a; (ﬁ) ) — N (n)>
Ai(n+1) =X (n) + € (1 (n) — a; (n))
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3.6 Stochastic Delay Control And Stability Under Noisy Con-
ditions

In this section, we examine the convergence performance of the above distributed algorithms
under stochastic perturbations, due to noisy feedback information.
3.6.1 Stochastic Primal-Dual Algorithm For Delay Control

In the presence of noisy feedback information, the gradients are estimators. More specifically,
the stochastic version of the primal-dual algorithm is given as follows

pi(n+1) = pi(n) — en - Ly, (u(n), @(n)) (3.9)

where L, is an estimator of V,,, L(p(n), ¢(n)) and Ly, is an estimator of V, L(p(n), ¢(n)).

3.6.2 Probability One Convergence Of Stochastic Delay Control Algorithm

Next, we examine in detail the models for stochastic perturbations. Let {f ,} be a sequence of
o-algebras generated by {(u;(m), p;(m)),¥Vm < n}. For convenience, we use E, [-] = E[-|F ;]
to denote the conditional expectation.

1. Stochastic gradient I:m
Observe that

Ly, (u(n), () =V, L(ps(n), (n)) + ai(n) + ¢i(n)

where

ai(n) £ By | Ly, (1(n), 0(0)] = ¥y, L(1a(n), () 510
Gi(n) 2 Ly (n(n), o(n)) = En | Ly, (1), () |

i.e. «;(n) is the biased random error of V,, L(p(n),¢(n)) and (;(n) is a martingale
difference noise since E,, [(;(n)] = 0.

2. Stochastic gradient I:%.
Observe that

Ly ((n), ¢(n)) = Vo, L(p(n), ¢(n)) + Bi(n) + &i(n)

where
Bi(n) 2 B [ L, (1), 0(n)]| = Vi, L(ta(n), ()
&) 2 Ly, (1(n), o) = En [Lo, (), 0(n))]

ie. Bi(n) is the biased random error of V,,L(p(n),(n)) and &(n) is a martingale
difference noise.

We impose the following standard assumptions in order to examine the convergence of the
stochastic primal-dual algorithm:
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Al. We assume that the estimator of the gradients are based on the measurements in each
iteration only.

A2. Condition on the step size: €, >0, ¢, — 0, Y. €, — 00 and Y, €2 < 0.
A3. Condition on the biased error: )", en|a;(n)| < 0o and Y, €,]0i(n)] < oo, Vi.

A4. Condition on the martingale difference noise: Y., €, [(i(n)?] < 0o and 3", €, [&i(n)?] <
o0, Vi.

We have the following proposition:

Proposition: Under Conditions A1 - A4, the iterates, generated by stochastic approxima-
tion algorithm (3.9), converge with probability one to the optimal solutions of the problem.

Sketch of the proof: The proof consists of two steps. First, using the stochastic Lyapunov
Stability Theorem, we establish that the iterates generated by (3.9) return to a neighborhood of
the optimal points infinitely often. Then, we show that the recurrent iterates eventually reside
in an arbitrary small neighborhood of the optimal points, and this is proved by using local
analysis. We use the following example to illustrate how to characterize sufficient conditions
for the almost sure convergence of stochastic gradient algorithms.

We assume that the exponential marking technique is used to feedback the price informa-
tion, ¢;, to the source nodes. Therefore the overall non-marking probability is that

pi = exp(p;)

To estimate the overall price, source i sends V; packets during round n and counts the non-
marked packets. For example, if K non-marked packets have been counted, then the estimation
of the overall price p; can be K/N;. Therefore

~ w;a; ~

L, (un),en)=—————— +log(p; 3.11

(). o) = =5 o ) (3.11)

By the definition of (3.10), we have

a;(n) = E, [log (p;)] — log (p:)

Note that K is a Binomial random variable with distribution B (N;, q). When Nj is sufficiently

large, it follows that p; ~ N(ps, p; (1 — p;) /N;) and p; € [PZ- —¢/+/N;, P; + ¢/+/N;| with high
probability, where c is a positive constant. Then the estimation bias of the price information
can be upper-bounded as

for large N;, where ¢’ is some positive constant.
To ensure the convergence of primal-dual algorithm, from condition A3, it suffices to have
that

Next, we discuss that the variance condition A4 is satisfied for (;(n). By (3.10) and (3.11),

w [G(n)2) = Bn [L2 (), ()] ~ B2 [ L (nn), ()
n log? ()] B3 log 7]
[log2( pi)]
[log +c)] VYN;>0
).

Similar studies can be done for §;(n) and &(n

81



Chap. 3 Cross-layer Routing in SANETs

3.7 Rate of Convergence of Stochastic Delay Control Algorithm

The rate of convergence is concerned with the asymptotic behavior of normalized errors about
the optimal points. Our primal-dual algorithm can be rewritten as a general constrained form

as follows:
oy
o] |

wamie )5

where €, 72} and €, 27 are the correction term which force yu; and ¢; to reside inside the con-
straint set. As is standard in the study on the rate of convergence, we assume that the iterates
generated by the stochastic primal-dual algorithm have entered in a small neighborhood of an
optimal solution (pf, ¢F).

To characterize the asymptotic properties, we define Uy, (n) £ (u; (n) — uf) /\/én and
Uy, (n) £ (pi (n) — ¢}) /\/en, and we construct U™(t) to be the piecewise constant interpola-
tion of U(n) = {Uy, (n),Uy, (n)}, ie., U™(t) = Upy, for t € [tnyi — tn, tnrit1 — tn), where
tn 2S00 €n.

A5. Let 0(n) = (1;(n), p;(n)) and ¢(n) = ({(n),&(n)). Suppose for any given small p > 0,
there exists a positive definite symmetric matrix ¥ = oo’ such that

Eu [dndn — ]1{|0(n) — 07| < p} — 0

as n — oo. Where, the term I {...} is actually a conditional identity matrix. It means that if
|...] <p, the term I{...} = I (identity matrix); if not, I {...} =0.

Define

AL Lyips (075,0%) Ly, (1", %)
_L%M (/J'*v 90*) 0

A6. Let ¢, = 1/n, and assume A + I/2 is a Hurwitz matrix. Note that it can be easily
shown that the real parts of the eigenvalues of A are all non-positive (cf. page 449 in [145]).

We have the following proposition.

Proposition:

a) Under Conditions Al and A3-A6. U™ (-) converges weakly to the solution (denoted as
U) to the Skorohod problem

dU#i _ £ U#i dZm
(g )= (ae3) (0 ) oreomo= (i

b) If (uf, ¢})is an interior point in the constraint set, the limiting process U is a station-
ary Gaussian diffusion process, and U(n) converges in distribution to a normally distributed
random variable with mean zero and covariance X.

c) If (uf, ) is on the boundary of the constraint set, then the limiting process U is a
stationary reflected linear diffusion process.

Proposition can be proved by appealing to a combination of tools used in the proofs of
Theorem 5.1 in [56] and Theorem 2.1 in Chapter 6 in [57]. Roughly, we can expand, via
a truncated Taylor series, the interpolated process U"(t) around the chosen saddle point
(!, ¢¥). Then, the main new step is to show the tightness of U"(t). To this end, we can
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follow part 3 in the proof of Theorem 2.1 in Chapter 6 in [57] to establish that the biased term
in the interpolated process diminishes asymptotically. Then, the rest follows from the proof
of Theorem 5.1 in [56].

The rate of convergence depends heavily on the smallest eigenvalue of (A+ é) The
more negative the smallest eigenvalue is, the faster the rate of convergence would be. The
reflection terms would help increase the speed of convergence, which unfortunately cannot be
characterized ezactly.

3.8 Sensor-Actuator Coordination

This is the most constrained coordination level in SANETs. The coordination between sensors
and actuators follows a hierarchical architecture [41], which has been shown to perform better
in terms of defined QoS as compared to the flat architecture [55]. To minimize the latency be-
tween sensing and acting, the main goal of this coordination is transmit the event information
to the appropriate actuators in the shortest time. The excessive burden of relaying information
to the actuators can cause the sensor nodes to die due to limited battery supply. Therefore,
we propose that each sensor should transmit event information to only one of the available
actuators in the network instead of transmitting toward multiple actuators. Whereas, the
optimal actuator upon receiving the event information can transmit to neighboring actuators,
if required. Once the destination actuators are fixed for each sensor in the network, we use
our distributed routing algorithm on top of layered architecture to optimize the end-to-end
delays at this coordination level.

3.8.1 Optimal Actuator Selection

The first step in optimizing this coordination is the selection of an optimal actuator for each
sensor in the network. In the following, we detail the selection criteria and algorithm.

3.8.1.1 Observed Delay on Different Routes

Under the above model there will be a delay, say y7; of the packet from sensor node j to be
served at sensor node 4 for actuator node m; this packet could have originated at sensor node
7 or may have been forwarded by sensor node j. The Expected delay of a packet transmitted
from sensor node j is thus

D g
i#]

Since delays are additive over a path, packets from any sensor node will have a delay
over any possible route to the actuator node (fusion center). A route will be denoted by an
ordered set of sensor nodes that occur on that route, i.e., the first element will be the source
of the route, the last element will be the actuator node and the intermediate elements will be
sensor nodes arranged in the order that a packet traverses on this route. Let the total number
of possible routes (cycle-free) be R™. Let route i, 1 < i™ < R™ be denoted by the set
R consisting of R;" elements with R}"; denoting the jMentry of this route. Then, a traffic
splitting matrix will correspond to a Wardrop equilibrium iff for any ¢ (|29])
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R™—1
S . ‘:.(Hi pRrm_Rm )
1§]m§Rm.RZL1 7 k lRm_lj,k J,k+1 (312)

R;”—l :
(Ek:l yRZlk’R;?}kﬂ) _Zkzl yR?,lk’RTkH’

for any | with R}} = ¢ and such that HkRZl_l ¢RTk’RTk+1 > 0, i.e., the delays on the
routes that are actually used by packets from sensor node ¢ are all equal. As we are exploring
all the possible routes to all potential destination actuators, this computation can become
very heavy. One way to limit the available number of actuators to choose from is to limit
the maximum hop count that packets from sensor ¢ should traverse. Therefore, we limit the
actuator selection problem to a max. hopcount. This would just limit the solution space of
the problem that we are considering. In theory, probing on paths toward actuators that are far
from a given sensor will only result in slow convergence of optimal actuator selection problem,
and is hence, avoided in this chapter. In practice, such a probe is meaningless as it results in
huge waste of the very constrained limited-energy source in the network.

3.8.1.2 AS: Actuator Selection Algorithm

If the optimal mapping between a sensor and actuator is known, we focus only on optimal
delay routing. In our network, such a mapping is not available. Therefore, we develop our
algorithmic solution in three steps, 1) minimize the available actuator set, 2) find an optimal
mapping between a sensor and actuator, and 3) find an optimal routing for this mapping.

To achieve the first step, we use a distributed topology-learning algorithm proposed in [C-1]
to find the subset of actuators which are restricted by hopcount. The presence of actuators is
not known during the initial network deployment in [C-1]|. A distributed learning algorithm is
proposed to discover the near-by actuators (the search is restricted by a hop-count parameter
in order to avoid flooding). In order to find an optimal mapping between a sensor and actuator
in the second step, we define our selection algorithm below.

Algorithm 1 (AS)

; _ _ 1 _ 0
1. For a sensor 4, >, ¢y = 0, where 6 = = (1 <m < M). Also, ¢[} = S
2. We estimate for node 7, Zkkyi’“ = 7; (m), where y;" is the delay for sensor i on route k

for actuator m.

a) We choose a destination actuator based on the following: min,, 7; (m), i.e., if there

. . Zk Y. .. . . .
exists an actuator m for which =% is minimum, choose m as i’s destination actuator.

b) If there exist two actuators m and n, such that 7; (m) = 7;(n) and d} < d*, then
choose n as #'s destination actuator. We also consider a worst-case situation, when
7i(m) = 7 (n) and d' = d"*; in this case, we allow a sensor i to randomly select an
actuator as its final destination.

3. Stop, when all mappings are fixed.

Note that 0 is the percentage of traffic that is sent to one of the destination actuators. We
equally distributed the fraction of total traffic to m actuators in order to be fair for actuator
selection procedure. Whereas, the percentage 6 for each actuator m is further uniformly
splitted over k routes from sensor i. There is one subtle detail in the AS algorithm that
deserves further consideration. Suppose that in step 2(b), if the average delays on k routes
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for two actuators m and n are equal. Which actuator should we then choose as the optimal
actuator for sensor 7 Clearly, the distance factor should be taken into account since doing so
would help reduce the overall energy consumption over the route. Also, if 7; (m) = 7; (n) and
d = di", a sensor is allowed to randomly select its destination actuator.

We denote a (i), the resulting destination actuator for sensor i via the above mapping.
Then, we have >, (ﬁ?’g) =1land > ; ¢/ = 0 for m # a(i). In the third step, we use our
distributed routing algorithm that converge to a Wardrop equilibrium for the system under
consideration.

3.8.2 A Distributed Routing Algorithm

This algorithm is actually an adaptation of the algorithm already proposed in Section 2.6.

3.8.2.1 Open System (Layered Architecture)

Nodes iteratively keep updating the one-hop routing probabilities based on the delays incurred
for every possible path.
Let ¢(n) denote the traffic splitting matrix at the beginning of the n** time slot. Node i

does some computation to update the i row of this matrix. Let Yka(i)(n)(RZ(i) = 1) be the

new value of the delay of a packet sent by sensor i through route k(i = RZ(?). Node ¢ keeps
an estimate of the average delay on route k.

s+ 1) = (1= By () + 8O (m). (313)

Further, after calculating the expected delays at the start of a time slot, each node adapts
its routing probabilities to the new expected delays as follows,

9 me (1) = (1=9)8, paiy (n)+

a(i) a(s) (3.14)
v Zlgla(i)SRa(i):R?(li):iyl (n)¢Z7R?(22)(n)_yk (n)

3.8.2.2 Closed System (Cross-Layer Architecture)

The updates for this system are going to be the same as that for the Open system. Delay
and routing probability learning will remain as was in the Open System. The optimization
criteria for channel access is also presented earlier in Section 2.6 of Chapter 2.

3.9 Actuator-Actuator Coordination

The coordination between the actuators follows a QoS architecture which can be divided into
a number of categories based on application requirements [58]|. As this particular coordination
level is not constrained by limited resources, therefore, one can use AODV [81]/OLSR [82]
like routing protocols for an efficient coordination among different actuators. Since, we have
only one sink in the network, the network of actuators can form an aggregation tree toward
this common sink and the flow from an actuator can be splitted and send over multiple
routes toward the sink for remote processing requirements. At this coordination level, the
optimal flow problem to obtain minimum end-to-end delays can be done in a similar fashion
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as is optimized for the sensor-actuator coordination level. Note that in this case, all the data
gathered at different actuators is sent to a common sink, and hence, the solution is not repeated
here to conserve length.

3.9.1 Classification of Actuation Process

The actuator coordination is classified into two main types which covers all the requirements
for an effective actuator-actuator coordination framework.

3.9.1.1 Distributed Single-Actuator Actuation Process

A sensor transmits/forwards the readings to its optimal actuator. The actuator can process
all incoming data and initiate appropriate actions without any involvement of neighboring
actuators, e.g., a high alert security application. The actuators can later route this information
back to the sink for some remote processing. This approach is referred to as AF (Action First)
approach.

3.9.1.2 Distributed Multiple-Actuator Actuation Process

Upon receiving the event information, the actuator route it to neighboring actuators in order to
best decide the optimal actuation strategy, e.g., in case of fire, the actuators need to efficiently
collaborate so that the fire can easily be extinguished before it becomes uncontrollable. In
this fashion, an energy constrained sensor do not need to transmit its readings to multiple
actuators. Instead, the first actuator to receive this event information will relay it to its
neighboring actuators to come up with an optimal actuation plan. This approach is referred
to as DF (Decision First) approach. This actuation expectation can be expressed as follows:

DY) = qd (m, (z,y)) + (p (a(,y)) (3.15)

where DAY is the expectation for actuator m, (1 < m < M) to join the actuation pro-
cess a(x,y), where x,y determine the coordinates of the actuation area. d(m,(x,y)) is the
distance of actuator m from the actuation area z,y. p(a(x,y)) is the priority of of actuation
process a (z,y). n and ¢ are application dependent adjustable parameters. Depending on the
application, we can set a threshold e. If D%m’y) > ¢, then the actuator m will participate in the
actuation process. For this study, we do not take into account the energy consumption issues
for actuation expectation D%I’y) because the energy of the actuators is assumed to be infinity
(or rechargeable energy source). For the case, where a finite source of energy is available at
the actuators, an additional energy constraint and its own adjustment parameters could also

added.

3.9.2 Data Collection and Distributed Routing

At any instant of time, an actuator may have two types of packets to be transmitted:
1. Packets received by the assigned sensor network.

2. Packets from neighboring actuators that arrived at this actuator and need to be for-
warded.
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Clearly, an actuator needs to have some scheduling policy to decide on which type of packet it
wants to transmit, if it decided to transmit. A first come first served scheduling is one simple
option. Yet another option is to have two separate queues for these two types of packets and do
a weighted fair queueing for these two queues. In this chapter, we consider the second option.
Under this mechanism, an actuator node ¢ has two queues (introduced in Section 2.4of Chapter
2) associated with it: one queue (denoted ;) contains the packets that ¢ has received from its
assigned sensor network and the other (denoted F;) contains packets that ¢ has received from
one of its neighboring actuators and has to be relayed. The combined channel access/data
sampling mechanism is already detailed Section 2.4. We assume that the queue Q; is always
nonempty, i.e., sensor nodes make new measurements and continuously transmit packets to
their assigned actuators. A detailed stability analysis of this scheme without power control is
presented in Section 2.5.

3.9.3 Stability Analysis with Power Control

Let there be a finite set of power levels that an actuator node is allowed to use; denote this set
by {li,...,lr} assume (I, <lgt+1). A actuator has to decide on the next hop actuator (thus
requiring appropriate power for transmission). Let N; (k) be the set of actuators that can
receive ¢'s transmission when actuator 7 is using power level ;. Actuator 7 accesses channel
with probability a; and we are in the scenario where actuator ¢ always have data to transmit
(coming from its assigned sensor network).

The routing now gives the power level used for transmission; assume that m; ; is such that
actuator i needs power ,, ; to communicate with actuator j (this is assumed to be symmetric,
i.e.,, m; j = m;;). Clearly, the routing will now change the neighbors of actuator, i.e., since
routing determines the transmission power, the actuators which can use receive transmissions
from ¢ will also change. Since j; denotes the next hop of actuator ¢, I, i will denote the
power used by actuator ¢ for any transmission.

Lemma 1: The probability of success of a transmission from actuator ¢ is then

si= Yy ¢ij (1—aj,) 11 (1— o) (3.16)

S EN k:gi €N (ma j, \i

Lemma 2: The throughput of data of actuator ¢ is thus

N = o (1—7TZ'-|-7TZ' (1—fi))8i=>04i (1—7Tifi)8i. (317)

where m; is the probability that the forwarding queue of actuator ¢ is not empty.

Let H be a matrix with entries 0 or 1 so that H;; = 1if > 7%, (¢"),; > 0, ie., data
originated at actuator j is forwarded by actuator ¢. Then, the stability condition for the
forwarding queues in the actuator network is

Oéifisi Z Z Hi,j)\j (3.18)
JEN;

The idea, in this case, is that an actuator may be using large power for transmissions, thus
reducing the end-to-end delay, however at the same time it interferes with more neighboring
actuators (note that large transmission power of an actuator does not imply that it sees large
amount of interference; it merely means that this actuators causes more interference). Hence,
an actuator using large transmission power may be causing local inefficiency.
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We are mainly interested in the throughput of the actuator nodes. Hence, we want to
provide a fair throughput to all of the actuators. Recall that we are in a cooperative framework
so that all the actuators in the network can be persuaded to compromise on their performance
in order to have better overall performance. For this objective, we would like to be fair among
the users, as well as, as efficient as possible. Further, when considering power control, we
would like to have long term power constraint which will have the form

Qilm, ;. < Gi (3.19)

where g; is an upper bound on the power consumption by an actuator ¢. The impact of power
control and choice of modulation index on the performance of a multi hop CSMA /CA system
has been investigated in [59]. An analytical model for the spectral throughput per user is
presented with emphasis on the number of nodes dwelling in the area covered by a given
transmission power and on the number of hops. Unlike other works, a closed form solution
is derived for the spectral throughput performance of a multi hop CSMA/CA system as a
function of the offered load, the nodes density, transmission power and frame error rate. This
facilitates the PHY and MAC layers to be jointly optimised. The optimal transmit power for
every actuator node can be calculated in a centralized fashion similar to one presented in [60],
but this solution do not work well for mobile scenarios. Therefore, we present a distributed
approach based on heuristics that adaptively adjusts each actuators transmit power in response
to topological changes and attempt to maintain a connected topology using minimum power
in Section 3.9.4.

3.9.4 Dynamic Actuator Cooperation

As detailed in Section 3.4, we have a SANET with IV static sensors and M mobile actuators.
In mobile scenarios, the topology is constantly changing. The solution must, therefore, con-
tinually re-adjust the transmit powers of actuators to maintain the desired topology [C-10].
Further, the solution must use only local or already available information since updating global
information such as positions of all the actuator nodes require prohibitive control overhead.
Thus, the centralized solutions are not viable in the mobile context. Due to these constraints,
the mechanism presented here is necessarily a heuristic algorithm and offer no guarantee on
worst-case performance. In particular, power control is done using a cross-layer approach
between MAC-PHY layers and is at best a poor approximation to an optimal solution.
PC: A Heuristic Algorithm

1. Every actuator is configured with three parameters, namely: the desired node degree Ay
(for an application specific actuation process), a high threshold on node degree Ay, and
a low threshold A; . Periodically, an actuator checks its degree (the current node degree
A.) in its neighborhood set N; (provided by routing). If A. > A, then an actuator
reduces its transmit power. If A. < A;, then an actuator increases its transmit power.
If none of the above is true, no action is taken. The minimum and maximum transmit
powers are [; and [r, respectively (Section 3.9.3). Further, the magnitude of power
change is a function of A; and A..

2. Let pg and p. be the desired and current transmit power levels, respectively. Then,
the desired power level (A similar derivation of this desired power level calculation is
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provided in [60]. Therefore, we do not repeat it here to conserve space.) is given by

Dd = Pe — 5.m.loglo%. (3.20)
C

A node knows its current transmit power level p. and its current neighborhood node
degree A, (given by I and N (k), respectively) and Ay is a configured value. Also, m
is the path loss index and it takes values 2 < m < 5. In our work, we take the value of
m = 4 as mentioned in Section 4.6. Then, (3.20) can be used to calculate the required

power periodically, iff
S; (Ad) > S; (Ac) . (3.21)

where the calculation of s; (A4) and s; (Ac) can be easily performed at the MAC layer
using (3.16) with associated parameters.

We are interested in power control if and only if it improves the success probability s;, which is a
function of N; (k) (3.16). Further, it plays and important role in determining the throughput
of an actuator (3.17). It is also seen in Section 3.9.3, that the routing with power control
changes the neighborhood set AV; (k) of actuator ¢. Therefore, the desired power level in (3.20)
is practically applied if and only if (3.21) is valid.

In addition to power control, the mobility of actuator nodes results in network disconnec-
tivity with its assigned sensor-network. Therefore, if an actuator node is expected to move
from its current location, it broadcasts a packet informing all the sensors in its cluster of a
change in position. This change is typically broadcasted to neighboring actuators as well.
Thanks to the distributed learning approach proposed in [C-1], after initial network learning
each sensor has multiple paths available to possibly different destination actuators, which can
be verified by sending a 'Hello’ message. Hence, a new actuator attachment is obtained in a
fairly delay-energy efficient manner for the constrained sensor nodes using dynamic actuator
cooperation. This cooperation is dynamic in a sense that it is event based where the event is
characterized by actuator mobility.

3.10 Implementation Results

We consider a 9-node sensor-actuator network shown in Figure 3.2. It is easily seen that
Y68 = P78 = P20 = P40 = 1, node 0 and 8 being the destination actuators for all the
packets generated in the network. Node 3 can transmit to 1 and 2 for 0, and to 1 and 7 for
8, respectively. Node 5 can transmit to 1 and 4 for 0, and to 1 and 6 for 8, respectively. Our
selection algorithm has to find the optimal actuator for node 1, 3, and 5. We consider this
simple network to clearly demonstrate the effect of actuator selection, estimated delay, and
routing learning probabilities. Where as, the optimal actuator selection selection algorithm is
able to provide an optimal destination actuator to each sensor even in large scale deployments
as well. The distributed routing algorithm thus has to find appropriate value for ¢3 2, ¢3 7, and
®5.4, 5,6 in order that the traffic flow in the network corresponds to a Wardrop equilibrium.
In general, the distributed routing algorithm [C-7] is also able to converge to a Wardrop
equilibrium for any-scale random deployment of SANETs and WSNs as well.

We first demonstrate the working of AS (actuator-selection) algorithm in the following.
Each sensor starts sensing the environment and samples packets for transmission. We need to
find an optimal destination actuator that corresponds to minimum average end-to-end delay
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Figure 3.2: The Simulated Network consisting of 7 sensors and 2 actuators.

over all available routes for nodes 1, 3, and 5, given the load on the system A = (A1, ..., \n).
The execution of the AS algorithm is as follows:

* Yt = 28, = 0 = 05, (m=2,0=3). Similarly, >, 62, = >, ¢8, =
0, (0=1%) =05. Also, ¢3, = ¢, =5, (k=2) =025 ¢, =05, =54, (k=2) =
025, ¢, = ¢2, =5, (k=2) =025 ¢fs = ¢, = &, (k=2) = 0.25. Where as,

* The sampling rate \; at each sensor ¢ is uniformly distributed between (0.1,0.2). The

channel access rates were set to o; < 0.2 for ¢ = 1,...,7. The sampling rates obtained are
as follows: )\1 = 0.12, )\2 = 0.10, )\3 = 0.10, )\4 = 0.14, )\5 = 0.13, )\6 = 0.2, and )\8 =

0 0
. Y +y
0.18. We can now measure the following terms: For node 3, 73 (0) = —8=2=0_"%3=1=0
y§3 7 8+y§3 1—8 yg' 4 O—i_ygr 1—0
and 73(8) = —S=T=8,—8=1=8  For node 5, 75(0) = —2=4=05"8=1=0 and 75(8) =
y‘§’5~>64>8+y8

s—2=1=8_ For node 1, 71 (0) =y, ,,71 (8) = y},_,. For one set of sampling
rates \;s and «}s, we have run the simulation 10 times, and obtained the following
results: For node 3, 73 (0) = 2s,73 (8) = 3.5s, therefore node 3 chooses actuator 0 as
its final destination as the average delay over all available routes toward actuator 0 is
minimum compared to the average delay over existing routes toward actuator 8. For
node 5, 75 (0) = 3s,75 (8) = bs, therefore node 5 also chooses actuator 0 as its final
destination as the average delay over all available routes toward actuator 0 is minimum
compared to the average delay over existing routes toward actuator 8. For node 1,
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71 (0) = 71 (8) = 1.1s, and dY = d§. The actuator selection in this case is random as
is defined in step 2(b) of Section 3.8.1. In our simulation settings, the outcome of this
case is based on the expectation of a random variable, as actuator selection is random.
Therefore, we need not mention the actuator selection in this particular case. Note that,
in practice, this scenario is very rare, and hence, the actuator selection for this particular
case does not matter. Now, that the destination for all the sensors in the network are
fixed, we look at the routing. The results of our distributed routing algorithm, which
converges to a Wardrop equilibrium, look similar to the ones presented in Section 2.7 of
Chapter 2, and, are hence, not repeated here.

In the following analysis, we have only presented results on the performance of our distributed
AS algorithm.The performance results on the distributed actuator-actuator coordination are
not demonstrated in this work due to the lack of appropriate infrastructure availability with the
current network simulators |53, 52, 54| as they can not simulate hybrid networked-nodes with
dual communication capabilities i.e., nodes with multiple transmission interfaces operating at
different physical layer frequencies, dual-MAC operating in parallel at two different frequencies,
etc.. Also, we do not provide any comparisons with the related literature available on SANETs
as there is no simulation setup available for one such comparison. Although, we did compare
a general layered approach (open system) with the proposed cross-layer approach (closed
system) under standard settings to demonstrate the benefits one can get from the cross-layered
approach.

The proposals presented in this chapter are implemented in ns-2 [53]. Since, it is hard
to simulate heterogeneous networks (like the one we are considering here), we modified the
tcl-based ns-2 scripts in order to simulate the wireless sensor-actuator network. By hard, we
mean that one can not simulate a network consisting of hybrid devices with different commu-
nication and networking capabilities. These scripts, in particular, modifies the communication
capabilities of actuator nodes at run-time. The MAC used in simulations is a CSMA/CA and
routing is performed as explained in Section 3.8 for sensor-actuator coordination level and
in Section 3.9 for actuator-actuator coordination. From Figure 3.3, it can be seen that the
throughput is maximum when an actuator only has one neighbor to route its data to the
remote sink. This is only due to the presence of less interference in an actuators neighborhood.
This can also be verified from (3.16), where an increase in the power level results in a increase
in the neighborhood degree (minimizes the channel access due to more contending neighbors)
and also changes the routing matrix. We could not present detailed results on the average-
power used for transmissions and average-delay for the throughput results given in Figure
3.3 due to simulator restrictions. We believe that there is still a need to do large amount of
experimentation with different networking scenarios in order to provide a good insight into the
working of PC heuristic algorithm. Figure 3.4 shows the energy consumption due to routing
control overhead both in the case of static and mobile topologies to perform power control.
The results shown here are for 2-connectivity (at actuator-actuator coordination level) and 0.5
throughput. The updates are event based and require only one-hop message exchange among
neighboring actuators. It also includes broadcast message transmissions to sensors in case of
mobility.

3.10.1 Optimization in Open System

We now implement the proposed deterministic distributed primal-dual algorithm. Specifically,
we consider a simple 8-node wireless sensor network as shown in Figure 3.5. All the sensors
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Sec. 3.11 Conclusions and Future Work

sample data with 7, = 0.1. We use a random access CSMA /CA like MAC without backoff.
We first fix the routing in the network, and thus, fixing the arrival rate at each node. We
then look at the convergence of primal-dual algorithm. The results obtained by the proposed
primal-dual algorithm, together with the theoretical optimal solution, are presented in Table
3.1. It can be easily seen that the results obtained from the primal-dual algorithm is very
close to the optimal solution.

s2
s6
g\ s’
s4

Figure 3.5: A Simple Network Topology

Table 3.1: Comparison between the results of the proposed primal-dual algorithm and the
theoretical optimal solution
‘ Node ‘ a; ‘ Hi—opt | Hi—primal—dual

1 0.1 | 0.102 0.121
2 0.2 | 0.208 0.225
3 0.1 | 0.1220 0.125
4 0.2 | 0.241 0.256
3 0.35 | 0.383 0.412
6 0.7 | 0.719 0.743
7 1.05 | 1.058 1.072

We now look at the convergence of the distributed primal-dual algorithm for some nodes
in the network w.r.t time. Figure 3.6, 3.7, 3.8, and 3.9 shows the convergence of distributed
primal-dual algorithm for node 3, 4, 5, and 6 in the network. It can be seen that the optimal
value of us is obtained by the distributed primal-dual algorithm in less than 100 iterations of
the algorithm. This shows a very fast convergence of the distributed primal-dual algorithm.

3.11 Conclusions and Future Work

For wireless sensor-actuator networks with random channel access, we propose that each sensor
must transmit its readings toward one actuator only in order to take the burden of relaying,
toward different actuators, away from energy-constrained sensors in a straight forward fashion.
The objective for the open system was to minimize the total delay in the network where the
constraints are the arrival-rate and service-rate of a node. Particularly, we have shown that the
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Figure 3.6: Convergence of us using distributed primal-dual algorithm

objective function is strictly convex for the entire network. We then use the Lagrangian dual
decomposition method to devise a distributed primal-dual algorithm to minimize the delay
in the network. The deterministic distributed primal-dual algorithm requires no feedback
control and therefore converges almost surely to the optimal solution. The results show that
the required optimal value of service rate is achieved for every node in the network by the
distributed primal-dual algorithm. It is important to pay equal attention to both the observed
delay in the network and energy consumption for data transmissions. A fast convergence means
that only a little extra energy is consumed to perform local calculations to achieve the desired
optimizations. Ounly energy-efficient routing might not serve any purpose for some sensor
network applications. Similarly for the stochastic delay control algorithm, we have shown a
probability one convergence and its rate of convergence which is entirely distributed in nature.

We then proposed an algorithm for an optimal actuator selection that provides a good
mapping between any sensor and an actuator in the network. The selection algorithm finds
a delay optimal actuator for each sensor in polynomial time. We finally propose a distributed
actuation control mechanism for SANETSs that is responsible for an efficient actuation process.
The actuators can dynamically coordinate and perform power control to maintain a defined
level of connectivity subject to throughput constraints. The control overhead for static and
mobile actuator scenarios is analyzed using ns-2 simulations. The PC heuristic algorithm is
applicable to multihop SANETS to increase throughput, battery life, and connectivity.

In future, we will present a detailed simulation based study of PC heuristic algorithm
in different networking scenarios with some application specific actuation requirements and
practical evaluation of distributed multiple-actuator actuation process. We will also work on
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the development of PC heuristic algorithm to improve some MAC layer performance metrics
using a cross-layer approach. As a consequence of a very fast convergence to Wardrop equilib-
rium, we are also tempted to perform the energy-analysis of the proposed learning and routing
scheme in the context of network lifetime.

In the following chapter, we will look at the energy efficiency issues for data aggregation
in SANETSs.
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Chapter 4

The LEAD Cross-Layer Architecture
for SANETSs

SANETSs are composed of sensors and actuators linked together by wireless medium to perform
distributed sensing and acting tasks. Delay and energy constraints have a significant impact
on the design and operation of SANETs. We consider a sensor-actuator network in which
both energy and delay are hard constraints and must be jointly optimized.

In this chapter, we present the design, implementation, and performance evaluation of a
novel low-energy, adaptive and distributed (LEAD) self-organization framework. This frame-
work provides coordination, routing, and MAC layer protocols for network organization and
management. We organize the heterogeneous sensor-actuator network into clusters where each
cluster is managed by an actuator. To maximize the network lifetime and attain minimum
end-to-end delays, it is essential to optimally match each sensor node to an actuator and
find an optimal routing scheme. We provide an actuator discovery protocol that finds out a
destination actuator for each sensor in the network based on the outcome of a cost function.
Further, once the destination actuators are fixed, we provide an optimal flow routing solution
with the aim of mazimizing network lifetime. We then propose a delay-energy aware TDMA
based MAC protocol in compliance with the routing algorithm. The actuator-selection, op-
timal routing, and TDMA MAC schemes together guarantees a near-optimal lifetime. The
proposal is validated by means of analysis and ns-2 simulation results.

Furthermore, preventing sensor nodes from being isolated is very critical. The problem
of sensor inactivity arises from the pathloss and fading that degrades the quality of the sig-
nals transmitted from actuators to sensors, especially in anisotropic deployment areas, e.g.,
rough and hilly terrains. Sensor data transmission in SANETSs heavily relies on the schedul-
ing information that each sensor node receives from its associated actuator. Therefore if the
signal containing scheduling information is received at a very low power due to the impair-
ments introduced by the wireless channel, the sensor node might be unable to decode it and
consequently it will remain isolated.

Each sensor node transmits its data to only one of the actuators. However, all actuators
cooperate and jointly transmit scheduling information to sensors with the use of beamforming.
This results in an important reduction in the number of isolated sensors comparing to single
actuator transmission for a given level of transmit power. The reduction is due to the resulting
array gain and the exploitation of macro diversity that is provided by the actuator cooperation.
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4.1 Introduction

Distributed systems based on networked sensors and actuators with embedded computation
capabilities enable an instrumentation of the physical world at an unprecedented scale and
density, thus enabling a new generation of monitoring and control applications. SANETs are
an emerging technology that has a wide range of potential applications including environment
monitoring, medical systems, robotic exploration, and smart spaces. Such networks consist of
a large number of distributed sensor and few actuator nodes that organize themselves into a
multihop wireless network. Each sensor node has one or more sensors (including multimedia,
e.g., video and audio, or scalar data, e.g., temperature, pressure, light, infrared, and mag-
netometer), embedded processors, and low-power radios, and is normally battery operated.
Typically, these nodes coordinate to perform a common task. Whereas, the actuators gather
this information and react accordingly.
Sensor-actuator networks have the following unique characteristics:

* Real-time requirement: Depending on the application there may be a need to rapidly
respond to sensor input. Examples can be a fire application where actions should be
initiated on the even area as soon as possible.

* Coordination: Unlike WSNs where the central entity (i.e., sink) performs the functions of
data collection and coordination, in SANETS, new networking phenomena called sensor-
actuator and actuator-actuator coordination may occur. In particular, sensor-actuator
coordination provides the transmission of event features from sensors to actuators. After
receiving event information, actuators may need to coordinate with each other (depend
on the acting application) in order to make decisions on the most appropriate way to
perform the actions.

In this chapter, we investigate a new self organizing framework for SANETs. We consider a
heterogeneous network that consists of sensors and actuator nodes randomly deployed in the
network. Each sensor must transmit its data to only one of the actuators to conserve the scarce
energy resource. This arises the problem of actuator selection for each sensor in the network.
In the last chapter, we discussed a delay optimal actuator selection algorithm. Whereas, in this
chapter, we look at the energy issues while selecting an actuator. In particular, we propose an
optimal actuator selection and flow routing protocol (LEAD-RP) with the aim of mazimizing
the network lifetime. We show that the actuator-selection and flow routing problem with
energy constraints can be modeled as a mixed integer non-linear programming optimization
problem (MINLP) [61]. Since MINLP is NP-hard in general, we develop a distributed approach
which provides a good approzimation of the optimal solution. We use a relazation technique
in order to decide on the optimal actuator and then optimize the flow routing toward this
actuator to extend network lifetime. For optimal actuator selection, we propose an Actuator
Discovery Protocol (LEAD-ADP) that collects information about neighboring actuators for
each sensor node in the network. The destination actuator is decided as outcome of a cost
function. Once the destination actuators are fixed, we find out an optimal flow routing to
maximize the network lifetime. Both of these steps are carried out at the network layer. At the
MAC layer, we propose an adaptive TDMA like MAC (LEAD-MAC) with minimized awake
periods (LEAD-Wakeup) to avoid the problem of synchronization during flow splitting and
to meet the delay constraints in SANETs. The actuator selection, optimal flow routing, and
TDMA MAC solution together guarantee a near-optimal lifetime for SANETS.
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Depending on the application there may be a need to rapidly respond to sensor input.
Moreover, to provide right actions, sensor data must still be valid at the time of acting.
Therefore, the issue of real-time communication is very important in SANETSs since actions
are performed on the environment after sensing occurs. Examples can be a fire application
where actions should be initiated on the event area as soon as possible. Unlike WSNs where
the central entity (i.e., sink) performs the functions of data collection and coordination, in
SANETSs, new networking phenomena called sensor-actuator and actuator-actuator coordi-
nation may occur. In particular, sensor-actuator coordination provides the transmission of
event features from sensors to actuators. After receiving event information, actuators may
need to coordinate with each other in order to make decisions on the most appropriate way to
perform the actions. Each sensor node is associated with an actuator which is the destination
of the sensor data. In order to prevent sensor data collisions, actuators transmit time sched-
ules which coordinate sensor multi-hop transmission. Therefore each sensor after receiving
the scheduling information from its associated actuator transmits its data at the right time
slot. If the signal containing the scheduling information is received at a very low power due to
channel impairments, the sensor node might be unable to decode it and consequently it will
remain #solated.

To the best of our knowledge the potential problem of isolated sensor nodes in a SANET
has not been investigated. Actuators receive sensor data in a multi-hop fashion and transmit
the scheduling information to them in a single hop fashion. A sensor node needs to decode the
received scheduling information from the actuator that it is associated with. This is in order
to know its assigned time slot in which it should transmit its sensed data. However due to
the impairments introduced by the wireless channel (signal degradation due to pathloss and
fading), it is very likely that some sensor nodes, more likely the ones that are distant from
the actuator, would not be able to decode their scheduling information. This is because some
sensor nodes would probably receive the signal containing scheduling information at a very low
Signal-to-Noise Ratio (SNR). Consequently they will remain isolated, a fact that could create
some isolated zones in the sensing field. This would result to incomplete information reception,
a situation that needs to be overcome for the uniform monitoring of the sensing field. A
potential solution to this would be the use of positive and/or negative acknowledgments (ACKs
and/or NACKs) with respect to the reception of scheduling information. In this fashion, for
the sensor nodes that cannot decode their scheduling information, multi-hop transmission of
their schedules can be employed. However this would result to a significant overhead burden in
terms of time and energy waste of the sensor nodes, that can reduce their lifetime. Furthermore
that type of solution would increase the complexity of the employed protocols.

For a sensor network with multiple sinks (sinks/actuators can be thought of similar entities
for design purposes), the traffic generated by sensor nodes may be split and sent to different
sinks |62, 25|. In the presence of multiple sinks, the problem of optimal sink selection with
the aim of extending lifetime using anycast routing is studied in [63]. The authors propose a
heuristic solution based on traffic volumes sent to different base stations to select an optimal
base station. The proposed solution is based on flow splitting which follows different routes
from a source to its selected destination. The provided solution is elegant in the essence of
extending lifetime at routing layer. The only issue with this solution is the synchronization
(MAC layer) among different nodes to which a source (sensor) directs its flow. They do not
address this synchronization problem in the paper. Simulation results show better performance
based on numerical data and the issues related to MAC and synchronization were elevated.

In cases, when there are multiple actuators and mapping between the sensors and actuators
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is not given, the joint problem of finding an optimal actuator and extending network lifetime
with minimum end-to-end delay constraints is a challenging and interesting problem. This
problem is relevant from both the application’s and wireless networking perspectives. From
an application requirement perspective, some real-time multimedia sensing applications (e.g.,
video surveillance ) require to have all the traffic generated from a source sensor to be routed
to the same actuator (it may follow different routes) so that decoding and processing can
be properly completed because the information from the same source is highly correlated
and dependent. From a wireless networking perspective, the actuator chosen as a sink could
have a significant impact on the end-to-end delays which is a hard constraint [C-3] for sensor-
actuator applications. This is because the end-to-end delays are topology dependent; actuator
selection simply based on energy constraints can not guarantee optimal end-to-end delays, and
therefore, it should be based on both delay-energy constraints. As a result, there appears to
be a vital need to understand how to perform optimal routing to jointly achieve minimum end-
to-end delay routes and optimize network lifetime in delay-energy constrained sensor-actuator
networks.

In this chapter, we propose a PHY, Routing and MAC solution with the aim of eliminating
isolated zones in the sensing field, maximizing the network lifetime, and attaining minimum
end-to-end delays. The problem of sensor inactivity can be effectively faced on the physical
layer without increasing the protocol complexity and dissipating extra energy from sensor
nodes. Actuators can cooperate and form a distributed antenna array, a concept that has been
proposed for cellular communications |64|. The array jointly performs adaptive beamforming
and distributes the time schedule to each sensor node. Sensors receive the schedule information
at a much higher power due to the array gain that results from beamforming and to the
exploitation of macro-diversity which is inherent to the distributed nature of a SANET. This
results to a significant reduction in the number of isolated sensors for a given transmit power
level. The cost is the need of Channel State Information at the transmitter (CSIT). It is
shown by Matlab simulations that this effectively faces the problem of isolated zones. It is
then proposed that each sensor node transmits its data to only one actuator. A sensor selects
an actuator which is minimum number of hops away. Note that this actuator selection is just
to decide a terminal point for sensor data transmissions and multi-path routing is actually used
to transmit data between a sensor and its associated actuator. An advantage of setting min.
hop criteria for actuator selection is that the lower-tier (sensor-actuator coordination level)
of our heterogeneous network can be organized into clusters, where each cluster is centrally
managed by an actuator. It is also shown that the flow routing with energy constraints can
be modeled as a non-linear programming optimization problem (NLP). We use a relaxation to
optimize the flow routing towards this actuator to extend network lifetime. We then propose
to use an adaptive TDMA like MAC (that corresponds to the routing solution) to avoid the
problem of synchronization during flow splitting and to meet the delay criteria for SANETs.

The organization of this chapter is as follows. Section 4.2 highlights some interesting
related literature. The problem formulation is presented in Section 4.3. In Section 4.4, we
provide the network model under consideration in detail. Section 4.5 focuses on the coordi-
nation framework. Section 4.6 details the design criteria of our proposed actuator-selection,
optimal-routing scheme and optimization algorithm. In Section 4.7, we present a distributed
network learning framework to solve the actuator-selection problem. In Section 4.8, we present
a primal-dual algorithm for lifetime maximization. The medium access scheme is discussed in
Section 4.9. In Section 4.10, we present our LEAD-wakeup protocol. Three different actuator-
to-sensor transmission schemes are given in Section 4.11. The simulation results are presented
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in Section 4.12. In Section 4.13, we conclude the chapter and outline the future directions.

4.2 Related Literature

To our knowledge, sensor-actuator networks have not been extensively studied in the net-
working literature. However, our work in this direction has been informed and influenced by
a variety of previous research efforts in the domain of WSNs, which we now describe.

TSMP (Time Synchronized Mesh Protocol) [70] is a networking protocol that forms the
foundation of reliable, ultra low-power wireless sensor networking. TSMP provides redun-
dancy and fail-over in time, frequency and space to ensure very high reliability even in the
most challenging radio environments. TSMP also provides the intelligence required for self-
organizing, self-healing mesh routing. The result is a network that installs easily with no spe-
cialized wireless expertise, automatically adapts to unforeseen challenges, and can be extended
as needed without sophisticated planning. An intracluster communication bit-map-assisted
(BMA) MAC protocol is proposed in [71]. BMA is intended for event-driven applications.
The scheduling of BMA can change dynamically according to the unpredictable variations of
sensor networks. In terms of energy efficiency, BMA reduces energy consumption due to idle
listening and collisions. In this study, two different analytic energy models for BMA, conven-
tional Time Division Multiple Access (TDMA) and energy efficient TDMA (E-TDMA) were
developed, when used as intra-cluster MAC schemes. Simulation experiments are constructed
to validate the analytic models. Both analytic and simulation results show that in terms of
energy efficiency, BMA performance heavily depends on the sensor node traffic offer load, the
number of sensor nodes within a cluster, the data packet size and, in some cases, the number
of sessions per round. BMA is superior for the cases of low and medium traffic loads, rela-
tively few sensor nodes per cluster, and relatively large data packet sizes. In addition, BMA
outperforms the TDMAbased MAC schemes in terms of average packet latency. LEAD-MAC
provides better results because of a hybrid scheduling scheme besides providing all the features
supported in BMA MAC.

The energy efficiency at the MAC layer has recently received attention, especially with
the increasing interest in the applications of unattended sensor networks. The S-MAC [36]
enables low-duty-cycle operation in a multi-hop sensor network. Nodes form virtual clusters
based on fized common sleep schedules to reduce control overhead and enable traffic-adaptive
wake-up. T-MAC [96] extends S-MAC by adjusting the length of time sensors stay awake
between sleep intervals based on the communication of neighboring sensors. To achieve low
power operation, B-MAC (97| employs an adaptive preamble sampling scheme to reduce duty
cycle and minimize idle listening which is a basic source of energy drain. Whereas, the Z-MAC
proposal [98] combines the strengths of TDMA and CSMA while offsetting their weaknesses
by switching the MAC to CSMA and TDMA at low and high contention periods, respectively.
The performance of Z-MAC falls even below B-MAC in the case of low contention, so it is a
more suited protocol for medium to high data rate applications.

A schedule based MAC protocol is more difficult to implement because accurate time
synchronization among neighbouring nodes is required. Each node uses a dedicated time slot to
transmit messages. As fixed time slots are used, guarantees regarding bandwidth and message
delay can be given. The main problem of such a MAC protocol is the complexity introduced by
time synchronization. Especially in highly constrained sensor networks the synchronization
overhead might not be acceptable. In |74], the authors present an f-MAC protocol which
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overcomes the aforemen tioned restrictions. The f-MAC uses a framelet approach: fixed sized
frames are retransmitted a fixed number of times with a specific frequency. The protocol
provides bandwidth-delay guarantees and time-synchronization among nodes is not necessary.
In [75], a MAC protocol is proposed which uses separate wakeup slots for each sensor node in
sensor networks. Most MAC protocols proposed for sensor network are inefficient under heavy
traffic loads, in particular in high density network topology because of frequent collisions and
long sleep latency. They describe a MAC protocol in which each node has a different wakeup
schedule in the same duty cycle, and it joins the competition only for its own short wakeup slot
when the receiver is ready to receive its data. Simulation results indicate that this scheme can
reduce energy consumption and minimize idle listening which increases the power efficiency.
The hybrid schedule of LEAD MAC provides the same results without using a seperate wakeup
slot. Because, we take both sender and reciever into account while scheduling a transmission.

Asynchronous power efficient communication protocols are crucial to the success of WSNs
as a distributed computing paradigm. An improved asynchronous duty-cycled MAC protocol
is proposed in [76] for WSNs. It adopts a novel dual preamble sampling (DPS) approach by
combining low power listening (LPL) with short strobed preambles to significantly reduce idle
listening in existing protocols and improves the performace compared to previously related
MAC [97] protocols. Energy efficiency and reliable data delivery are the two most important
parameters for designing wireless sensor network protocols. Wireless communication is in-
herently unpredictable and error-prone. Hence, reliability is required to ensure that a packet
reaches its desired destination; otherwise the energy expended in forwarding the packet is
wasted. On the other hand, energy-saving mechanisms are required for battery-constrained
sensor networks. In [77], the authors have designed an on-demand energy-efficient and reliable
MAC protocol that enables reliable data delivery and energy conservation without affecting
packet latency. [78] proposes MH-MAC, a new MAC protocol for wireless sensor networks
capable of handling applications that generate infrequent huge peaks of traffic. Existing pro-
tocols are not adapted to this kind of applications. Asynchronous protocols are energy efficient
for the long inactive periods, but fail to cope with the bandwidth and latency requirements of
the traffic peaks when more than two nodes are sending data to a common sink. Synchronous
protocols that support contention free slots provide good throughput for handling the load
peaks, but consume unnecessary energy maintaining clocks synchronized for very long idle pe-
riods. MH-MAC is a multimode hybrid protocol that can be configured by the application to
run in asynchronous mode or in synchronous mode, with or without contention, providing the
best possible trade-off. MH-MAC is a single-hop MAC, which supports multi-hop applications
through a cross-layering API.

In [79], the authors present the design of a new low duty-cycle MAC layer protocol called
Convergent MAC (CMAC). CMAC avoids synchronization overhead while supporting low la-
tency. By using zero communication when there is no traffic, CMAC allows operation at
very low duty cycles. When carrying traffic, CMAC first uses anycast to wake up forwarding
nodes, and then converges from route-suboptimal anycast with unsynchronized duty cycling
to route-optimal unicast with synchronized scheduling. To validate their design and provide
a usable module for the community, they implement CMAC in TinyOS and evaluate it on
the Kansei testbed consisting of 105 XSM nodes. The results show that CMAC at 1% duty
cycle significantly outperforms BMAC [97] at 1% in terms of latency, throughput and energy
efficiency. They also compare CMAC with other protocols using simulations. The results
show for 1% duty cycle, CMAC exhibits similar throughput and latency as CSMA /CA using
much less energy, and outperforms SMAC [36]in all aspects. LEAD MAC provides better
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results as it does the same at initial network deployment. This procedure is not repeated
everytime traffic is transported from sensors to their destination unless converged routes are
changed. [80] introduces Crankshaft, a MAC protocol specifically targeted at dense wireless
sensor networks. Crankshaft employs node synchronisation and offset wake-up schedules to
combat the main cause of inefficiency in dense networks: overhearing by neighbouring nodes.
Further energy savings are gained by using efficient channel polling and contention resolution
techniques. Simulations show that Crankshaft achieves high delivery ratios at low power con-
sumption under the common convergecast traffic pattern in dense networks. This performance
is achieved by trading broadcast bandwidth for energy efficiency. Finally, tests with a TinyOS
implementation demonstrate the real-world feasibility of the protocol.

Mobility in wireless sensor networks poses unique challenges to the MAC protocol design.
Generally, MAC protocols for sensor networks assume static sensor nodes and focus on energy
efficiency. In [72], the authors present a mobility adaptive, collision-free medium access control
protocol (MMAC) for mobile sensor networks. MMAC caters for both weak mobility (e.g.,
topology changes, node joins, and node failures) and strong mobility (e.g., concurrent node
joins and failures, and physical mobility of nodes). MMAC is a scheduling-based protocol and
thus it guarantees collision avoidance. MMAC allows nodes the transmission rights at particu-
lar timeslots based on the traffic information and mobility pattern of the nodes. By modeling
several popular MAC layer protocols, the authors in [73] derive bounds on performance for re-
ceiver efficiency. In particular, they analyze four abstract models, Synchronous Blinking (e.g.
T-MAC [96], S-MAC [36]), Long Preamble (e.g. B-MAC [97]), Structured Time-Spreading
(also called Asynchronous Wake-Up), and Random Time Spreading. These results strongly
suggest that scheduling the receiver so as to minimize (or eliminate) the potential for inter-
ference (or collisions) could be from 10 fold to 100 fold more efficient than current practice.
They provide two new receiver scheduling methods, Staggered On and Pseudorandom Stag-
gered On, both of which are designed to exploit the untapped opportunity for greater receiver
efficiency.

In [1], the authors proposed an efficient routing protocol for WSNs with global objective set
to maximize network lifetime. The constraints are set to minimize the energy consumption
for efficient data aggregation. The protocol works by building gradients along an interest
propagation. In short, interest propagation sets up state in the network (or parts thereof)
to facilitate "pulling down" data toward the sink. The results provided therein have shown
significant improvement over traditional routing protocols both in terms of communication and
computational load. Whereas in [65], the authors use the same approach as [1| for SANETs
using anycast routing. A reverse tree-based anycast routing is proposed, which constructs a
tree routed at the event source, where sensors can join and leave dynamically. The introduction
of actuators in the existing WSNs has opened up a new dimension of "a hard delay constraint”
while still looking for near-optimal network lifetime solutions [58]. For example, targeting an
intruder holding a sniper in a surveillance field can be an interesting case to consider. The
actuation process has to localize the position of the intruder and actuate the destruction
process. The important constraint in this case is the latency of the received data because the
sensor data can be no more valid at the time of actuation in case of increased latency.

A well designed application-specific coordination protocol is proposed [66], where cluster
formation is triggered by an event so that clusters are created on-the-fly to optimally react
to the event itself and provide the reliability with minimum energy expenditure. In order
to provide effective sensing and acting, an efficient and distributed coordination mechanism
is required for delay-energy aware dissemination of information, and to perform right and
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timely actions. Therefore, we proposed to establish these clusters once during the initial
network deployment and the routing protocol can disseminate the sensed information to the
actuators through maximum remaining energy paths. After receiving the event information,
actuators may need to coordinate with each other in order to make decisions on the most
appropriate way to perform the required action. Depending on the application, there can be
multiple actuators interested in some information. Therefore, sensors need to transmit this
data toward multiple actuators, which results in excess sensor-energy drain due to multiple
transmissions of redundant information [67]. Moreover, the collected and transmitted sensor
data must be valid at the time of acting. For example, if sensors detect a malicious person
in an area and transmit this information to its optimal actuator; and the act of disposing a
tranquilizing gas must find that person in the very same area. Therefore, the issue of real-time
communication is very important in SANETSs.

Most of the current research on sensor systems is mainly focused toward optimizing the
network lifetime (e.g., |26, 25]) and the energy consumption of the sensors bypassing the
delay-sensitivity of sensor data for real time applications. In [68], the authors presented a
detailed overview of the routing techniques proposed for WSNs. The routing techniques are
classified into three categories based on the underlying network structure: flat, hierarchical,
and location-based routing. The hierarchical routing schemes have shown a promising im-
provement for prolonging network lifetime [41]. An enhancement in basic LEACH is proposed
in [42], where the network lifetime has been extended by the introduction of closest neighbor
communication. In [69], the network lifetime was prolonged on the basis of threshold-sensitive
routing schemes.

If the mapping between a sensor node and a base station/actuator! is given a priori,
then the problem of finding optimal flow strategies to extend network lifetime has been well
investigated in the past [26, 41|. For a sensor network with multiple sinks, the traffic generated
by sensor nodes may be split and sent to different basestations [25]. In the presence of multiple
basestations, the problem of optimal basestation selection with the aim of extending lifetime
using anycast routing is studied in [63]. The authors proposed a heuristic solution based
on traffic volumes sent to different base stations to select an optimal one. The proposed
solution is based on flow splitting which follows different routes from a source to its selected
destination. The provided solution is elegant in the essence of extending lifetime at routing
layer. Unfortunately, in wireless networking, the routing layer operates on top of a MAC
layer and the only MAC scheme that can be used in this case is the CSMA like MAC. Then
the limitation with this solution is the synchronization among different nodes to which a
source (sensor) directs its flow. The synchronization problem has not been addressed in [63].
Simulation results show better performance for their proposal as they were only based on
numerical data and the issues related to MAC and synchronization were elevated. Further,
achieving this synchronization is not trivial from a technical point of view in ad hoc manner
and is NP-hard in general.

The multi-actuator architecture raises many interesting issues such as cluster formation,
cluster-based sensor organization, network management and task allocation among the actua-
tors. In this chapter, we only focus on the issues of network management within the clusters,
particularly energy-aware MAC-layer protocol and inter-cluster interference issues.

In [102], the authors presented two scheduling schemes (breadth-first and depth-first as-

! Actuators/base stations have similar semantics for modeling purposes, i.e., sinks for data generated in the
network.
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signment) for a cluster based sensor network. The proposed TDMA-MAC is shown to perform
well in terms of energy-efficiency and end-to-end delay depending on the choice of scheduling
scheme. The gateway nodes transmit the schedule in their cluster using larger transmission
power. This introduces a new problem of schedule interference among neighboring clusters
and is not discussed in the paper. PEDAMACS [103] proposal for sensor networks has utilized
the presence of a powerful access point (AP) among sensors which takes the transmission load
from the constrained sensors and is further responsible for the reliable delivery of sensor data
toward the sinks. In case of multiple APs, the neighboring APs should not transmit their co-
ordination packets at the same time to avoid inter-cluster interference. The APs should take
into account the sensors that are outside their largest range while generating the schedule.
The power levels of the APs are adjusted so that the schedule can reach all the sensors in the
cluster. If all the sensors cannot be reached by the schedule, they can still be scheduled at
the cost of an increased synchronization overhead apart from the increased delay and energy
consumption.

4.3 Problem Statement

We consider a heterogeneous SANET, where data is transmitted in a multihop fashion from
sensors to the actuators. We have to decide on the following objectives: destination actuator
for each sensor in the network, an optimal routing protocol, and a medium access scheme that
together prolongs network-lifetime by minimizing the energy consumption and also takes care
of delay-sensitivity of the sensed data. Therefore, in cases, where there are multiple actuators
and mapping between the sensors and actuators is not given, the joint problem of finding an
optimal actuator and extending network lifetime with minimum end-to-end delay constraints
is a challenging and interesting problem. This problem is relevant from both the application’s
and wireless networking perspectives. From an application requirement perspective, for some
real-time multimedia sensing applications (e.g., video surveillance), it is necessary to have all
the traffic generated from a source sensor to be routed to the same actuator (albeit that it
may follow different routes) so that decoding and processing can be properly completed. For
multimedia traffic such as video, the information contained in different packets from the same
source are highly correlated and dependent. If the packets generated by a source are split and
sent to different actuators, any of these receiving actuators may not be able to decode the video
packets properly. From a wireless networking perspective, the actuator chosen as a sink could
have a significant impact on the end-to-end delays which is a hard constraint |58| for sensor-
actuator applications. This is because the end-to-end delays are topology dependent; actuator
selection simply based on energy constraints can not guarantee optimal end-to-end delays, and
therefore, it should be based on both delay-energy constraints. As a result, there appears to be
a compelling need to understand how to perform optimal routing to jointly achieve minimum
end-to-end delay routes and optimize network lifetime in delay-energy constrained SANETS.

In this chapter, we propose LEAD-RP to maximize network lifetime. For optimal actuator
selection, we propose LEAD-ADP that collects information about neighboring actuators for
each sensor node in the network. The outcome of a cost function decides an optimal actuator
and then we can find out an optimal flow routing to maximize the network lifetime. These
steps are carried out at the network layer. At the MAC layer, we propose an adaptive LEAD-
MAC with minimized awake periods to avoid the problem of synchronization during flow
splitting and to meet the delay constraints in SANETs. The actuator selection, optimal flow
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routing, and TDMA MAC solution together guarantee a near-optimal lifetime for SANETs.

4.4 Network Model

Consider a static 3-tier SANET with N sensor nodes, M actuator? nodes, and B basestations
as shown in Figure 4.1. A static 3-tier wireless sensor-actuator network with N sensor nodes,
M actuators nodes, and B Base Stations is considered as shown in Figure 4.1. Each sensor
and actuator is equipped with an omnidirectional antenna. Actuators are inter-connected via
a backhaul network (wireline or wireless). It is assumed that an equal number of sensors K is
assigned to each actuator, so as M x K = N.

4.4.1 Channel Model

A sensor node can decode a transmission from a neighboring sensor successfully if the experi-
enced SNR or SINR (in the case of CCI) is above a certain threshold. The channel between
the i*" sensor node and the j* actuator is

hij = Tijn/ Bd;;"vij (4.1)

where d;; is the distance in m of the ith sensor and the j* actuator. « is the path-loss exponent
and (3 the path-loss constant. ~;; is the corresponding log-normal coefficient which models
the large-scale fading (shadowing), v ~ N (0dB,8dB), and I';; is the complex Gaussian
fading coefficient which models the small-scale fading, I' ~ NC (0,1). The pathloss constant
and exponent are chosen according to the COST-231 model, where actuator height is assumed
to be 10 m and sensor node height 10 cm.

4.4.2 Neighborhood Relation Model

Given an (N + M + B) x (N + M + B) neighborhood relation matrix N that indicates the
node pairs for which direct communication is possible. We will assume that R is a symmetric
matrix, i.e., if node ¢ can transmit to node j, then j can also transmit to node 7. For such
node pairs, the (i,j)™entry of the matrix A is unity, i.e., Ni; = 1if node ¢ and j can
communicate; we will set N;; = 0 if nodes 7 and j can not communicate. For any node 7, we
define N; = {j : N; ; = 1}, which is the set of neighboring nodes of node 4. Similarly, a set of
interference nodes (cannot be reached by one-hop) for node i (from where the transmissions
can be heard at node 4, and is defined as S; = {K ¢ N; U {i} : Ni; = 1 forsome j € N;}.
Note that S; does not include any of the first-hop neighbors of node 1.

4.4.3 Forwarding (Relaying)

The sensor-actuator network is deployed in a remote location. The sensors do the application
dependent sensing and transmit their readings to the actuators. The actuators react on the
environment based on the readings from the sensors and also forward (relay) this information
to the basestations (using long-haul communication). Some in-network aggregation techniques
could be applied at this stage if the data is correlated. Since this discussion is application
dependent, and therefore, we do not go in its detail. The basestations are further responsible

2Conceptually, we can assume that the actuator is also a sensor node, which does not sense the environment.
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Figure 4.1: Architecture of SANETSs

for forwarding (relaying) this information to a sink (this communication can be over satel-
lite links) for remote analysis. Since, there are multiple actuators and basestations in our
heterogeneous network, we divide the problem of optimal flow (from a sensor to a sink) at
three distinct levels. At level one (sensor-actuator coordination), we investigate the actuator-
selection problem and optimal flow routing in order to maximize the network lifetime at this
level. At level two (actuator-actuator/basestation coordination), we study a similar problem
of base-station selection and optimal flow routing to maximize network lifetime at level 2.
Finally at level three (basestation-sink coordination), we study the problem of optimal flow
from basestations to the sink. In this study, we assume that there is sufficient energy available
at the sink, and thus, there is no energy constraint for the sink.

4.4.4 Channel Model and Antennas

We assume a simple channel model: a node can decode a transmission successfully iff there
is no other interfering transmission. Each sensor node is supported by an omni-directional
antenna. Each actuator is provided with two omni-directional antennas; one to communi-
cate with the sensor network, and the other to communicate with the network of neighboring
actuators/basestations using long-range communications. Similarly, each basestation is also
provided with two omni-directional antennas; one to communicate with the network of actua-

tors/basestations and the other to communicate with the sink (as it might be using a satellite
link).
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4.4.5 Frequency and MAC

Assume that all nodes share the same frequency band at their respective operating level. Time
is assumed to be divided into fixed length slots. All the packets (depending on their operating
level) are of same length and the length of a time slot corresponds to the time required to
transmit a packet over the underlying wireless channel.

4.5 The Three-Level Coordination Framework For SANETSs

In SANETS, sensors acquire information such as light, temperature, noise, and humidity from
the surroundings, while actuators take decisions based on the information received and perform
relevant actions. An integrated support for data aggregation in such networks works flexibly
well with all major aggregation proposals: diffusion algorithms [1], streaming queries [69], and
event graphs [65]. The three approaches differ in the way they influence the energy utilization
and delay constraints, so it is left as an application and requirements specific concern to be
monitored by the actuators in the network. In general, the network may support a variety of
task types. We now focus on the three coordination levels of our self-organizing framework.

* Sensor-sensor coordination level: In WSNs, in-network aggregation |1] and nego-
tiation based routing schemes are shown to work in the absence of any architecture.
Therefore, we consider the sensor-sensor coordination level as flat structured. The main
problem with the flat architectures is its scalability to large deployments. In our consid-
ered architecture, this flat structure is locally applied for sensor coordination in order to
facilitate data aggregation functions. Further, the sensors need not to know about all
the sensors that belong to the same cluster due to the existence of multi-hop paths and
only neighbor knowledge is sufficient for effective coordination [C-3|.

* Sensor-actuator coordination level: The coordination between sensors and ac-
tuators follows a hierarchical architecture, which has been shown to perform better
[41, 42, 69] in terms of defined QoS as compared to the flat architecture. To minimize
the latency between sensing and acting, the main goal of this coordination is transmit
the event information to the appropriate actuator in the shortest time. The excessive
burden of relaying information to the actuators can cause the sensor nodes to die due to
limited battery supply. Therefore, we optimize the network-lifetime in Section 4.6 using
an energy aware routing scheme at this coordination level.

¢ Actuator-actuator coordination level: The coordination between the actuators fol-
lows a QoS architecture which can be divided into a number of categories based on
application requirements [58]. As this particular coordination level is not constrained
by limited resources, we can use AODV [81]/OLSR [82] like routing protocols for an
efficient coordination among different actuators.

In the following, we present the overall LEAD Architecture [J-2|, which comprises four main
components: 1) LEAD-RP, 2) LEAD-ADP, 3) LEAD-MAC, and 4) LEAD-Wakeup introduced
in Section 4.1 and shown in Figure 4.2.
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Application Layer

LEAD-RP LEAD-ADP

LEAD-MAC LEAD-Wakeup

Physical Layer

Figure 4.2: The LEAD Architecture
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4.6 LEAD-RP: The LEAD Routing Protocol

In this section, we present the theoretical study of the problem under consideration. The
sensor-actuator coordination level is the most constrained coordination level in SANETSs. In
the following, we detail several components of our proposed actuator-selection problem and
optimal flow routing protocol for SANETs.

4.6.1 Power Consumption Model

For a sensor node, the energy consumption due to wireless communication (i.e receiving and
transmitting) is considered the dominant source in power consumption at the routing layer.
The issue of idle listening is delt with at the MAC layer in later sections.

The power consumed by a sensor node ¢ in (J/bit) in reception can be modeled as

Pl =Py Z fii (4.2)

JEN;

where f;; is the rate (bits/s) at which node j is transmitting packets toward node i. A typical
value for the parameter P, is 50 nJ/bit.

If the power consumed to send a packet is given by P, (a typical value for this parameter
is 50 nJ/bit [41]), then the power consumed by a sensor node 7 in transmitting its data (both
locally originated and forwarded packets) is

Fi(i,5) = cij-fi; (4.3)
where ¢; ; is the power consumption coefficient for data transmission between sensor i and j
and f; ; is the total flow from sensor i to sensor j in bits/s. Also

¢ij=a+pB.d; (4.4)

where o and 3 are constants, d; ; is the distance between the sensors ¢ and j, and m is the
path loss index. Typical values of a and 3 are 50n.J/bit and 0.0013 p.J/bit/m* (for m = 4),
respectively [41].

4.6.2 Actuator-Selection and Optimal flow Routing

The joint problem of finding an actuator and flow routing to maximize network lifetime at
the level 1 (s.t. energy constraints) is non-trivial and interesting for sensor-actuator networks.
We define (for details, see Table 4.1)

Fo={fod: (0 <ijik SN £jj#k1<I< M)}

S:

Foa={fp: a<ik<N1<i<m}

581—{ Sk,éz. (1<m,k<N,m#1, /f;ézl<l<M)}

Sm,

Fos=1{ S (1< k < N,r#kr#i, 1<1<M)}

SiySr
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FshA:{fskle; (1§k§N,1§l§M)}

SiyA]

We denote Tj; as network lifetime at level one (sensor-actuator coordination level), which
(in this work) is defined as the time until an alive sensor drains its energy |C-6]. Then, we
maximize lifetime Tjq, s.t.

S S freg - gt =0 (4.5)
r#i
SRt =3 predi =0 (4.6)
r#i,k m#£i

Sk,2A; sk, AL
Spy A Cs; srJsisr T spyA Csi A
<Zfsik,s,«l€Fsi,s i351rJ Si,Sr Zfsik,AlleFSivA i, A1) 55, A

+Z@ﬁ%E&RI&Q>E1SQﬂWUSiSN)

> oxt=1 (1<i<N) (4.8)
1<I<KM

T, JE56, F 5 0y = 0or
;,k,s GFSSaf8k7Al€FsA
1§L$k§NJ#$k#L1§l§M

Note that A% is a binary variable used for Actuator selection: if the data stream gen-
erated by a sensor i will be transmitted to actuator I, then A% = 1; otherwise A% 4 = 0.
The set of constraints in (4.5) to (4.8) can be interpreted as follows. The set of constraints in
(4.5) focuses on traffic flow generated locally at each sensor ¢. They state that, for each sensor
i, if actuator [ is the destination, then the locally generated bit rate (i.e., g;) will be equal to

AL

the outgoing data flows from sensor ¢ to actuator [ via a single hop (i.e., SSZ Az) or multihop

(i.e., ijjﬁl); otherwise, all flows corresponding to the source-destination pair (s;, A;) must

be zero. The set of constraints in (4.6) focus on the traffic that uses sensor i as a relay node.

They state that at each relay sensor ¢, the total amount of incoming traffic <z’.e., Zm# ;gjbff)

should be the same as the total amount of outgoing traffic <z’.e., Dotk 5{6;,?“ + fsk’Al> for

each source-destination pair (s;, 4;). The set of constraints in (4.7) concerns energy consump-
tion at sensor ¢. They state that, for each sensor ¢, the energy consumption due to transmitting
and receiving [see (4.2) and (4.3)] over the course of network lifetime should not exceed the
initial energy supply e;. Note that in (4.7) both flows generated locally at sensor i and those
flows that use sensor ¢ as a relay node are included. Finally the remaining set of constraints
enforce that sensor ¢ can only transmit all of its data to one actuator under any routing pro-
tocol, along with the logical restriction on the optimization variables A%, §Zlfgjl, dfsk’Al
Note that P.;, gi, €, Cs,,s,, andcs, a, are all constants in this optimization problem.

The formulation of optimal flow routing and actuator selection is a mixed-integer non-linear
programming (MINLP) problem, which is, unfortunately, NP-hard in general. We develop an
upper bound for our optimal flow routing and actuator selection problem by studying a closely

related problem that can be formulated and solved via linear programming. The non-linearity
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component in the flow routing problem can be removed by multiplying the equations (4.5)-
(4.8) by Tj; and then use the linear substitutes <V§jksj =Ty . fsz’j’;?l>7 (Vs‘i’fﬁl = fskvAl)
and (/ﬁi’Al =1Tn .)\si’Al).

Therefore, we maximize lifetime 7}, s.t.

SV o =
r#i
Z ‘/Sszkéfl + Vsk,Al o Z V;ﬁ:él =0 (4.10)
r#i,k m#i
A A
ZV koAl gy, csusvnvsszlfér L+ Z kAL Csi, Ay Vsszk}lzl
siver € " Vigiay SVsi (4.11)
+st% Rw%y<afwusZéN)
S oM -Ty=0 (1<i<N) (4.12)
1<I<M

7A 7A
Th, Vs?fs] z, Vsk Lz7 Ius@,AL >0
V:sszlféfl € Vs ) VSk,Al S Us, A
1§umk§Nw#$k#$1§l§M

We now have a standard MILP formulation that was transformed directly from the MINLP.
By their equivalence, the solution of this MILP problem yields an upper bound to the basic
flow routing problem. We will use this bound as a reference point for comparisons. In the
following, we will demonstrate the calculation for maximum lifetime

Maximize lifetime T}y

Subject to
54,A SZA 54,A
DS L e =0 (4.13)
r#i
Sp,A s JA S, A
POEANES AAED DA (4.14)
r#i,k m#£i

Sk A + c SkvAl
S ST 51 sy EFS Al 54,41
sk,Al

f €Fs, s P tep
S;,87 S48 55, A

sph T (4.15)

Sp,A
+ Y P | T <e

Sp,A
1k lEFs,si

St = (4.16)

1<I<M
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1. equation (4.13), (4.14) and (4.16) multiply 7};, then we have the Lagrangian

_ sisA] si> A si>A
L=To+A [ V.0 + V0 —gin
r#i
SEyAL Sk AY SkyAy
+ X9 E V +V — E Vo
SisSr 54,47 Sm,S;
r#i,k m#i
% Ay % Al
+A3 E Coy s SZ_’S + E c,,
SkoAY skAY
S4,Sr CVs,s V.sz Ay CVsy,A
Sk A sir Al
E PV, . —¢|+M § p=1Tn
A 1<I<M
s Ay <<
Vsm,si EUS’Si
2. derivations
o 2 : s34 si:AL si:A
VTHL_ 1+A1 fsi,sr +fsivAl _gl)\
r#i
Sk’Al Sk: A Sk AL
DDE AR AR D
r#i.k m#i
Z % A Z % A
+)\3 céz sr s ,Sp + S Al si,A;
Sk AL sk AL
f.s ,Sr GFS »S fsi,Al eFSivA
Sk AL si,A]
+ E P_f + M E AT =1 =0
Sm,S;
Sk A 1<I<M
fs77L s €Fs S

VL =0, 1<5<4

then we have

and
Sk A skrAY
v)\SL - Z csz Sr 51 sr + Z csi A ‘/Si,Al

Vsk Ay [SCEFE Vv kAL Ev A
55,81 55,A7 Sq
I S R Ao i
m,Sg € =
skAY
V.sm s Cus,s;

According to the definition of the sets of volume, eq. (4.17) can be written as
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N
> Con i
s; Al s, 4]
Lh=1 (4.18)

S St g

=1 k=1,k£im#i

NE

(‘3

M N
j :j : Sk Ay
CSZ‘,ST fsi,sr +

=1 k:lr;ﬁz,k l

It is necessary to discuss the summation of the k. The constraints (4.13) and (4.14) are
satisfied in the case of k =i and k # i , respectively. Therefore, eq. (4.18) can be written as

M

}:}: }: kAl SkAl }: Sko Ay
C.sz s’,« Si,Sr s Al + rxfsm,si
=1 |k#i \r#i,k m#i (4 19)
‘52 Ay s AL ey
+ZC% srds;sp Csa, fsi,Al T In
r#i

From (4.14), we obtain:
skAY Sk Az 5kvAl
Z‘f Sm,S; Z fS sST .s , AL (420)
m#i r#i,k

and from (4.13), we have
5,A ‘52 A 5i,A
M= TN (4.21)
r#i
Assume that ¢, is constant, then substitute (4.20) and (4.21) into (4.19)

s

M
S1.,A S, A
Corar TP I (o + L) S0
Z Z Z( 78T ) S4,87 04 54,47 (422)
s4,A 54,A )
csi,sr-gi)‘ ! + <csi,AL - csi,sr-) fsi,All:| = %

Therefore, (4.22) becomes

M
305 WNENEHE 3o ST 8

I=1 ktir£i,k =1 ki
M A M
e _ el e
+chi,sr'g’)\ +Z (csi,Al csi,sr>fsi,Al T In
=1 =1
then

Sk A Sk’Al
Tn Z:(csi AP < ) o

SksAL Sk» Al
foi o €F s, s kA fsivAl si,AJﬁ#Z (4.23)
M
2 : spA
+CS¢,STgi + <Csi,Az_CSi,Sr >fsi,Al =6
=1
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Hence, the optimal lifetime for a node ¢ the under given set of constraints is given by
(4.23). As we have found only one solution, we can assume that this is the optimal lifetime
for the network.

Similarly, the joint problem of finding an optimal basestation and flow routing (to maximize
network lifetime at level two, actuator-actuator coordination) can be modeled the same way
as done for level one. We define

Faa= {1l A <ijh<Mitjj#k1<1<B)

141

Fap = {fﬁjﬁl: (1<ik< M1 gng)}
Faa, :{fAZ’BlZ. (1§m,k‘§M,m7éz',k7éz’,1§l§B)}

FAi’A:{fjkal: (1§r,k:§M,r7él<:,r7éz',1§l§B)}

Fap={fis: 1<k<M1<I<B)}

We maximize the lifetime 7jo(Lifetime at network level two), s.t.

Zlez, ;“lzﬁz Gi)\AivBl -0 (4.24)
r#i
A B A B Ag,B
Falal + fali = D fakd = (4.25)
r#i,k m#i

Akal k:Bl
Ay, B CA, + Ay, B
<ZfAf,ATl€FA¢,A A, Ar f ZfAf,BIIEFAiy Az,BlfAz,Bz

(4.26)
Ay, B .
+iji'ili€FA7Ai P, A;,&) Tip < Ej for (1 <i< M)

doaPi=1 (1<i<M) (4.27)
1<I<B

T2, fAk’Bl fAk’Bl >0, MoB=00r1
fiﬁ:ﬁl € Fy, A,fAk’ ZGFAZ.,B, 1<, 5,k<M
Z#J,k‘#j,léléB

The set of constraints from (4.24) to (4.27) can be interpreted in the same way as (4.5)
o (4.8). The formulation of optimal flow routing and basestation selection is again a MINLP
problem. We develop a similar upper bound for flow routing and basestation selection problem
that can be formulated and solved via linear programming (similar to the formulation as level
one). Here, we only present the modeling of optimal flow routing and basestation selection.
An optimization criteria similar to level one can be opted here to solve the system of equa-
tions. The non-linearity component in the flow routing problem can be removed by multiplying

the equations (4.24)-(4.27) by T2 and then use the linear substitutes <Vfi’fA b ="Tp. fA’“’Bl),
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(Vﬁ’j}fl =1T}s. fﬁk}gl), and (,uAi’Bl = Tlg.)\A“Bl). Then, the MINLP problem can be re-

(2]

formulated into the equivalent MILP problem as shown below. We maximize lifetime Tjo,
st ((4.24)-(4.27)). Ty with Tip, VAl Vi > 0, Vil € vaa, Viky € vap, and
1<i,j,k<M,i#j k#7 1<I<B.

Since, we have only one sink in the network, the network of basestations can form an
aggregation tree toward this common sink. The flow from a basestation can be splitted and
send over multiple routes toward the sink. The flow problem to extend network lifetime at
level three can be written in similar fashion as (4.9) to (4.12) with their appropriate subscripts
(note that in this case, all the data gathered at different basestations is sent to a common sink
and hence, the optimal flow solution formulation will results in an NLP formulation (which
can be relaxed using same technique as presented earlier to an equivalent LP formulation),
and is therefore, not presented here.

4.7 LEAD-ADP: The LEAD Actuator Discovery Protocol

In order to remove the mixed-integer (MI) component from the MILP, we consider the fol-
lowing distributed learning mechanism that helps in selecting actuators for each sensor in the
network. We propose a framework which is tailored toward a standard behavior for most
deployment scenarios, aiming to satiate the time-stringent requirements and energy efficient
resource utilization in a purely distributed fashion [C-1|. The proposal consists of three phases:
the learning phase, the coordination phase, and the failure-and-recovery phase. In the follow-
ing, we detail the three phases.

4.7.1 The Learning-phase

The learning-phase starts during the initial deployment stage when the sensors locate the
neighboring actuators using a one-hop broadcast. The finding of the "optimal-actuator at-
tachment" for each sensor node is done through a novel protocol called ADP.

4.7.1.1 Actuator-discovery Protocol (ADP)

When a sensor node is turned on, it should first determine an actuator node as the final
destination. For this end, a sensor node transmits a broadcast message named

AttachRequest (cost, M;, C)

to its one-hop neighbors as shown in Figure 4.3. A neighboring node upon receiving an
attach-request message checks that it has sent an attach-request in the period 7;, (application
specific), if it has already sent a broadcast to its neighbors, it will wait for a reply until timeout.
Otherwise, it repeats this procedure unless the probe reaches an actuator. The reply message
named

AttachReply; (cost, M;, A;)

from the actuator follows the probe and terminates at its origin, defining a discrete path to
the sensor node. If a node receives multiple replies, it chooses a destination actuator based
on the outcome of a cost function.

In Algorithm 4.1, we have induced a control procedure to obtain a promised QoS in terms of
delay and energy consumption. We have assigned the hop-count to this function to restrict the
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ACTOR NODE

()  Sensor Nodes

,,,,, > AttachRequest

Figure 4.3: AttachRequest by sensors at the start of ADP

search probe (referred as 'C’). This hop-count can be treated as a function of sensor-actuator
node ratio in the network to limit unnecessary broadcast and also keeping the chances of
actuator-discovery well alive (leaving the issue as implementation concern). We don’t take
into account the distance between a sensor and its associated neighbors because the energy
required to transmit to a node in its sensing radius is a constant (no power control assumed
for transmissions). ADP produces loop-free paths to the actuator nodes, as stated below.

LEMMA 1. The next-hop selected by a sensor with ADP has o defined optimal path to
the actuator node, Algorithm. 4.1.

As depicted by Figure 4.4, now a sensor node has some defined paths to route its sensed
data to the actuator nodes by simply forwarding it to one of its one-hop neighbors (immediate
next node in the path to the actuator), and the actuator also keeps the defined path to the node
(building its tree structure for the localized cluster). In a similar fashion all the nodes reserve
an optimal path to their nearest actors as shown in Figure 4.5, forming a local cluster, thus
giving us the initial deployment in the form of distributed clusters. The cluster information
available at the actuator will be used for scheduling in a later section.

4.7.1.2 Correlation Trees

Once all the nodes have defined paths to their attached actuator, the actuator rearranges
all the paths to exploit correlation properties of the SANETs. As shown in Figure 4.6, the
actuator rearranges all the paths in the depth-first arrangement order. In this way, we have
all the one-hop sensor nodes as the first children of the actuator node, so on and so forth.
This gives a depth-first search tree structure. All the sensor-nodes have defined identities
(names, address, etc). But when a cluster is created and organized into the tree form by the
actuator, it assigns temporary addresses to the sensor nodes and keeps the mapping with itself.
As depicted in Algorithm 4.2 once the tree structure is maintained we define the temporary
addresses of nodes by addressing all the nodes on the same hop-count first, following their

117



Chap. 4 The LEAD Cross-Layer Architecture for SANETs

Algorithm 4.1 LEAD-ADP
Pseudo-code executed by all the sensor nodes [N; during initial deployment-phase.

Initially:
cost = 0

attached-actuator = oo
C = constant (the trade-off is explained in Section 4.7.1.1).
A; = Identity of the Actuator.
For any sensor node N;
do ActorDiscovery() {
if cost (N;,A;) = oo then
for each neighbor M; of N; do
Send AttachRequest(cost, M;,C)
Receive AttachReply;(cost, M;, A;)
#Determine optimal Actuator, and the next-hop among the nmetghbors to reach
1t.
for each AttachReply do
if path(cost,M;) < path(cost,M;_1) then
for N; MinCost = path(cost, M)
Attacheddctuator = A;
next_ho_to_actuator = M,
end-if
end-for
end-for
end-if
X
After deciding the actuator, each node sends a ‘““JoinRequest’ to its actuator.
send JoinRequest (A;)
The actuator sends a ‘“Joindck’ back to the sensor node confirming cluster
joining.
send JoinAck (M;,N;)
The procedure attach-request is implemented recursively as follows.
AttachRequest (cost, M;,C'){
if (cost '= o0)
return (UpdateCost(cost), M, A; )
else if (C != 0) then
for all neighbors M;of N;
do AttachRequest(cost, M;,C —1)
end-for
end-if
X
Actuator Reply to the broadcast messages from the one-hop away nodes contains the
following.
AttachRequest(cost, M;, C')— ActorReply(cost = 1, A;)
UpdateCost() is the part of the control semantics, and for this specific case,
2t 1S chosen to be hop-count
UpdateCost(cost) {

return cost + 1

}
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Figure 4.4: Actuator-replies (AttachReply) for corresponding AttachRequest messages

descendants aiming toward a breadth-first addressing scheme. The mapping between the
actual node-address and temporary-address is managed by the actuator (Né;)d — T(xz)d) in
every cluster. This strategy helps in optimizing the search to the attached neighbors in case
of node mobility and failure, and exploiting the correlation properties (see |C-1| for details).

LEMMA 2. All the sensor-nodes are attached to the actuator with increasing hop-count

n o depth-first order, Algorithm. 4.2.

4.7.2 The Coordination-phase

The deployed sensor nodes start sensing the distributed environment, and transmit their data
through the defined path to the attached actuator. For the sensor-actuator coordination,
the actuator-attachment and the paths obtained to route data to the actors provide effective
energy optimization for the sensor nodes. There can be two deployment configurations for the
SANETs:

Static Deployment: In this case, both sensor and actuator nodes are static and the gain
is maximum due to efficient routing of data to the acquired actuators.

Mobile Deployment: For mobile deployment, we have four different types of configura-
tions (detailed in Section 4.7.3). The learning phase for mobile-case is essentially the same as
for the static-deployment. But at any point in time, the discrete path to the actuator nodes
may change due to the mobility of the nodes. The purpose behind organizing the cluster in
the above-explained behavior is to exploit the correlation properties (see [C-1]) of the SANETs
not only at the data-centric level but also at the node-centric level (direct-addressing).

4.7.3 Failure and Recovery-phase

We assumed that every sensor node has a pre-defined maximum battery life-time with a
minimum threshold indicating failure in near future. The Failure and Recovery-phase monitors
this time line and inform the actuator before the actual failure to take a few precautionary
measures which includes: (i) exploiting the local cluster for an alternate path to nodes that
lost their routes to the actuator. (ii) do nothing if there was no further attached node. (iii)
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A Actor Node

() Sensor Nodes

Figure 4.5: The Local Cluster formulated at the termination of ADP

update the cluster information of the attached-actuator for local management as shown in
Figure 4.7. Further details can be found in [C-1].

To decide on the optimal actuator, we consider that the cost function is set to min. hop
count and the actuators chosen by sensors are optimal in min. hop sense. An advantage of
setting the cost-function to min. hop routing is that the lower-tier (level one) of our hetero-
geneous network can be organized into clusters, where each cluster is centrally managed by an
actuator. It will also result in the disappearance of the mixed-integer (MI) component from
the optimization problem and the resultant is a relazed linear optimization problem (LP)
which is comparatively easier to solve |94]. In this fashion, a sensor can receive its scheduling
information (detailed in Section 4.9) by its mapped destination-actuator that corresponds to
the optimal (s.t. energy constraints) routing solution, and hence, can result in the realization
of optimal network lifetime in practice. We denote the resulting destination for a sensor via
the above mapping as d (i). Therefore we have, p* %) = T and p*»4 = 0 for A; # d (i).
Then, we can find a routing solution by replacing A; in (4.9) to (4.12) by d (i) (destination
actuator for sensor ¢, and is thus, not repeated here).

4.8 Deterministic Lifetime Maximization

In this section, we develop, using the Lagrangian dual decomposition method, a distributed
algorithm to maximize the network lifetime with no feedback control.

4.8.1 Lagrange Dual Approach

In what follows, we use the Lagrange dual decomposition method to solve the minimization
problem. The Lagrangian function with the Lagrange multipliers (});) is given as follows:
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Algorithm 4.2 SOT

Pseudo-code executed by the actuator-node
scan the local-cluster ©= [0,27)for all nodes
do SOT (node n)
visit (n)
for each child (next-hop) w of n
do SOT (w) (Initially, first scanned node one-hop away from actuator)
add edge nw to the Tree SOT
end for
A temporary-address is assigned to each node by the actuator.
Unmark all the vertices
choose some starting vertex n (actuator-node)
mark (n)
list L =
Tree SOT =
while L non-empty
choose some vertex v from the front of list
visit (v)
AssignAdd(v)
for each unmarked neighbor w
mark (w)
AssignAdd (W)
add it to the end of list
add edge vw to SOT.

end-for

L (Tyi, My A2, A3, \) =

T+ MTi | D foned +f§f,’f +
r#i
NaTis | D0 D7 far 4 f2a) =33 paedd
k#i r#£i,k k#i m#£i

Nl 7| Y e O 4 Z

Sp,d(2) Sp,d(2)
sik,s'r EFSivS faf,d( i) GF

7d ]
Cs;, Ay szkd(g)) + Z Pra ;,I:;ilq(zl) — €
e ter,
Then, the Lagrange dual function is
Q ()\1, )\2, )\3) = H%aXL
li

Thus, the dual problem is given by
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Figure 4.6: A Self-Organized Tree (SOT)
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Figure 4.7: The occurrence of failure and steps required for recovery procedure.
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4.8.2 Deterministic Primal-Dual Algorithm

The lifetime maximization problem can be solved via the following deterministic distributed
algorithm

* The T};s are updated as
Ty (n+1) =T (n) + €.V, L

T (n) +en [Ar [ D0 fad® 4 pog — g | +
r#i

o [ 0N pard® g predt) SN pond) | 4
ki r#i,k k#i m#i
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* The Lagrange multipliers are updated by
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We note that in the above algorithm, we have used the same step size €, for both the primal

and the dual algorithms.

4.9 LEAD-MAC: The LEAD Medium Access Control

Once the optimal actuators are decided for each sensor in the network and optimal flow
routing is formulated, then the sensors can be scheduled using a TDMA like MAC protocol
that corresponds to the flow solution. The actuators explicitly schedule all the sensors based
on their knowledge of the cluster. If a random access scheme is used at the MAC layer, then
the ezperienced network lifetime can not correspond to the optimal routing solution (4.23) as
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the optimal routing solution is only based on the flow coming into-and-out of a sensor node
subject to energy-constraints. This scheme does not take into account the access energy wasted
due to collisions and successive retransmissions. The detailed power consumption model at
the MAC layer can be seen in [C-5]. For the considered model, we optimize the system
performance using a TDMA-MAC protocol by minimizing the awake periods and power loss
due to interference. LEAD-MAC has three operational phases: (i) network learning phase,
(ii) scheduling phase, and (iii) adjustment phase. The following discussion covers the different
protocol phases in detail.

4.9.1 Network Learning Phase

A sensor node finds an optimal actuator using the proposed ADP (Actuator Discovery Pro-
tocol, a controlled flooding mechanism in Section 4.7), during the initial deployment phase.
The sensors start the learning phase by transmitting a one hop broadcast search request.
When a broadcast reaches an actuator, it is replied with the actuator identity. A random
access scheme is used in the topology learning phase, because the sensors do not yet have
a transmission schedule. The scheme is designed so that, at the end of this phase, almost
all nodes are attached (based on the outcome of an objective function) to an actuator and
correctly determine their neighbors and interferers with high probability. We adopt a carrier
sense multiple access (CSMA) mechanism similar to IEEE 802.11 [95]. The sensors listen for
a random time before transmitting, and transmit if the channel is idle. A random delay is
added before carrier sensing to further reduce collisions. However, because a collision will lead
to incomplete cluster information at the actuators, the CSMA scheme itself cannot guarantee
that an actuator will receive the full cluster information. Therefore, an acknowledgment from
the actuator is sent when a sensor transmits a packet to join a particular cluster.

4.9.2 Scheduling Phase

The actuator explicitly schedules all the sensors, based on its knowledge of the cluster. An
actuator schedules the sensors in the depth-first order for end-to-end routes, and in a breadth-
first order for any given parent node i, to capture forwarded data from all of its downlink
sensors. At the end of the network learning phase, the network may be represented by G =
(V,E), in which V is the set of nodes, including the actuator node A;. The undirected edges
E € V x V are the (transmission) links to be scheduled. The graph forms a tree, rooted
at actuator A;. All the traffic from any given tree is destined for the actuator, so every data
packet at a node is forwarded to the node’s parent. A node may interfere with another node, so
these nodes should not transmit simultaneously. The interference graph C' = (V, ) is assumed
known at the end of network learning phase. Here I € V' x V is the set of edges such that
(u,v) € I if either w or v can hear each other or one can interfere with the signal of the other.
The conflict graph corresponding to G = (V, E) and C = (V,I) is the graph GC = (V, EC)
in which EC' comprises the edges between node pairs that should not transmit at the same
time.

The Scheduling Problem: Each node of G (except the actuator) generates packets.
Given the interference graph C, the scheduling problem is to find a minimum length frame
during which all nodes can send their packets to the actuator using minimum energy. The
problem is NP-complete [101]. We reduce the NP-complete problem of finding the chromatic
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number of a graph to the scheduling problem?. If the original tree network has depth N, the
linear network GL = (VL, EL) has nodes VL = {A;,v1,...,vn} with node v; corresponding
to level [ in the original network. The interference graph CL = (VL,IL) includes edges
(vj,vy) if there is an interference between a node at level j and a node at level [ in the original
network. We can now color the linear network using the same approach used in [101]. Then,
the scheduling algorithm is given by 4.3. For all the basic proofs on NP-completeness and
coloring of network, please refer to [101], as we do not repeat them here in order to conserve
space.

Algorithm 4.3 The Scheduling Algorithm

Input: Graph G = (V, E)of the original tree network, with interference C' = (V,I), color as-
signment of the corresponding linear network, using K colors, such that each color corresponds
to a maximum non-conflicting set.

Output: Transmission schedule for nodes of G.

begin
while (atleast one packet has not reached the Actuator)
fors=1to K
sets = set of levels corresponding to color s
T=0
while (nodes of color s has atleast one packet)
for j =1 to |sets|
T = TU
T {mazximum non — con flicting set of nodes fromlevel j € setswith atleast one packet}

it T#0
assign this slot to set T’
update the place of packets
end
end
end

The scheduling frame duration 7' is divided into slots (a single slot-duration depends on the
packet size, available transmission rate, and is typically application dependent). A slot extends
the packet duration by a guard interval to compensate for synchronization errors. At the
beginning of this phase, an actuator broadcasts the scheduling packet using maximum transmit
power. Since the actuator reaches all the sensors at the same time, the error in synchronization
from the delay between time-stamping and sending the packet at the transmitter is eliminated.
Since the range of an actuator is on the order of kilometers, the propagation delay is also
negligible (few psec). Based on the assumption that all the nodes run the same software, all of
them will time-stamp the packet at the same time. Therefore, the only error of synchronization
in this application comes from clock skew, the difference in the clock tick rates of the nodes.
Typical clock drifts of a sensor node in Isec is 10 usec [97]. If the packet generation period
of each node is around 30 sec, the maximum clock drift will be 0.3 msec compared to approx.
20 msec (the duration of the packet transmission of a packet of 50 byte at 50kbps). The total
time-frame duration of this schedule is given by 7', which depends on the number of sensors
in the cluster. Therefore, the frame duration 7T is different for every cluster in the network.

3The chromatic number of a graph G is the smallest number k such that G is k — colorable if its vertices
can be colored using k different colors in such a way that adjacent vertices have different colors.
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The minimum duration for a sensor to stay awake T}, is T,, = Ty, + Ti, + T, where T}, is the
time required to receive a packet, T}, is the time required to transmit one packet to the parent
node, and T} is the guard interval for synchronization errors. The interval T, is assumed to
be a small percentage of the total slot duration. The maximum duration for a sensor to stay
awake depends on its sub-tree and can be calculated as a multiple of T, depending on the
application, e.g., if the application allows for data aggregation: a sensor can receive forwarded
data from its sub-tree, aggregate its own packet and transmit the resultant packet requiring
only one time slot.

The first transmitted packet to contain the CDMA code is the collision-free TDMA sched-
ule by each actuator in the network, so that the sensors receive the schedule from their attached
actuator only once. The schedule packet contains a current-time field in order for all the sen-
sors in one cluster to synchronize to a common clock before starting the transmissions and a
next-time field, where all the sensors wakeup once in order to resynchronize to the common
clock.

4.9.3 Adjustment Phase

If a new node is added to the network or a link level failure is detected in the network, a sensor
will try to attach itself by transmitting a one-hop broadcast request in its neighborhood. All
the sensors in the network wakeup at next-time to resynchronize to the network. At this time,
a sensor which receives the actuator-search broadcast replies to the sensor with its actuator
id and cost to reach the actuator. Upon receiving the reply to its broadcast (there can be
multiple replies), a sensor decides its optimal actuator and transmits an attachment request
to the actuator. The new sensor is added to the transmission schedule and also acquires the
same CDMA code as its cluster.

4.10 LEAD-Wakeup

The main idea of LEAD-Wakeup protocol is to extend the scheduling for event-driven sensing
applications, where the slots assigned to the nodes do not have to be used. According to the
adopted scheduling scheme, all the nodes of one routing path remain active only for a small
duration T, to check the possibility of arrival of forwarded data.

4.10.1 Adaptivity to Network Conditions

A sensor wakes up at the scheduled time to see if it has any new sensed data in its transmit
queue. If it has no data to transmit and also, no data arrives from its children sensors
during a defined interval (which is equivalent to the reception time for one packet and a guard
interval), it immediately goes back to the sleep mode and saves considerable amount of energy
(adaptive duty cycle). The duration of this adaptive validation period is at least equivalent to
Tadapt =Tz + Tg-

4.10.2 Analysis of LEAD Wakeup

In [102], the authors have shown that the depth-first scheduling works better than the breadth-
first scheme for end-to-end delay, throughput and forwarding queue size at the sensors, but fails
to perform well in energy consumption compared to the breadth-first scheduling. In this work,
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we will show that the hybrid scheduling scheme with an adaptive duty cycle achieves a good
trade-off between the sensor energy consumption and end-to-end delay for sensor-actuator
applications.

Energy Consumption: For a wireless sensor, typical states are “active”, “idle”, and
“sleep”. The energy saved for a sensor by not sending the sensors directly to active state is
shown in Figure 4.8. The only form of overhead seen in this power management is the time
spent in settling from one state to another and is given by

P -P P, - P
Eoverhead = Tsi- ( : 9 s> +T’ia- < 2 2 Z> (428)

where Ty; and T, is the time required to change the state from sleep-to-idle and idle-to-awake,
respectively. The appearance of 2 in denominator is not due to the fact that the flanks are
triangular, but simply because, it represents exactly half the energy to what could be spent
otherwise. The gain in energy using such an adaptive power management can be seen as

Esqved = (6t — Ty;) . (Py — P;) +
Ty (Pa— (252)) + T (252) (4.29)

where 6t = Teyent — 11, 11— start of the adaptive awake period Tggap: and Tepent = time
of arrival of an event (transmission or reception).

Power levels for sleep (s), idle (i), and active (a) state

A / Energy Saved
R
Pi Y
K

Y

Figure 4.8: Energy Savings through adaptive duty cycle

If we see the case with Intel strong ARM (Table 4.2), it is sensing the environment in Sj.
At scheduled time, it will change its sleep state from S7 to So. The sensor node will stay in
this state until the arrival of event for 1,44, if it do not receive a data packet, and itself has
no packet to transmit then it will go back to sleep. Otherwise, it will jump to Sy to transmit
a packet. The minimum energy consumed by a sensor during one time frame 7' is given by
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MZ’I’LEZ = Efl . (T - Tadapt) + Ef2-Tadapt (430)

Similarly, maximum energy consumed by a sensor during T is given by

MazE; = ES*. (T —T,) + E.5t + E3*. (T, — 6t) (4.31)

The sensors only wakeup when a transmission or reception is expected, therefore, we save the
expected energy drain due to interference from two-hop neighbors. Due to an adaptive sleep
schedule, a sensor saves energy by configuring its transmitter state to sleep. Therefore, the
complex lifetime equation in [C-5] is reduced to

Tjipe = ! (4.32)
(Prx ZjENi Ay + Pt:c ZjENi Q4 + Psense)\i>
Observed Latency: The average latency seen by a packet from node; is
delay; = Z (0sy—s4 + Tdata) (4.33)

K

where Ty.tq is the time required to actually transmit a packet and K is the number of hops
toward the actuator of node;. And the worst case latency seen by a packet from node;

delay; = Z (0sy—sy + Taata) + T (4.34)
K

which can happen if an event arrival in the current awake duration 7, does not reach the
actuator due to long paths.

4.11 Actuator to Sensor Transmission Schemes

In this section, three different actuator-to-sensor transmission schemes are presented together
with their analysis and performance evaluation |C-9|. Actuators can all transmit at the same
frequency and therefore interfere with each other. They can also transmit at different fre-
quencies in order to avoid interfering with each other at the cost of higher frequency reuse
factor.

4.11.1 Transmission at a single frequency (Reuse Factor 1)

In this case, each actuator communicates with the sensor nodes that are assigned to it. The
actuator broadcasts a packet containing scheduling information, for the sensors nodes attached
to it, at the same frequency. Each sensor node receives together with useful scheduling infor-
mation, co-channel interference (CCI) from other actuators. The received signal of the sensor

node ¢ is
vi = hij/Piz; + > hig/Pray, + 1 (4.35)
ki

where ¢ =1,2,..., K, h;j is defined in (4.1), j is the actuator that the sensor i is assigned to,
Pj is the transmit power of each actuator, n is the additive white Gaussian noise (AWGN)
component with power 2, and x; is the transmitted scheduling information of actuator j.
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Throughout this chapter it is assumed that all actuators transmit on the same power level. It
is also assumed that E|[xy||> = 1. The packet z; contains the schedules of all sensor nodes
attached to actuator j. 375 hirv/ Py, represents the detrimental CCI term. Therefore, the
Signal-to-Interference-Noise Ratio (SINR) of a sensor node i is

1his]* P;
2
> kzj i ||” Py + 0

SINR; = (4.36)

If SINR; is below a certain threshold T' (SINR; < T'), sensor node i is unable to decode
its scheduling information and therefore it is unable to resolve when to transmit its sensed
data. Thus, it will remain isolated.

The advantage of this scheme is that each actuator, in order to distribute sensor scheduling
information it broadcasts a packet that contains all sensor schedules. Therefore, in one time
slot, all schedules are distributed. However, each sensor needs to go through all the contents
of the scheduling packet in order to find its own schedule, a fact that increases decoding com-
plexity. The main disadvantage is that some sensor nodes might remain isolated as described
above.

4.11.2 Transmissions at different frequencies (Higher Reuse Factor)

In this case also, each actuator communicates with the sensor nodes that are associated with it.
Each actuator broadcasts its scheduling information at a different frequency. This eliminates
CCI at the cost of a higher frequency reuse factor (RF). The received signal at the sensor i is
then

yi = hij/Pjzj +n (4.37)
where i = 1,2, ..., K. The Signal-to-Noise Ratio (SNR) of a sensor node i is

2
[[is " P
o2

SNR; = (4.38)

The advantage of this scheme comparing to the frequency reuse factor 1 is the elimination
of CCIL. CCI degrades the received SNR and therefore increases the probability of sensor
inactivity. By using different frequencies for each actuator, the number of isolated sensors is
decreased for a given level of transmit power.

4.11.3 Actuator Cooperation (Joint Beamforming)

In this scenario, the actuators are assumed to be interconnected via high speed backhaul
links (wireline or wireless). After an initial handshake between a sensor and its associated
actuator (min. hop fashion, more details on this assignment are provided in Section 4.6),
each actuator transmits a training sequence. Then each sensor estimates the channel between
itself and all the actuators, and it transmits this set of channel coefficients to its associated
actuator in a multi-hop fashion. Therefore, the Transmitter Channel State Information (CSIT)
is obtained. Furthermore, each actuator determines the schedules for its associated sensors.
Actuators exchange their local CSIT and their scheduling information via the backhaul links,
and jointly perform Maximal Ratio Combining (MRC) beamforming in order to transmit the
scheduling information to each sensor. Hence, actuators form a distributed antenna array.
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The transmission of the scheduling information is done in a Round-Robin fashion and at the
same frequency. Each sensor has a channel vector h; = [h;1, hi2, ..., hips]. In order for the
per-actuator power constraint to be satisfied, each actuator j transmits to sensor @

B
Az‘j = i\/f)jSi (439)
([ |
The received signal of the sensor node ¢ is then

Y; = E]Vil hiin]‘ +n =
Yi = > j=1 lhijll /Pjsi +n

where ¢ = 1,2,..., N and s; is the schedule assigned to sensor node ¢. It is assumed that
E||si||> = 1. Thus the SNR of the sensor node 7 in the case of equal power transmission is

(4.40)

PSS hgl)

2

SNR; = (4.41)

g

Joint beamforming enhances the received SNR. due to the array gain and the exploitation
of macro-diversity which is inherent in a SANET. Therefore, this scheme provides a robust
way of minimizing sensor inactivity. This is achieved at the cost of CSIT at the actuators.
Furthermore, multiple time slots are needed in order to deliver the schedule to all sensor nodes,
since actuators transmit to one sensor node at a time.

4.12 Simulation Results

In this section, we present our ns-2 [53| simulation results demonstrating the performance
of our actuator-selection, optimal flow routing, and TDMA MAC solution. As our analysis
is different from the related literature presented in this work, we only compare the results
given by the upper bound in (4.23) (optimal flow solution for the relaxed problem which is
independent of MAC) and the simulations performed in ns-2 on top of a TDMA like MAC.
In our simulations, we consider different network sizes (varying the number of sensors and
actuators) with randomly deployed topologies. Also, we evaluate the lifetime only at level
one as the optimal lifetime solution at other levels can be interpreted in a similar fashion.
Further, in the existing network simulators e.g. [53, 52|, there are no available means of
simulating a heterogeneous network consisting of sensors and actuators (as actuator have
different transmission and processing capabilities). Therefore, we post-process our ns-2 based
tcl-scripts in order to simulate a heterogeneous sensor-actuator network. Some simulation
parameters are listed in Table 4.3. The simulations are run several times for each network
setting and the results presented are averaged over these runs.

For each network setting, we calculate the upper bound on lifetime provided by (4.23)
through MILP relax. We denote this lifetime as 'Lifetime from Analytical Bound’. We denote
the lifetime obtained with actual ns-2 simulation as ’'Lifetime from simulations’. The initial
energy at sensor 7 is randomly generated following a uniform distribution with e; € [300, 500]
(kJ). The data generation rate at each sensor 4, g;, is also uniformly distributed within [5, 10]
(kb/s). The sensor-actuator routing model under consideration is the same as in Section 2.8.
At simulation start up, the nodes learn the network topology and built routes toward the
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destination actuators (based on the outcome of a cost-function). In this simulation-analysis,
actuators are also sensor nodes which have 0 sampling rate*. This learning process, which
depends on the network topology, can take upto 50 — 70 seconds.

We simulated the ADP, LEAD-RP and LEAD-MAC in ns-2 [53]. For sensor-sensor coor-
dination, the sensors only require one-hop neighbor identity through which it can reach the
actuator with lower cost as compared to its own. For sensor-actuator coordination, we simu-
lated topologies of various sizes (50-400 sensors). The considered packet size is 50 bytes and
the transmission rate is 50kpbs. The average depth of the resulting routing trees is 4.4, 5.2,
and 7 for 20, 30, and 60 sensors per cluster, respectively; correspondingly the average number
of neighbors is 4.6, 5.0, and 5.5. The results obtained from (4.23) and simulations using ns-2
are presented in Figure 4.9. It can be easily seen that our approach (optimal routing through
LEAD-RP, actuator search through ADP, and a TDMA MAC through LEAD-MAC) can pro-
vide a network lifetime very close to the optimal solution. The slight difference in the lifetime
obtained from the simulations is due to the energy expenditure during initial network learning
and route discovery toward actuators. The simulated lifetime lies exceptionally close to the
analytical bound (for relaxed flow-problem) due to the following reasons: 1) we have built an
aggregation tree toward each actuator in the network and calculate the optimal flow routing
solution. 2) The scheduling information is sent to the sensors by their mapped-actuator nodes
which corresponds to the optimal flow solution. 3) The problem of synchronization is easily
solved as the transmission schedule is calculated by the actuator in each cluster. 4) There is
no extra energy expenditure as a result of collisions and successive retransmissions. 5) The
nodes are sent to sleep mode, when not transmitting, and also no information is expected to
arrive from a sensor’s downlink tree.
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Figure 4.9: Network lifetime under analytical and simulation results

Directed Diffusion |1] and anycast |[65] is chosen as the routing protocol for comparison.

* At run-time, these nodes are modified to actuators (i.e., different communication capabilities compared to
sensors) so that an aggregation tree could be built toward these actuators for each cluster.
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Figure 4.10 shows the end-to-end latency as a function of network size. The delay increases
with the increase in the network size, but the increase is significantly less for ADP. This
gradual increase is the result of smaller mean-path length for ADP as the cost-function is set
to min-hop routing and forwarding queues at the sensors are not saturated at the given load.
Figure 4.11 show the mean energy consumption as a function of time. ADP energy savings
are more significant due to the existence of multiple defined routing paths toward optimal
actuators, where depending on the remaining energy of the forwarding sensors, a source sensor
can choose between several available paths to efficiently route its data. In Figure 4.12, the
mean path length is shown as a function of network size. Again the mean path length (which
is related to the end-to-end latency) increases with the network size. However, the increase
is more gradual with the ADP as compared to anycast and directed diffusion. Using ADP,
sensors always transmit their data to the nearest actuator (because we set the cost-function
to min-hop routing for actuator discovery during initial deployment).
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Figure 4.10: Mean end-to-end transmission delays

A comparison with the analytical model of PEDAMACS [103] is presented for delay-
energy consumption analysis at MAC layer. We compare LEAD-MAC only with PEDAMACS,
because this work has already been shown to perform better compared to other listed MAC
proposals for WSNs. The maximum delay observed by a network can be seen in Figure 4.13.
The end-to-end delay is less due to the depth-first scheduling policy of end-to-end routes in the
hybrid-schedule. Finally, we present a comparison for the energy consumption in Figure 4.14,
where sensors consumes less energy due to an adaptive duty cycle and longer sleep periods.

The performance of the aforementioned transmission schemes is evaluated in terms of the
number of isolated sensors that results from each transmission scheme. A number of sensors
is deployed uniformly in a hexagon with a radius of 1 km. Three actuators are assumed at the
three vertices of the hexagon separated by an angle of 120°. Actuator antennas are consider
to have a gain of 12 dB, whereas, sensor node antennas have a gain of 0 dB. Through Monte-
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Figure 4.11: Mean energy consumption as a function of time for a network of 100 sensors

Carlo simulation the average number of isolated sensors is calculated for each transmission
scheme as a function of the actuator transmit power. Averaging is performed over sensor node
positions and channel realizations. A sensor is assumed to be isolated if its received SNIR
or SNR is below the threshold of 1 Watt. In Figure 4.15 it is plotted the average number of
isolated sensors versus the actuator transmit power for 1200 deployed sensors. It can be seen
that for the power of -12 dBw isolated sensor zones are almost completely eliminated in the
case of MRC beamforming. In the case of Reuse Factor 3 (RF3), isolated zones are eliminated
when the transmit power is approximately 0 dBw and in the case of Reuse Factor 1 (RF1)
the average number of isolated sensors saturates approximately at 0 dBw.
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Figure 4.12: Mean number of transmissions per end-to-end path (mean path length)
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Figure 4.15: Average Number of isolated Sensors vs. Transmit Power.

In Figure 4.16 it is plotted the average number of isolated sensors against the total number
of deployed sensors for a different number of deployed sensor nodes, when actuators transmit
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Figure 4.13: Average delay in a cluster — increasing # of nodes

power is -12 dBw. It can be clearly seen that the joint MRC beamforming scheme outperforms
the simple Reuse 3 broadcasting, as the average number of isolated sensors is almost 0 for
that power level.
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Figure 4.14: Average energy consumption in a cluster — increasing # of nodes
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Figure 4.16: Average Number of isolated Sensors Vs. Total Number of Deployed Sensors.

In Figures 4.17, 4.18 and 4.19, the probability of inactivity can be seen in the different areas
of the hexagon for the three different transmission schemes considered, when actuators trans-
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mit power is -12 dBw. In the cases of RF1 and RF3 schedule broadcasting, the center of the
topology experiences a significant probability of inactivity. In a real system implementation,
this would result to an important loss of information. On the contrary, Joint beamforming
almost eliminates isolated areas in the sensing field at this power level. This turns out to
be a very effective actuator transmission scheme that greatly reduces the amount of transmit
power needed to ensure very low sensor inactivity. This is because of the beamforming SNR
gains and the macro-diversity gains that are provided by the spatially distributed transmitting
actuators.

Broadcasting, Reuse Factor 1. Transmit Power = =12 dBw

Figure 4.17: Probability of Sensor Inactivity in the areas of the sensing field for the case of
Reuse Factor 1 Schedule Broadcast Transmission.
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Broadcasting, Reuse Factor 3. Transmit Power = -12 dBw

-1 -0.5 0 0.5 1

Figure 4.18: Probability of Sensor Inactivity in the areas of the sensing field for the case of
Reuse Factor 3 Schedule Broadcast Transmission.
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Figure 4.19: Probability of Sensor Inactivity in the areas of the sensing field for the case of
joint Maximal Ratio Combining Beamforming.
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4.13 Conclusions and Future work

This chapter considers a large scale SANET with multiple actuators as sinks for data generated
by the sensors. Since many applications require to have each source node send all its locally
generated data to only one actuator for processing, it is necessary to optimally map each
sensor to its actuator. Also considering the fact that the end-to-end delays in wireless sensor-
actuator networks is a hard constraint, we jointly optimize the actuator selection and optimal
flow routing subject to energy and delay constraints with the global aim of maximizing the
network lifetime. We proposed and evaluated (using ns-2) our actuator-selection (LEAD-ADP)
and routing scheme (LEAD-RP) on top of a TDMA based MAC (LEAD-MAC) protocol.
We then use the Lagrangian dual decomposition method to devise a distributed primal-dual
algorithm to maximize network-lifetime in the network. The deterministic distributed primal-
dual algorithm requires no feedback control and therefore converges almost surely to the
optimal solution. The results show that the required optimal value of lifetime is achieved
for every node in the network by the distributed primal-dual algorithm. We also provide
a comparison to the analytical bound. Simulation results show that this approach has near-
optimal performance and is practically implementable as compared to earlier analytical studies
based only on numerical evaluations.

This chapter also addresses the problem of isolated regions in the sensing field by letting
actuators exchange their CSIT and jointly perform beamforming in order to deliver scheduling
information to sensor nodes. The gains of cooperation were shown by simulating the aver-
age number of isolated sensors for the case of single actuator transmission and cooperative
transmission.

In the near-future, we will consider a real-life SANET application and simulate its behavior
with the LEAD self-organizing framework to observe its performance. We will take into
consideration a dynamic actuator-assignment scenario to timely transport data in a mobile
wireless sensor-actuator network.
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Table 4.1: Notations

Symbols H Definitions
N The total number of Sensors in the network
M The total number of Actuators in the network
B The total number of BaseStations in the network
€; Initial energy of a sensor node i
E; Initial energy of an actuator node ¢
Gi The locally generated data rate at sensor ¢
P, Power consumption coefficient for receiving data
Cij Power consumption coefficient for transmitting data from sensor ¢ to sensor j
a, 8 Two constants terms in power consumption for transmitting data
d; ; The geographic distance between two nodes ¢ and j
s‘i"s’?l <07‘ ;’fﬁl) The flow rate from sensor 7 to sensor j (or actuator /) with source and destination
being sensor k£ and actuator !
Fs s (orFs ) The set of flows from one sensor to another (or Actuator node)
F The set of flows coming into sensor ¢
Fs, s (Fs,.a) The set of flows going out of sensor i to other sensors (or Actuator node)
NSl If the generated data at sensor i will be transmitted to actuator I, then A\* 4t = 1;

otherwise A4 = (

Sk, AL sk, AL
Vsis) <OT ‘/SivAl >

The data volume (in bits) transferred from sensor i to sensor j (or Actuator [) with

source and destination being sensor £ and Actuator [

Vg5 (Us,A) The set of volume from a sensor to another sensor (or an actuator)
Vs, s; The set of incoming volume into sensor ¢

Vs (Vs A) The set of outgoing volume from a sensor ¢ to another sensor (or an actuator)
psih = A*AT in MILP-relax

Ay, By Ay, By
Fasit (or 7255,

The flow rate from actuator i to actuator j (or BaseStation ) with source

and destination being actuator k and BaseStation [

Faa (orFap)

The set of flows from one actuator to another (or BaseStation)

F 4, The set of flows coming into an actuator ¢
Fa, a (Fa, B) The set of flows going out of actuator i to other actuators (or BaseStation)
Gi The locally gathered data at actuator i, G; =), g, (1 <i<N)
A B If the data gathered at actuator ¢ will be transmitted to BaseStation [,

then M8 = 1: otherwise A48t = 0

Ay, By Ay, By
VBi,Bj <OT VAz‘sz

The data volume (in bits) transferred from actuator i to actuator j

(or BaseStation 1) with source and destination being actuator k
and BaseStation !

va,A (va,B)

The set of volumes from a actuator to another actuator (or a BaseStation)

VA, A,

The set of incoming volume into actuator ¢

va; A (Va,,B)

The set of outgoing volumes from a actuator ¢ to another
actuator (or a BaseStation)

A, By

= \BiT in MILP-relax

140




Sec. 4.13 Conclusions and Future work

Table 4.2: Useful states for the sensor node with associated power consumption and delay
(time to reach Sy from any given state)

‘ Operating State ‘ Strong ARM H Memory ‘ ADC ‘ Radio ‘ Power Consumption ‘ Delay (ms) ‘ Notation Used ‘
SO Sleep sleep Ooff Ooff 50 (LW) 50 EO ..
Sl Sleep Sleep On Ooff 5 (mW) 20 B
S2 Sleep Sleep On Rz 10 (mW) 15 B2,
Sg Idle Sleep On Rz 100 (mW) 5 B3 ..
54 Active Active On Tz, Rz 400 (mW) NA B2

Table 4.3: The simulation area is such that there are atleast two sensors in each others

transmission range

| Sensors || Area (m?) | Actuators |

100 500*500 2
150 600*600 3
400 970*970 8
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Chapter 5

Cross-Layer Routing in UASNSs

UASNSs consist of sensors that are deployed to perform collaborative monitoring of tasks
over a given volume of water. These networks will find applications in oceanographic data
collection, pollution monitoring, offshore exploration, disaster prevention, assisted navigation,
tactical surveillance, and mine reconnaissance. The quality of the underwater acoustic link is
highly unpredictable, since it mainly depends on fading and multipath, which are not easily
modeled phenomena. This in return severely degrades the performance at higher layers such
as extremely long and wvariable propagation delays. In addition, this variation is generally
larger in horizontal links than in wvertical ones.

In this chapter, we first analyze a modulation scheme and associated receiver algorithms.
This receiver design take advantage of the TR and properties of spread spectrum sequences
known as Gold sequences. Furthermore, they are much less complex than receivers using
adaptive equalizers. This technique improves the signal-to-noise ratio (SNR) at the receiver
and reduces the bit error rate (BER). We then applied PC to the case of network communi-
cation. We show that this approach can give almost zero BER for a two-hop communication
mode compared to the traditional direct communication. This link layer information is used
at the network layer to optimize routing decisions. We show these improvements by means of
analytical analysis and simulations.

5.1 Introduction

Acoustic signaling for wireless digital communications in the sea environment can be a very
attractive alternative to both radio telemetry and cabled systems. However, time-varying mul-
tipath and often harsh ambient noise conditions characterize the underwater acoustic channel,
often making acoustic communications challenging. The sensors must be organized in an au-
tonomous network that self-configures according to the varying characteristics of the ocean
environment. Major challenges in the design of UASNs are:

e The channel is severely tmpaired, mainly due to multipath.
e Temporary loss of connectivity mainly due to shadowing.

* The propagation delay is five orders of magnitude higher than in radio frequency terres-
trial channels and is usually variable [4].

e Extremely low available bandwidth.
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e Limited battery energy at disposal.

In this chapter, we present our analysis of a modulation scheme and associated receiver al-
gorithms. We also present the quantification of SNR and BER gains using PC in a single
transmitter-receiver setting. We then applied PC technique to a multi-hop communication
systesm. This link layer information is used at the network layer to optimize routing decisions.
This cross-layering improves the network lifetime of battery operated UASNs by reducing the
number of retransmission attempts.

The organization of this chapter is as follows. Section 5.2 details some of the interesting
related work. In Section 5.3, we discuss the basic building blocks that contributed to the
proposed solution. We present the receiver algorithms that take advantage of TR and low
cross-correlation of Gold sequences for single-hop point-to-point communication and its per-
formance analysis in Section 5.4. We apply the idea of PC on a linear network to improve
some performance metrics in Section 5.5. We also present a distributed routing algorithm and
its performance analysis for a larger network size. In Section 5.6, we conclude the chapter
and outline the future directions.

5.2 Related Work

Acoustic underwater communication is a challenging problem [4, 104] for reliable high speed
communication in the ocean. Underwater communication must deal with the inter-symbol
interference (ISI) caused by the time-varying and dispersive multipath shallow water environ-
ments. The principle of TR can be used to overcome these challenges.

TR has been investigated and applied widely as time reversal mirrors (TRMs) [105, 106]
to solve such problems. Classically, TR is based on spatial reciprocity and time symmetry of
the wave equation. TR is a process where a source at one location transmits sound. This is
received at another location, time reversed, and retransmitted. The retransmitted sound is
then focused back at the original source location. Time-reversing acoustic technologies were
proven to be effective for acoustic focusing under unknown acoustic environmental conditions.
The experiments [105] conducted by the Marine Physical Laboratory and the NATO Undersea
Research Center showed that a TRM can produce significant focusing at long distances in a
125 m deep-water channel.

P. Roux et al. [111] experimentally demonstrated a way to simplify the study of TR
in a fluctuating medium without invoking reciprocity in the propagation medium. This non-
reciprocity based time-reversal (NR-TR) is built from the forward propagation (one-way prop-
agation) between the TRM and the desired focal point. As a consequence, TR provides a good
focus even when spatial reciprocity does not hold in the medium. For guided wave propa-
gation, a very high degree of orthogonality between the signal [107] is necessary to allow an
accurate measure of the whole multipath structure of the transfer function. Instead of TRMs,
a point-to-point (without arrays of sources or receivers) acoustic communication framework
using passive phase conjugation (PPC) is investigated in [112] which use families of sequences
called Gold codes to compensate the ISI problem. Gold codes are based on m-sequences
that are often used in the underwater acoustic community because of their auto-correlation
properties [113, 114, 115, 116].

D. Pompili et al. [120] proposed algorithm for delay-insensitive and delay-sensitive appli-
cations in UASNs. They consider a three-dimensional architecture and evaluate their routing
algorithms on top of IEEE 802.11 MAC. They provide a way to calculate an optimal packet
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size given end-to-end route information. The choice of IEEE 802.11 MAC severely degrades
the performance metrics at network layer due to the protocol overhead and is not suitable for
UASNs 121, 122].

5.3 The Design Criteria

In this section, we detail the basic building blocks that contributed to the solution provided
in this chapter |C-11].

5.3.1 Gold Sequences

One important class of periodic sequences which provides larger sets of sequences with good
periodic cross-correlation is the class of Gold sequences. A set of Gold sequences can be
constructed from any preferred pair of m-sequences which have a special three-valued cross-
correlation function {—1+ ol(L+2)/2] 1 1 — 2[(L+2)/2}}, where L is the length of a shift
register. It can be obtained by taking a m-sequence u and deriving a second m-sequence v by
using decimation. The decimation factor is an integer and has to fulfill the equation ¢ = 27 +1,
where L/ged (L, J))! is odd.

Now that we have generated a preferred pair of m-sequences of period N = 2F — 1, we
can construct a set of Gold sequences. From the two m-sequences, all product sequences are
achieved by the exclusive chip by chip modulo-2 adding with synchronous clocking:

G(u,v) = {u,v,u ®v(iT.)} 0<i<N (5.1)

Any 2-register Gold code generator of length L can generate a set of M = 2¥ + 1 sequences
of length N = 2% — 1 Gold sequences which have a three valued cross-correlation

{2(M+1)/2 1 1 oM+1)/2 _ 1}

N "N’ N

for L odd and
2(M+2)/2 -1 1 2(M+2)/2 -1
N ' N N

for L =2mod4. Gold sequences are bipolar sequences with values -1 and 1. Their special
property is that any two different Gold sequences from the same family have very low cross-
correlation values.

5.3.2 The Time reversal (phase conjugation) approach

The TR approach avoids the explicit recovery of the channel and its subsequent equalization
via signal processing, and its associated algorithm complexity. To review how this focusing is
achieved in point-to-point communication, we present here the following two configurations:
(1) active phase conjugation (APC) and (2) passive phase conjugation (PPC) |C-11]. The
channel impulse response (CIR) function is h(¢) and its Fourier Transform (FT) is H (w).
Recall that, in the frequency domain, the convolution of h(¢) and transmit signal s(t) is
H (w) S (w). Similarly, the correlation of two signals s; (t) and sa (¢) is ST (w) S2 (w).

Ygcd (-) is a binary algorithm which computes the greatest common divisor of two non-negative integers.
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In the two-way transmission (APC) configuration, the transmitter send a waveform S (w)
which travels through the channel and is recorded on the receiver as H (w) S (w). The received
waveform is phase conjugated, H* (w) S* (w), retransmitted through the same channel and is
again convolved with H (w), producing |H|? S* (w) at the original point. The term |H|? is the
TR or PC focusing operator.

In the one-way transmission (PPC) configuration as shown in Figure 5.1, the transmitter
send two signals S; (w) and Ss (w) one after another, respectively, through the same channel.
They are received at the receiver as H (w) S1 (w) and H (w) Sa (w). The cross-correlation of
H (w) S (w) and H (w) Sy () is the product |H|? S} (w) Sy (w), in which we again find the
time reversal operator (TRO). The auto-correlation of the CIR |H|? tends to reconcentrate or
focus the multipath arrivals at zero time lag.

Traverse Channel Correlate

2_x
S S, — > H —— HS | HS,——® | |H|SS,

Figure 5.1: Passive Phase Conjugation (PPC)

5.3.3 Underwater Propagation Model

In the underwater acoustic communication, the transmission loss (7'L) describes how the
acoustic intensity decreases as an acoustic pressure wave propagates outwards from a sound
source. The transmission loss TL (d, f) [dB| that a narrow-band acoustic signal centered at
frequency f [KHz| experiences along a distance d [m| can described by the Urick propagation
model [123],

TL(d, f) =xlogd+ a(f)-d+ A. (5.2)

where, the first terms account for geometric spreading, which refers to the spreading of sound
energy as a result of expansion of the wave-fronts. It increases with the propagation dis-
tance and is independent of frequency. There are two common kinds of geometric spreading;:
spherical (omni-directional point source, spreading coefficient = 20), which characterizes
deep water communications, and cylindrical (horizontal radiation only, spreading coefficient
x = 10), which characterizes shallow water communication. In this chapter, we will consider
the shallow water case. Also, A in (5.2) represents transmission anomaly and is measured in

[dB].

5.3.3.1 Cylindrical-Spreading Transmission Loss

The cylindrical spreading characterizes shallow water communication and (5.2) provides the
following approximation of the TL for cylindrical spread signals as:

TL(d, f) = 10logd + a (f) - d x 1073 (5.3)

where d is the distance between the source and the receiver (hydrophone), f is the central fre-
quency of the source, « is the medium absorption [dB/m| which can be expressed as following
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between 4°C and 20°C

0.0601 x f0-8552 1<f<6
0.7888 x f1.7885 « 10—3 7<f<20
o(f) = i =f< (5.4)
0.3026 x f — 3.7933 20 < f <35
0.504 x f—11.2 35 < f <50

Note that A is used usually to apply a spherical spreading model. This is because the
transmission anomaly is meant to account for the effects of refraction and is therefore not
accounted in (5.3). More details can be found in [124]| and [125].

5.3.3.2 The passive-sonar equation

We first take a look the sonar parameters and reference locations as shown in Table 5.1. They
are added together in forming the sonar equation. Note that, the units of all sonar parameters
are in [dB].

Table 5.1: Parameters

‘ Parameter ‘ Symbol ‘ Reference Location ‘
Source Level SL 1 yd. from source on
its acoustic axis
Transmission TL 1 yd. from source and
Loss at target or receiver
Noise Level NL at hydrophone location
Receiving DI at hydrophone terminals

Directivity Index
Detection Threshold DT at hydrophone terminals

In the passive case, the target strength becomes irrelevant as only one-way transmission
is involved. The passive-sonar equation becomes

SL — TL = NL — DI + DT (5.5)

where SL is Source Level, T'L is Transmission Loss, NL is Noise Level, DI is (receiving)
Directivity Index, and DT is Detection Threshold.

When the target is just being detected, the SNR equals to DT. An average value for the
ambient noise level NL is 70 dB as a representative shallow water case. The directivity index
DI is calculated based on the aperture of the antenna.

5.4 Case I: Single-Hop Communication Framework

A receiver algorithm that we will use in this chapter take advantage of time reversal (phase
conjugation) and low cross-correlation of the Gold sequences. In PPC configuration, the
message must be encoded in the correlation of the two consecutively transmitted waveforms
S1 and S2. Encoding information in the correlation of two waveforms is not a typical signaling
scheme and may provide some advantages. Therefore, we choose the PPC configuration for
our UASN.
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Our modulation cycles through a series of Gold sequences from the same family. With
single receiver in acoustic communication using PPC, an ISI problem should be considered.
To compensate for this, we rely upon families of Gold sequences to minimize the correlation
between the sequences in each family.

5.4.1 Waveform design

Here G; indicates the ith Gold sequences from a family of 2%+ 1 sequences. When transmitted,
each Gj is a bipolar sequence modulated by a carrier (BPSK modulation). The transmitted
signal of a certain chip k (1 <k<N=2L_ 1) is

selt) = g(k)V/Ee T3 @nf (t— KT) + ¢) (5.6)

where g (k)’s are real numbers of kth chip, £1 representations of a Gold sequences, E. is
the energy per chip, f is the carrier frequency and ¢ is the initial phase, and T is the chip
duration.

Then the expressing of i*" Gold sequence in the duration NT, is

N-1

G: ()= 3" 9/(8) /By - cos (20 (¢~ KT.) + 0 5:7)

k=0

where Fj; is the energy of ith Gold sequence.

When G; (t) passes through underwater channel, the multipath signal will arrive at receiver
with different time delay. In communication system, the received signal is modeled as

r(t) = hpGi(t —7p) + N, (t)

= Ep:hpGi (t) @6 (t —7p) + No(t) (5:8)

where 7, is the delay of pth path, hj, is considered as pth CIR and NV, is the ambient noise of
channel. Because PPC is an approach in the frequency domain, Fourier transform of (5.8) is

R(w)=H (w)G; (w) + N, (w) (5.9)

5.4.2 Pulse position modulation (PPC-PPM)

Pulse position modulation is implemented to take advantage of PPC, we set the first signal
transmitted S (w) as the reference Gold sequences {G;,1 <i< M} with a constant time
interval between them as shown in Figure 5.2. If this constant interval can be divided into
K resolvable time slots, each pair of G;’s will carry log, K bits of information. The second
{G!} (black) is the repeat of the {G;} (grey) with a varying distance between the reference
and second positions. The positions of the second {G}} is purposely varied to convey the
information bits being transmitted.
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G1 G1G2 G2 G2 G3 G4

O W U T

i | i 1 [ 1
1 ] 1 | :-*-h-:

SRS —

| 1 |
Figure 5.2: Waveform Design for PPC-PPM

At the receiver, the particular order of the Gold sequences being transmitted is known,
so the appropriate matched filter tuned to G; can be applied to each received symbol. The
matched filter performs a pulse compression on each GG; and reproduces the multipath arrival
structure associated with both instances of G;. We can illustrate this scheme as following:

filter G,
{Gi (W—H ()G (W)——H (w)lﬁClJi\zG
ter G;
{Gi(w — pi)}—H (W}G; (w — @iy ——H (w)|Gi ()
When symbols overlap due to multipath, the low cross-correlation property of the Gold se-
quences ensures that the different matched filters do not let through much of the interfering
symbols. Then it is possible to decode the information from relative positions of the dominant

arrivals only.
The correlation of the two matched filter outputs is

(H @G> H ()i ()P = [HP|Gil*|Gi (1) (5.10)

and the producing waveform is proportional to |H |2. The auto-correlation function of the
multipath impulse response, I'y, is defined as following

1

NT, NT:
Fh(()):/o |h(t)|2dt:/0 H ()2 dow (5.11)

where the duration of codewords, N = 2% — 1, is much greater than the multipath channel
delay spread.

5.4.3 Calculation of SNR and BER

In this section, we calculate SNR and bit-error rate (BER) that quantifies the robustness of
our approach in the presence of external noise.
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5.4.3.1 Signal-to-Noise-Ratio (SNR)

The transmitted signals are set to be £1 pulses controlled by the generated sequence of length
N. The total transmitted signal energy per Gold sequence

1 NT. .
B = /0 57 (1) se (£) dt (5.12)

is N per path because s, (t) was normalized to unit power (E. = 1). The total received signal
energy FE, over all multi-paths is

E, =T} (0) .E.m =T}, (0).N.m (5.13)

where m is the number of Gold sequences used to construct PPM, 1 < m < M.
The output of the correlator y (k) at kth chip received can be written as

y (k) =Ty (0)|Gif* |Gi (1)* + n (k) (5.14)

where n (k) is the noise output and can be developed from (5.8). Substitute (5.7) into (5.8), we
find that beside the desired component /E,, there are still two undesired components which
indicate the interferences from multipath and ambient noise by I,,,;, and I, respectively. Due
to the independence of each chip in PN code, the first order statistics of I, and I, will be
zero and their variances can be expressed as

Vinp (k) = Ec 37, hy cos (¢ (p))
Vm(k:)_fgo

Then, we have the variance of n (k) as

Vi (k) = Vinp (k) + Vo (k)
The received SNR is then expressed as

E. T4(0).N.m [ (0).m
B _ _ - (5.15)
I, NV. (k)  E.Y, h2cos(¢/ (p) + &2
The bit energy SNR is
E 1 E
Ly (5.16)

1,  log, K Iy
where each code word carries log, K bits of information.

5.4.3.2 Bit-Error-Rate (BER)

Using the assumptions of equal probable messages, it is possible to write the conditional error
function rate for the binary case as

1 oo 1 z?
P(CLl,CLQ, '-'7ap) = E f_oo \/Zle alzRi(l—j\) €xp [_7] dz. (517)

where a; is the instantaneous voltage gain of the i** channel, p is the multichannel order, \is
the real part of the normalized signal cross-correlation coefficient and R; = %, where E; is
the energy of each transmitted signal by the i** transmitter.
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Then, the classic BER of BPSK in multipath fading channel can be calculated as

BER = f <%> (5.18)

where f (-) is the bit-error function which is developed from (5.17). More details on (5.17)
can be found in [126].

Therefore, the calculation of the BER in our model can be expressed as a function of
the ratio between the energy of received bit and the noise at the receiver. While r [bps] is
the considered bit rate, the energy of received bit can be calculated by P; . -2N/(r-TL),
where P; _ is the maximum #ransmitting power for node ¢, and 2N is the gain from pulse
compression (for detail, see (5.14)). We recall (5.5) in Section 5.3.3 for the application of
our PPC-PPM construction, SL is the transmitted signal intensity at 1 m from the source
according to the following expression:

Ey Iy
L=—+2TL — DI =101 1
S N, + + 70 0log 1,Pa (5.19)
where, I; is in pPa. Solving for I; yields:
I, = 1055/ % 0.67 x 10718 (5.20)

in Watts/m?. Finally, the transmitter power needed to achieve an intensity I; at a distance
of 1 m from the source in the direction of the receiver is expressed as

P =27 x1m x hx I (5.21)

in Watts, where h is the water depth in m.
Then, the maximum transmitting power P; for node i equal to P, which is calculated
from the T'L, considered as the maximum allowable one-way transmission loss in passive

sonars. The BER is then finally expressed as

max

max

Ny-r-TL

BER- (PZ- -2N>

(5.22)

5.4.4 Simulation Results

The PPC-PPM single-hop performance is tested using Matlab-Simulink. The block diagram
of system model under consideration is shown in Figure 5.3. A set of Gold sequence will be
generated and pulse positioned in order to encode the bit information. We use the BPSK
carrier at 3.5 kHz to modulate the codewords and then send them through the multipath
fading channel. The channel considered here is a Rayleigh fading channel. At the reception,
the signal received is passed through a matched filter tuned to G;. We then perform the
correlation of the matched filter outputs to implicitly auto-correlate the CIR H by which each
of the two G; receptions have been spread, realizing a filter consisting of the TR (PC) operator
|H|? as discussed in Section 5.3.2.
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Gold _>-_> Matched | . Symbol
Channel Correlation = :
BPSK

Figure 5.3: Block Diagram of PPC-PPM using Gold sequences

For the simulation, we consider communication between two nodes in shallow water. One
node works as transmitter and the other as receiver. Both are centered at 3.5 kHz and have a
bandwidth of 500 Hz. The Figures 5.4 and 5.5 shows the classical (theoretical) BER (5.18) and
PPC-PPM BER (5.22) for underwater multipath fading channel (for » = 126 |bps| and 500
[bps|, respectively). The distance between the two nodes, in both cases, is 1 km at depth 50 m.
The results from our simulations for PPC-PPM BER gives better performance compared to
the theoretical results. This shows that the PPC-PPM scheme can provide promising results
for the low SNR region. Further, it is also immediately clear that the PPC-PPM BER using
a lower value of r (i.e., 126 |bps| in Figure 5.4) gives better results compared to higher values
(i.e., 500 [bps| in Figure 5.5). For details on this behavior, see (5.22).

10" ¢ I I I I I
[ —*— Classical BER for Multipath Fading Channel
—6— PPC-PPM BER for Multipath Fading Channel (]

Bit Error Rate

-3 ! ! ! ! ! ! ! !
-4 -3 -2 -1 0 1 2 3 4 5
Eb / N0 (dB)

10

Figure 5.4: Bit-Error-Rate Vs. SNR for 126 [bps|
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10" T T T T
r —*— Classical BER for Multipath Fading Channel

—o— PPC-PPM BER for Multipath Fading Channel |

Bit Error Rate

-3

10 1 1

Figure 5.5: Bit-Error-Rate Vs. SNR for 500 |bps|

Figure 5.6 shows the BER w.r.t distance for » = 126 [bps|, h — 50 m, and SNR — 3 [dB].
It is evident from the figure that the value of PPC-PPM BER decreases with distance. This
behavior is also clear from (5.22), i.e., when the distance is increased, the T'L will increase
(see (5.3)) but it will decrease the BER.
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Figure 5.6: Bit-Error-Rate Vs. Distance (m)

Figure 5.7 shows the BER w.r.t physical layer rate (r) at SNR = 3 [dB|, d = 1 km and
h = 50 m. The BER increases with the increase in transmission rate. This behavior also
confirms the results of Figure 5.5. Therefore, it is ideal to use low transmission rates in order
to achieve a desired (application specific) value of BER.
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Figure 5.7: Bit-Error-Rate Vs. Physical layer Rate

Figure 5.8 shows the BER w.r.t depth at SNR = 3 [dB|, d =1 km, and r = 126 |bps|. The
BER decreases with the increase in depth. This result is again evident from (5.21), where p;
is the required power to transmit the information at a given h. The results of Figures 5.6, 5.7,
and 5.8 will help greatly in optimizing routing decisions when we will deal with communication
infrastructure using a network of underwater acoustic sensor nodes.
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Figure 5.8: Bit-Error-Rate Vs. Depth

5.5 Case II: Multi-Hop Communication Framework

In this section, we consider a multi-hop communication architecture, for three-dimensional
UASNSs, that will be used in the formulation of our routing algorithms. These networks are
used to detect and observe phenomena that cannot be adequately observed by means of ocean
bottom sensor nodes, i.e., to perform cooperative sampling of the 3D-ocean environment. In
three-dimensional UASNs, underwater sensor nodes float at different depths to observe a given
phenomenon. There can be different means to deploy such network. Sensors can coordinate
their depths in such a way as to guarantee connectivity, i.e., at least one path from every
sensor to the sink always exists, and achieve communication coverage [4].

5.5.1 A Three-Node Linear Network

We first take an example of linear 3-node network. The node 1 sends a signal to node3, which
is 2-hop away and is relayed by node 2 which can hear both 1 and 3. We do not discuss the
MAC behavior for this example (given in the following section). The routing in this case is
simple as the network is linear. Node 2 will receive the packets from node 1 (source) and
relays them to node 3 (destination). In the one-way transmission PPC-configuration, the
first-transmitter send two signals S; (w) and Ss (w) one after another, respectively, through
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the same channel. They are received at the first-receiver as H (w) S1 (w) and H (w) S2 (w).
The cross-correlation of H (w) Sy (w) and H (w) So (w) is the product |H|? S} (w) Sz (w) in
which we find the TRO. The auto-correlation of the CIR |H \2 tends to re-concentrate or focus
the multipath arrivals at zero time lag. After the first transmission, the bit information is
taken out of the data because of the phase difference, we purposely applied. For the second
transmission, we combine a new set of Gold Sequence to this bit information and send this set
again through the channel. Then, the first-receiver transmits the signals Si (w) and Sé (w) one
after another, respectively, through the same channel. They are received at the second-receiver
as H (w)S] (w) and H (w) Sy (w). The cross-correlation of H (w) S (w) and H (w) Sy (w) is
the product |H|* S}* (w) S5 (w) in which we again find the TRO. Again, the auto-correlation
of the CIR |H|? tends to focus the multipath arrivals. In addition, from the auto-correlation
of S7* (w)Sy (w), we find almost zero BER compared to the first-hop transmission as shown in
Figure 5.9.
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Figure 5.9: Passive Phase Conjugation (PPC) in a 3-node network

Proof: For the first transmission-reception pair as shown in Figure 5.9, if S; = S (w) and
Sy = S (w) e 727, where ¢ is the phase difference. Then

COTT(HS:[,HSQ) f+oooo( ( S (w))* d

)
H(w) 8 (w) e/ 5wdw = [H (w)[* |S (w)[* e/
And for the 2"? transmission-reception pair as shown in Figure 5.9, we have
“+oo

Corr (HS},1S;) = [ (HS(52)" H(SiS) (0) o

+oo - P -
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The proof is complete.
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5.5.2 Network Model

In this chapter, we consider a UASN with N underwater acoustic sensor nodes with a common
sink (referred to as dest in our modeling).

Channel Model: We assume that the channel is severely impaired due to multipath
and fading: a node can decode a transmission successfully iff there is no other interfering
transmission, if itself in not transmitting, and if the SNR is higher than a predefined threshold.

Antenna and Frequency: Each sensor node is equipped with one directional antenna
with some maximum constraint on power. The transmit antenna has defined finite power
levels. The sensor nodes share the same frequency band.

Neighborhood relation model: Given is an N x N neighborhood relation matrix N
that indicates the node pairs for which direct communication is possible. We will assume that
N is a symmetric matrix, i.e., if sensor ¢ can transmit to sensor j, then j can also transmit
to sensor i¢. For such sensor pairs, the (z’,j)th entry of the matrix N is unity, i.e., Nj; =1
if sensors ¢ and j can communicate with each other; we will set A ; = 0 if sensors ¢ and j
can not communicate. For any sensor i, we define N; = {j : N ; = 1}, which is the set of
neighboring sensors of i.

Data Collection Process and Relaying: Each sensor node is assumed to be sensing
its environment at a predefined rate. Also, each sensor node wants to use the sensor network
to forward its sampled data to a common sink, which is assumed to be a part of the network.
Thus, each sensor node also acts as a forwarder of data from other sensor nodes in the network.

Channel Access Mechanism: The acoustic underwater channel has large signal prop-
agation delay. Usual network communication is based on electromagnetic waves traveling at
the speed of about 3 x 108m/s. The speed of sound is approximately equal to 1.5 x 103m/s.
The difference in propagation speed can have a great impact on how protocol works. Aloha is
a class of MAC protocols that do not try to prevent packet collision. Whereas, Slotted Aloha
is a modified form of Aloha which introduces discrete time slots to improve channel utility.
Assuming that there is a way to synchronize the nodes so that they could implement Slotted
Aloha, we have to look at the propagation delay. Although the nodes sent the packets in
predefined slots, there is no guarantee that they will arrive in time slots. Therefore, Slotted
Aloha in underwater environment has no different performance than Aloha itself [121, 122]
and we use Aloha like MAC for our modeling and simulation purposes.

5.5.3 The Routing Algorithm

In the following, we introduce a distributed routing solution for underwater applications. The
algorithm is energy-aware and based only on local information as end-to-end route-information
might not be available.

The objective of the distributed solution is to efficiently exploit the channel and to minimize
the energy consumption [J-3]. It tries to exploit those links that guarantee a low packet error
rate (PER), in order to maximize the probability that the packet is correctly decoded at the
receiver. We now cast the distributed routing solution.
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Algorithm 5.1 UWRP: UnderWater Routing Protocol
Given : i, N;, P;
N is the neighborhood set of i, and P; is the positive advance set, composed of nodes closer
to sink than node ¢, i.e., j € P; iff dj gest < d; dest-
Find: j* e N;NP;
f (%) = min f (j) such that
‘ PER,; P;
f (‘7) - a.ZjENiPEJRiJ + (1 B a) ' <1 N Zje/zfi P;
where « € [0,1] is a smoothing parameter applied to the choice of next-hop for routing.
PER; j =1— (1— BER;;)® is the Packet-Error-Rate on the link (¢, j) for a packet size s.
Also, P; is the remaining energy of sensor j.

Note that the selection of j* is subject to two objective functions which need only local
neighborhood knowledge and can be readily available without any protocol overhead. By using
PER,; ; with some positive value of o, we want to use a link (4, j) with the minimum value of
PER on that link in order to minimize the number of retransmission attempts. And using P;
with its given weight (1 — «), we want to use a link (7, j) with maximum remaining energy in
order to prolong the network-lifetime of battery-operated UASNs. A weighted sum of these
two quantities results in the selection of next-hop for routing. Note that this information is
available to the nodes without any extra signaling overhead. Generally, ad hoc protocols rely
on acknowledgments for reliable data transfer. When a node j receives a packet from i, it
sends an ACK packet to j to notify successful packet reception. This ACK packet is modified
to indicate the values of certain parameters like P; and PER; ;.

5.5.4 Simulation Results

The PPC-PPM multi-hop performance is tested using Matlab-Simulink. The block diagram
of physical layer system model under consideration is shown in Figure 5.3. A set of Gold
sequence will be generated and pulse positioned in order to encode the bit information. We
use the BPSK carrier at 3.5 kHz to modulate the codewords and then send them through the
multipath fading channel. We consider N = 50 underwater acoustic sensor nodes that are
randomly distributed in the network with sink located roughly in the center of the topology.
The transmission range of sensors is such that there are no isolated sensors in the network.
The sensor nodes learn the network topology during the initial network deployment to form
an aggregation tree towards the sink. All sensors are the sources of data and generate a packet
every 5mins. The value of « for our simulations is set to a = (0.65,0.8]. Multihop routing is
used and the next-hop is decided as the outcome of the distributed routing algorithm presented
in Section 5.5.3. All other details of the simulation model can be found in Section 5.5.2.
Figure 5.10 shows the PER, when 1-hop, traditional routing, between link (7, j)) versus
2-hop routing is used. We would like to mention here that 2-hop case does not mean state that
all the sensor nodes are two hops away from the sink, it merely says that instead of a one-hop
routing between nodes ¢ and j, we use an intermediate sensor node k and route data on links
(i,k) and (k,j) instead of link(é,j) . This result shows that instead of performing a 1-hop
routing on link (7, 5), a 2-hop routing (on links (i, k) and (k, 7)) results in a dramatic decrease
in PER even when ¢ and j are in the transmission range of each other. An interesting factor
here is the choice of optimal & for each link (7, 7). From the neighborhood information N;, we
choose k(k # 4, j) in a similar fashion as j* in Algo. 5.1 . This particular choice of routing also
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manimizes the average number of transmission attempts of a packet on a given link. This result
is quite evident from Figure 5.11. It shows the average number of transmission attempts for
a packet under different values of PER. The network-lifetime of battery operated underwater
acoustic sensor nodes can be three times longer using our routing approach compared to any
other multi-hop energy-aware routing protocol and is clear from Figure 5.11. Although, this
is achieved at the cost of slightly higher network-layer delay . We use Nf“’j to represent the
average number of retransmit attempts on the link (7, 7) and is calculated as follows:

- 1
Nz - | - |, 2
b ’71 — PERZ'J-‘ (5 3)

Equation (5.23) assumes independent errors among adjacent packets, which holds when the
channel coherence time is shorter than the average retransmission delay, i.e., the average
time that a sender needs to retransmit an unacknowledged packet. Therefore, given the
harsh characteristics of the underwater channel, our routing scheme (based on TR approach)
performs better than the traditional multi-hop routing approaches in UASNs. The value of TR
(PC) is its ability to focus sound back at the original source without any a priori knowledge
of the underwater channel. The TR focus enables the underwater sensor network to minimize
the effect of multipath and channel fading thus improving the SNR and reducing the BER
(PER for multihop case) and ISI.
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Figure 5.10: Packet-Error-Rate Vs. SNR
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Figure 5.11: Average number of packet transmission attempts

5.6 Conclusions and Future Work

In this chapter, we considered UASNs that are deployed to perform collaborative monitoring
of tasks over a given volume of water. We first use a single antenna transmitter and receiver
for spatial focusing. PPC implicitly equalizes the channel by refocusing channel spread. We
have quantified the gain of PPC temporal compression, in a single-hop point-to-point setup,
using Gold sequences to implement receivers based on PPM modulation schemes. We have
also shown that PPC-PPM can be applied to a network to achieve almost zero BER for a two-
hop communication mode compared to single-hop communication. This result is of significant
importance in making routing decisions for UASNs. In particular, it allows a node to select
its next hop with the aim of minimizing the energy consumption. This cross-layering (PHY-
Routing) improves the network lifetime of battery operated UASNs by reducing the number
of retransmission-attempts between any given pair of nodes. It also minimizes the energy
consumption per successful transmission.

In future, we will consider a multihop 3D underwater acoustic sensor network with a real-
life application and extend the results of this chapter to optimize the scheduling layer (MAC)
and routing layer with the aim of minimizing energy consumption per successful transmission
and maximizing the network lifetime.
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Chapter 6

Conclusion and Outlook

In this chapter, we first summarize briefly the contributions of this thesis in Section 6.1. In
Section 6.2, we discuss extensions of this work that will provide interesting challenges for
future research in the field of cross-layer optimizations in wireless sensor and sensor-actuator
networks.

6.1 Summary of Contributions

In this thesis, we have considered three different types of sensor networks: 1) WSNs, 2)
SANETSs, and 3) UASNs. WSNs consist of large number of distributed sensor nodes that
organize themselves into a multihop wireless network. Typically, these nodes coordinate to
perform a common task. On the other hand, SANETSs are composed of possibly a large num-
ber of tiny, autonomous sensor devices and actuators equipped with wireless communication
capabilities. Distributed systems based on networked sensors and actuators with embedded
computation capabilities enable an instrumentation of the physical world at an unprecedented
scale and density, thus enabling a new generation of monitoring and control applications.
SANETS is an emerging technology that has a wide range of potential applications includ-
ing environment monitoring, medical systems, robotic exploration, and smart spaces. Such
networks consist of large number of distributed sensor and few actuator nodes that organize
themselves into a multihop wireless network. SANETs are becoming increasingly important in
recent years due to their ability to detect and convey real-time, in-situ information for many
civilian and military applications. In contrast to terrestial WSNs, UASNs consist of sensors
that are deployed to perform collaborative monitoring of tasks over a given volume of water.
These networks will find applications in oceanographic data collection, pollution monitoring,
offshore exploration, disaster prevention, assisted navigation, tactical surveillance, and mine
reconnaissance. Moreover, UUVs and AUVs equipped with sensors, will enable the exploration
of natural undersea resources and gathering of scientific data in collaborative monitoring mis-
sions. Underwater acoustic networking is the enabling technology for these applications.
Throughout this work, we have addressed the design, implementation, and the cross-layer
optimization of routing protocols in WSNs, SANETs, and UASNs. Since the introduction of
the WSNs and the associated routing/aggregation protocols, this topics has attracted signif-
icant research efforts, with the ultimate hope to set the basic theory that would be able to
model the diversity of constraints and requirements to characterize it. Meanwhile, different
aspects of the problem are addressed continuously by different approaches, enabling more and
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more advances in the treatment of the subject.

In dealing with the routing protocols for WSNS, SANETs, and UASNs, we have considered
cross-layering between: application/MAC, routing/MAC, MAC/PHY layers of the protocol
stack for such networks.

For WSNs with random channel access, we proposed a cross-layered (application/MAC)
data sampling approach that guarantees a long term data sampling rate while minimizing the
end-to-end delays. Simulation results show that performance of this scheme is better than
the traditional layered architecture, where the channel access mechanism is independent of
the data sampling process. We also saw that the proposed scheme does not require tedious
parameter tuning as is the case for the layered architecture.

For general purpose WSNs, we proposed another cross-layered approach and obtained some
important insights into various tradeoffs that can be achieved by varying certain network
parameters. Some of them include: 1) Routing can be crucial in determining the stability
properties of the networked sensors. 2) Whether or not the forwarding queues can be stabilized
(by appropriate choice of WFQ weights) depends only on routing and channel access rates 3)
We have also seen that the end-to-end throughput is independent of the choice of WF(Q weights.
We therefore, proposed a distributed learning algorithm to achieve Wardrop equilibrium for
the end-to-end delays incurred on different routes from a sensor node to a fusion center (sink).
From the simulation results, we have seen a very high delay for a single-queue system (provided
the system was stable) compared to two-queues system.

Another objective was to minimize the total delay in the network in layered architecture,
where the constraints are the arrival-rate and service-rate of a node. Particularly, we have
shown that the objective function is strictly convex for the entire network. We then use
the Lagrangian dual decomposition method to devise a distributed primal-dual algorithm
to minimize the delay in the network. The deterministic distributed primal-dual algorithm
requires no feedback control and therefore converges almost surely to the optimal solution.
The results show that the required optimal value of service rate is achieved for every node in
the network by the distributed primal-dual algorithm. It is important to pay equal attention
to the observed delay in the network and energy consumption for data transmissions. A fast
convergence only means that a small amount of extra energy is consumed to perform local
calculations to achieve the desired optimizations. Similarly for the stochastic delay control
algorithm, we have shown a probability one convergence and its rate of convergence properties.

We then proposed a learning algorithm, applicable to both the open system (layered-
architecture) as well as the closed system (cross-layered architecture), to achieve Wardrop
equilibrium for the end-to-end delays incurred on different routes from sensor nodes to the
fusion center. For the closed system, this algorithm also adapted the channel access rates of
the sensor nodes.

For wireless sensor-actuator networks with random channel access, we propose that each
sensor must transmit its readings toward one actuator only in order to take the burden of re-
laying, toward different actuators, away from energy-constrained sensors in a straight forward
fashion. We then proposed a data sampling approach that guarantees a long term data sam-
pling rate while minimizing the end-to-end delays. Simulation results show that performance
of this scheme is better than the traditional layered architecture where the channel access
mechanism is independent of the data sampling process. We also saw that the proposed
scheme does not require tedious parameter tuning as is the case for the layered architecture.
We also proposed an algorithm for an optimal actuator selection that provides a good mapping
between any sensor and an actuator in the network. The selection algorithm finds a delay-
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optimal actuator for each sensor in polynomial time. We then proposed a learning algorithm,
applicable to both the open system as well as the closed system, to achieve Wardrop equilib-
rium for the end-to-end delays incurred on different routes from sensor nodes to their attached
delay-optimal actuators. For the closed system, this algorithm also adapted the channel access
rates of the sensor nodes. We finally propose a distributed actuation control mechanism for
SANETS that is responsible for an efficient actuation process.

The actuators can dynamically coordinate and perform power control to maintain a defined
level of connectivity subject to throughput constraints. The control overhead for static and
mobile actuator scenarios is analyzed using ns-2 simulations. The PC heuristic algorithm is
applicable to multihop SANETS to increase throughput, battery life and connectivity.

We then consider a large scale SANET with multiple actuators as sinks for data generated
by the sensors. Since many applications require to have each source node send all its locally
generated data to only one actuator for processing, it is necessary to optimally map each
sensor to its actuator. Also considering the fact that the end-to-end delays in wireless sensor-
actuator networks is a hard constraint, we jointly optimize the actuator selection and optimal
flow routing subject to energy and delay constraints with the global aim of maximizing the
network lifetime. We proposed and evaluated (using a standard network simulator, ns-2) our
actuator-selection (LEAD-ADP) and routing scheme (LEAD-RP) on top of a TDMA based
MAC (LEAD-MAC) protocol. We then use the Lagrangian dual decomposition method to
devise a distributed primal-dual algorithm to maximize network-lifetime in the network. The
deterministic distributed primal-dual algorithm requires no feedback control and therefore
converges almost surely to the optimal solution. The results show that the required optimal
value of lifetime is achieved for every node in the network by the distributed primal-dual
algorithm. We also provide a comparison to the analytical bound. Simulation results show
that this approach has near-optimal performance and is practically implementable as compared
to earlier analytical studies based only on numerical evaluations.

First, this chapter addresses the problem of isolated regions in the sensing field by letting
actuators exchange their CSIT and jointly perform beamforming in order to deliver scheduling
information to sensor nodes. The gains of cooperation were shown by simulating the aver-
age number of isolated sensors for the case of single actuator transmission and cooperative
transmission. Since many applications require to have each source node send all its locally
generated data to only one actuator for processing and the fact that the end-to-end delays
in SANETS is a hard constraint, we jointly optimize the actuator selection and optimal flow
routing subject to delay-energy constraints. This approach has near-optimal performance and
is practically implementable.

We use a single antenna transmitter and receiver for spatial focusing. PPC implicitly equal-
izes the channel by refocusing channel spread. We have quantified the gain of PPC temporal
compression, in a single-hop point-to-point setup, using Gold sequences to implement receivers
based on PPM modulation schemes. We have also shown that PPC-PPM can be applied to a
network to achieve almost zero BER for a two-hop communication mode compared to single-
hop communications. This result is of significant importance in making routing decisions for
UASNSs. In particular, it allows a node to select its next hop with the aim of minimizing the
energy consumption. This cross-layering (PHY-Routing) improves the network lifetime of bat-
tery operated UASNs by reducing the number of retransmission-attempts between any given
pair of nodes. It also minimizes the average-energy consumption per successful transmission.
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6.2

Future Directions

Since the objective of the distributed routing algorithm was only to converge to a
Wardrop equilibrium, at this moment it is not able to make a judicious choice among
multiple Wardrop equilibria, if they exist. We will work on modifications of the algorithm
to make it converge to an efficient equilibrium.

In the near-future, we will present a detailed simulation based study of PC heuristic
algorithm in different networking scenarios with some application specific actuation re-
quirements and practical evaluation of distributed multiple-actuator actuation process.
We will also work on the development of PC heuristic algorithm to improve some MAC
layer performance metrics using a cross-layer approach. As a consequence of a very fast
convergence to Wardrop equilibrium, we are also tempted to perform the energy-analysis
of the proposed learning and routing scheme in the context of network lifetime.

We will consider a real-life SANET application and simulate its behavior with the LEAD
self-organizing framework to observe its performance. We will take into consideration
a dynamic actuator-assignment scenario to timely transport data in a mobile wireless
sensor-actuator network.

We will also consider a multihop 3D underwater acoustic sensor network with a real-
life application and extend the results of this chapter to optimize the scheduling layer
(MAC) and routing layer with the aim of minimizing energy consumption per successful
transmission and maximizing the network lifetime.
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Chapter 7

Résumé en Francais

Les récents progrés dans les systémes micro-électro-mécaniques (MEMS) technologie, les com-
munications sans-fil, et de ’électronique numérique ont permis le développement de faible
cott, de faible puissance, nceuds de capteurs multifonctionnels qui sont de petite taille et de
communiquer non attachés a de courtes distances. Wireless Sensor Networks (RAC) se com-
posent d’un grand nombre de nceuds de capteurs distribués qui s’organisent en un réseau sans
fil multi-sauts comme le montre la Figure 7.1. Un réseau de capteurs sans fil est un réseau ad
hoc avec un grand nombre de noeuds qui sont des micro-capteurs capables de récolter et de
transmettre des données environnementales d’une maniére autonome. Chaque nceud a un ou
plusieurs capteurs, processeurs embarqués, et les radios de faible puissance, et est normale-
ment fonctionner sur batterie. Typiquement, ces nceuds coordonner pour accomplir une tache
commune. Ces nceuds de capteurs minuscules, qui sont composées de détection, de traitement
des données, et communiquer les composants, I'idée d’exploiter les réseaux de capteurs basés
sur ’effort de collaboration d’un grand nombre de nceuds. Les réseaux de capteurs représen-
tent une amélioration importante par rapport aux capteurs traditionnels, qui sont déployés
dans les deux maniéres suivantes [1]:

e Les capteurs peuvent étre placés loin du phénomeéne réel, c’est a dire quelque chose de
connu par la perception sensorielle. Dans cette approche, grands capteurs qui utilisent
des techniques complexes de distinguer les cibles de bruit dans l’environnement sont
nécessaires.

* Plusieurs détecteurs qui effectuent uniquement la détection peut étre déployé. Les posi-
tions de la topologie de capteurs et des communications peuvent étre réalisées avec soin.
Ils transmettent des séries temporelles du phénomeéne a senti les nceuds centraux ot les
calculs sont effectués et les données sont fusionnées. L’entité centrale est montré dans
la Figure 7.1. Il peut étre placé en fonction de nulle part sur ’application a besoin.

Un réseau de capteurs est composé d’'un grand nombre de nceuds de capteurs, qui sont
fortement affecté, soit a l'intérieur du phénoméne ou trés proche de lui. La position de nceuds
de capteurs ne doivent pas étre concgus ou pré-déterminé. Ils peuvent étre aléatoirement
dispersés dans une zone géographique, appelée « champ de captage » correspondant au terrain
d’intérét pour le phénomeéne capté. Cela permet un déploiement aléatoire dans des terrains
inaccessibles ou les opérations de secours aux sinistrés. D’un autre coté, cela signifie aussi que
les protocoles de réseau de capteurs et d’algorithmes doivent posséder des capacités d’auto-
organisation. Une autre caractéristique unique du RdAC est ’effort de coopération de noeuds
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Figure 7.1: Un réseau des capteurs sans-fil

de capteurs. Nceuds de capteurs sont équipés d’un processeur embarqué. Au lieu d’envoyer
des données brutes pour les noeuds responsable de la fusion, les noeuds de capteurs utilisent
leurs capacités de traitement d’effectuer localement & partir des calculs simples et transmettre
des données que le nécessaire et partiellement traitées.

Les caractéristiques décrites ci-dessus d’assurer une gamme étendue d’applications pour
les réseaux de capteurs. Quelques-uns des domaines d’application sont la santé, de ’armeée,
I’environnement, civil, et la sécurité. Par exemple, les données physiologiques sur un patient
peut étre surveillé & distance par un médecin. Bien que ce soit plus pratique pour le patient,
il permet également au médecin de mieux comprendre 1’état actuel du patient. Les réseaux
de capteurs peuvent également étre utilisés pour détecter des agents chimiques étrangers dans
Iair et 'eau. Ils peuvent aider & identifier le type, la concentration et la localisation des
polluants. En substance, les réseaux de capteurs peuvent fournir a l’utilisateur final, avec
intelligence et une meilleure compréhension de l’environnement. Nous imaginons que, dans
I’avenir, les réseaux de capteurs sera une partie intégrante de notre vie, plus que ’actuel nos
ordinateurs personnels.

Ces réseaux de faible puissance et de perte (LLNs) sont constitués de nombreux dispositifs
intégrés avec une puissance limitée, la mémoire et les ressources de traitement. Ils sont reliés
entre eux par une série de liens, tels que IEEE 802.15.4, Bluetooth, WiFi basse puissance,
cablés ou d’autres de faible puissance PLC (Powerline Communication) liens. LLNs sont la
transition vers une bout-en-bout solution IP pour éviter le probléme de la non-interopérabilité
des réseaux interconnectés par des passerelles de conversion de protocoles et les proxies. Pro-
tocoles de routage existants, tels que OSPF, IS-IS, AODV et OLSR ont été évaluées par le
ROLL groupe de travail IETF [2] et avoir en leur forme actuelle, été jugées conformes a pas
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toutes les exigences en matiére de routage spécifiques WSN. Le groupe travaille actuellement
sur la normalisation des fonctionalités de routage pour les exigences spécifiques posées par
LLNs.

Réseaux de capteurs et actionneurs sans-fil (SANETS) sont parmi les domaines de recherche
le plus traité dans le domaine des technologies d’information et de la communication (TIC),
ces jours, aux Etats-Unis, en Europe et en Asie. SANETSs sont composés de, éventuellement,
un grand nombre de minuscules dispositifs de capteurs autonomes et actionneurs équipés de
capacités de communication sans fil montré dans la Figure 7.2. Un des aspects les plus perti-
nents de ce domaine de recherche se trouve dans sa multidisciplinarité et le large éventail de
compétences qui sont nécessaires a l’approche de leur conception. SANETS sont une technolo-
gie émergente qui dispose d’un large éventail d’applications possibles, y compris surveillance
de 'environnement, les systémes médicaux, ’exploration robotique et des espaces intelligentes.
SANETS sont de plus en plus importante ces derniéres années en raison de leur capacité a dé-
tecter et a transmettre en temps-réel, des informations in-situ pour de nombreuses applications
civiles et militaires.

Chaque nceud de capteur posséde un ou plusieurs capteurs (y compris le multimédia, i.e.,
la vidéo et I'audio ou de données scalaires, i.e., température, pression, lumiére, infrarouge et
magnétometre), les processeurs embarqués, des radios de faible puissance, et est normalement
fonctionner sur batterie. Un actionneur est un dispositif qui convertit un signal de com-
mande électrique & une action physique, et constitue le mécanisme par lequel un agent agit
sur I’environnement physique. Du point de vue pris en compte dans cette thése, toutefois,
un actionneur, en plus d’étre capable d’agir sur I’environnement au moyen d’un ou plusieurs
actionneurs, est également une entité de réseau qui effectue des fonctionnalités liées au réseau-
tage, & savoir, recevoir, transmettre, traiter et relais de données. Par exemple, un robot peut
interagir avec 'environnement physique, au moyen de plusieurs moteurs et servo-mécanismes
(actionneurs). Toutefois, d’un point de vue de la mise en réseau, le robot constitue une entité
unique, ce qui est appelé actionneur. Par conséquent, ’actionneur terme englobe les dispositifs
hétérogénes comprenant des robots, des véhicules aériens sans pilote (UAV), et actionneurs
en réseau telles que ’arrosage d’eau, caméras panoramiques basculantes, des bras robotiques,
applications, etc.

Toutefois, en raison de la présence d’actionneurs, SANETs ont quelques différences par les
réseaux de capteurs tel que décrit ci-dessous:

¢ Bien que les nceuds de capteurs sont de petits dispositifs avec une limite de détection, de
calcul et capacités de communication sans-fil, les actionneurs sont généralement riches
en ressources dispositifs équipés de capacités de traitement meilleur, plus fort pouvoir
de transmission et la durée de vie de la batterie.

e En SANETSs, il est peut étre nécessaire de répondre rapidement. Par conséquent, la
question de la communication en temps réel est trés important dans SANETs puisque
les actions sont effectuées sur ’environnement apreés la détection a lieu.

¢ Un déploiement dense n’est pas nécessaire pour ’actionneur noeuds. Ainsi, dans SANETs
le nombre d’actionneurs est beaucoup plus faible que le nombre de capteurs.

o Afin d’assurer l'efficacité de détection et d’agir, un mécanisme distribué de coordina-
tion locale est nécessaire entre les capteurs et actionneurs. Dans les réseaux de cap-
teurs, 'entité centrale exerce les fonctions de collecte de données et la coordination.
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(O sensor i =

A actuator

Figure 7.2: Un réseau sans fil capteurs-actionneurs

Dans SANETS, des phénoménes nouveaux appelé: capteur-actionneur, et actionneur-
actionneur peut se produire.

De nombreux protocoles et algorithmes ont été proposés pour les réseaux de capteurs dans
les années récentes [3]. Toutefois, puisque les conditions énumérées ci-dessus imposent des
contraintes plus strictes, qu’ils ne peut pas étre bien adapté aux caractéristiques propres et
I’application de SANETS.

Neeuds de capteurs de fond de 'océan sont réputés pour permettre aux applications de
collecte de données océanographiques, surveillance de la pollution, ’exploration offshore, de la
prévention des catastrophes, avec ’aide de navigation et les applications de surveillance tac-
tique. Unmanned/Autonomous Underwater Vehicles (UUV, AUV), équipé de capteurs sous-
marins, sera également trouver une application dans l'exploration des ressources naturelles
sous-marines et la collecte de données scientifiques & des missions de surveillance en collabora-
tion. Pour que ces applications viables, il est nécessaire pour permettre des communications
sous-marines parmi les appareils sous-marins. Neeuds de capteurs sous-marins et des véhicules
doivent posséder des capacités d’auto-configuration, autrement dit, ils doivent étre en mesure
de coordonner leurs activités par I’échange de configuration, la localisation et des informations
de mouvement et & relayer les données surveillées a une station a terre.

Le réseau sans fil acoustique sous-marine est la technologie habilitante pour ces applica-
tions. Underwater Acoustic Sensor Networks (UASN) consistent en un nombre variable de
capteurs et de véhicules qui sont déployés pour accomplir les taches de surveillance de collab-
oration sur une zone donnée. Pour atteindre cet objectif, les capteurs et les véhicules auto-
organiser en un réseau autonome qui peut s’adapter aux caractéristiques de ’environnement
océanique [5].
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Mise en réseau sous-marine est une zone relativement inexplorés bien que les communica-
tions sous-marines ont été expérimentées depuis la 2éme Guerre Mondiale, quand, en 1945,
un téléphone sous-marin a été développé aux Etats-Unis pour communiquer avec les sous-
marins. Communications acoustiques sont la technologie & couche physique dans les réseaux
sous-marins. En fait, les ondes radio se propagent & de longues distances dans ’eau de mer
conductrice seulement & des fréquences trés basse (30-300 Hz), qui nécessitent de grandes
antennes et la puissance de transmission élevée. Ondes optiques ne souffrent pas d’une forte
atténuation tels peut sont influencées par la diffusion. En outre, la transmission de signaux
optiques & une haute précision de pointage du laser faisceaux étroits. Ainsi, les liens dans les
réseaux sous-marins sont basés sur les communications acoustiques sans fil.

L’approche traditionnelle pour la marine a fond ou la colonne de surveillance des océans
est de déployer des capteurs sous-marins que les données enregistrées au cours de la mission de
suivi, et récupérer ensuite les instruments. Inconvénients suivants sont offerts par ce régime:

* Suivi en temps réel n’est pas possible. Ceci est particuliérement critique dans la surveil-
lance ou dans les applications de surveillance environnementale tels que la surveillance
sismique. Les données enregistrées ne sont pas accessibles que lorsque les instruments
sont récupérées, mais qui arrive plusieurs mois aprés le début de la mission de surveil-
lance.

¢ Aucune interaction n’est possible entre les systémes de controle & terre et en instruments
de controle. Cela entrave toute adaptative mise au point des instruments, et il n’est pas
possible de reconfigurer le systéme aprés des événements particuliers se produisent.

* Si des défaillances ou erreurs de configuration se produit, elle ne peut pas étre possible
de les détecter avant les instruments sont récupérés. Ceci peut facilement conduire a la
rupture compléte d’une mission de surveillance.

* La quantité de données qui peuvent étre enregistrées au cours de la mission de suivi
par chaque capteur est limitée par la capacité des dispositifs de stockage embarqué
(mémoires, disques durs, etc.).

Par conséquent, il est nécessaire de déployer des réseaux sous-marin qui permettra le suivi en
temps réel des zones océaniques sélectionnée, la configuration a distance et 'interaction avec
les opérateurs sur terre. Ceci peut étre obtenu en connectant les instruments sous-marins au
moyen de liaisons sans fil basé sur la communication acoustique.

De nombreux chercheurs sont actuellement engagés dans le développement de solutions de
réseautage pour les réseaux de capteurs terrestres. Bien qu’il existe de nombreuses récemment
mis au point des protocoles de réseau pour les réseaux de capteurs, les caractéristiques uniques
de la chaine de communication acoustique sous-marine, comme la capacité de bande passante
limitée et des retards variables, nécessitent des protocoles trés efficace et fiable des données de
communication. La qualité du lien acoustique sous-marine est trés imprévisible, car elle dépend
principalement de la décoloration et le multi-trajet, qui ne sont pas des phénoménes facile-
ment modélisés. Ceci, en retour, se dégrade considérablement les performances au niveau des
couches supérieures comme les tres longs et variables retards de propagation. En outre, cette
variation est généralement plus importante dans les liens horizontaux que dans les verticales.
Signalisation acoustiques pour les communications numeériques sans fil dans ’environnement
de mer peuvent étre une alternative tres attrayante tant pour les systémes de radio et de
télémétrie cablé. Toutefois, variables dans le temps des trajets multiples et souvent rudes
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conditions de bruit ambiant caractériser le canal acoustique sous-marine, ce qui rend souvent
les communications acoustiques difficiles. Des défis majeurs dans la conception de UASNs
sont les suivants:

* Le canal est gravement altérée, principalement en raison de trajets multiples.
* La perte temporaire de connectivité principalement & 'ombrage.

* Le retard de propagation est de cinq ordres de grandeur plus élevé que dans les canaux
de fréquence radio terrestre et est généralement variable [4].

» Treés faible bande passante disponible.
¢ Garantie limitée de I’énergie de la batterie & disposition.

Puisque les missions de surveillance sous-marins peuvent étre extrémement cotiteuses en raison
des cotts élevés impliqués dans des appareils sous-marins, il est important que le réseau
déployé étre treés fiables, de maniére a éviter 1’échec des missions de surveillance en raison de
défaillance des dispositifs simples ou multiples. Par exemple, il est crucial d’éviter de concevoir
la topologie du réseau avec les points uniques de défaillance susceptible de compromettre
le fonctionnement global du réseau. La capacité du réseau est également influencée par la
topologie du réseau. Comme la capacité de la chaine sous-marine est extrémement limitée,
il est trés important d’organiser la topologie du réseau ainsi un tel qu’aucun des goulets
d’étranglement de communication sont mis en place.

Fonctionnement

Les données captées par les noeuds sont acheminées grace a un routage multi-saut & un nceud
considéré comme un "point de collecte", appelé nceud-puits (ou sink). Ce dernier peut étre
connecté a l'utilisateur du réseau (via Internet, un satellite ou un autre systéme). L’usager
peut adresser des requétes aux autres noeuds du réseau, précisant le type de données requises
et récolter les données environnementales captées par le biais du noeud puits.

Les progreés conjoints de la microélectronique, microtechnique, des technologies de trans-
mission sans fil et des applications logicielles ont permis de produire & colt raisonnable
des micro-capteurs de quelques millimétres cubes de volume, susceptibles de fonctionner en
réseaux. Il intégrent :

* une unité de captage chargée de capter des grandeurs physiques (chaleur, humiditeé,
vibrations, rayonnement...) et de les transformer en grandeurs numériques,

* une unité de traitement informatique et de stockage de données et un module de trans-
mission sans fil (wireless).

Ces micro-capteurs sont donc de véritables systémes embarqués. Le déploiement de plusieurs
d’entre eux, en vue de collecter et transmettre des données environnementales vers un ou

plusieurs points de collecte, d’une maniére autonome, forme un réseau de capteurs sans fil.
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Historique

Jusque dans les années 1990, hormis pour quelques balises radio, pour acheminer les données
d’un capteur au controleur central il fallait un cablage colteux et encombrant.

De nouveaux réseaux de capteurs sont apparus dans les années 1990, notamment dans les
domaines de l'environnement et de 'industrie, permis par les récents progres du domaine des
techniques sans-fil (wireless). Aujourd’hui, grace aux récents progrés des techniques sans-fil,
de nouveaux produits exploitant des réseaux de capteurs sans-fil sont employés pour récupérer
ces données environnementales.

Enjeux

Pour le magazine Technology Review du MIT, le réseau de capteurs sans fil est 'une des dix
nouvelles technologies qui bouleverseront le monde et notre maniére de vivre et de travailler.
Il répond a I’émergence ces derniéres décennies, de l'offre et d'un besoin accru d’observation
et de controler des phénomeénes physiques et biologiques dans différents domaines :

* industriels, techniques et scientifique (monitoring de la température, la pression, ’hygromeétrie,
la luminosité...).

* écologie et environnement (surveillance des UV, de la radioactivité, de polluants tels que
les HAP, les métaux lourds, ou de ’ozone ou du le NO2 ou encore le CO2 et d’autres gaz
a effet de serre santé (suivi des malades, veille éco-épidémiologique et épidémiologique,

* sécurité,

* transports (automatisations diverses, prévention des accidents...),
, . L .

¢ lautomatisation des batiments domotique,

o ete)

Applications

La diminution de taille et de cott des micro-capteurs, 1’élargissement de la gamme des types
de capteurs disponibles (thermique, optique, vibrations,...) et ’évolution des support de com-
munication sans fil, ont élargi le champ d’application des réseaux de capteurs. lls s’inserent
notamment dans d’autres systémes tels que le controle et 'automatisation des chaines de
montage. Ils permettent de collecter et de traiter des informations complexes provenant de
Ienvironnement (météorologie, étude des courants, de lacidification des océans, de la disper-
sion de polluants, de propagules, etc.

Certains prospectivistes pensent que les réseaux de capteurs pourraient révolutionner la
maniére méme de comprendre et de construire les systémes physiques complexes, notamment
dans les domaines militaire, environnemental, domestique, sanitaire, de la sécurité, etc.
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Applications militaires

Comme dans le cas de plusieurs technologies, le domaine militaire a été un moteur initial
pour le développement des réseaux de capteurs. Le déploiement rapide, le cott réduit, 'auto-
organisation et la tolérance aux pannes des réseaux de capteurs sont des caractéristiques qui
rendent ce type de réseaux un outil appréciable dans un tel domaine. Un réseau de capteurs
déployé sur un secteur stratégique ou difficile d’accés, permet par exemple d’y surveiller tous
les mouvements (amis ou ennemis), ou d’analyser le terrain avant d’y envoyer des troupes
(détection d’agents chimiques, biologiques ou de radiations). Des tests concluants auraient
déja été réalisés par 'armée ameéricaine dans le désert de Californie. Certains exampeles sont
les suivants:

¢ Asset Monitoring: les commandants peuvent surveiller les emplacements des troupes,
des armes et des fournitures pour renforcer le controle et la communication.

BattleField Monitoring: les vibrations et les capteurs magnétiques peuvent localiser et
suivre des forces ennemies dans le champ de bataille.

¢ Urban Warfare: capteurs autorisé le déploiement dans les immeubles peuvent empécher
leur réoccupation et de suivre ’activité des ennemis & l'intérieur.

* Protection: prévention et protection contre les radiations, les armes biologiques et chim-
iques peuvent étre atteints par le déploiement d’'un WSN, qui détecte le niveau de ray-
onnement ou de la présence de produits toxiques.

¢ Distributed Tactical Surveillance: AUVs et capteurs fixes sous-marins peuvent colla-
borer pour la surveillance des zones de surveillance, de reconnaissance, de ciblage et de
systémes de détection d’intrusion. Par exemple, dans [7], un réseau de capteur 3D sous-
marin est concu pour un systéme de surveillance tactique qui est capable de détecter et
classifier les sous-marins, véhicules de livraison de petite taille (SDVs) et des plongeurs
sur la base des données recueillies par rayonnement mécanique, magnétique microcap-
teurs et acoustique. Avec des systémes de sonar a ’égard du radar traditionnel, UASNs
peut atteindre une précision plus élevée, et permettre la détection et la classification
des cibles & faible signature en combinant également des mesures de différents types de
capteurs.

* Mine Reconnaissance: Le fonctionnement simultané des AUV multiples avec capteurs
acoustiques et optiques peuvent étre utilisées pour effectuer ’évaluation rapide de ’environnement
et de détecter les mines comme des objets.

Applications a la sécurité

Les structures d’avions, navires, automobiles, métros, etc pourraient étre suivies en temps
réel par des réseaux de capteurs, de méme que les réseaux de circulation ou de distribution
de ’énergie. Les altérations de structure d’un batiment, d’une route, d’un quai, d’une voie
ferrée, d’'un pont ou d’un barrage hydroélectrique (suite & un séisme ou au vieillissement)
pourraient étre détectées par des capteurs préalablement intégrés dans les murs ou dans le
béton, sans alimentation électrique ni connexions filaires. Certains capteurs ne s’activant que
périodiquement peuvent fonctionner durant des années, voire des décennies. Un réseau de
capteurs de mouvements peut constituer un systéme d’alarme distribué qui servira & détecter
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les intrusions sur un large secteur. Déconnecter le systéme ne serait plus aussi simple, puisqu’il
n’existe pas de point critique. La surveillance de routes ou voies ferrées pour prévenir des
accidents avec des animaux (roadkill) ou des étres humains ou entre plusieurs véhicules est
une des applications envisagées des réseaux de capteurs.

Selon leurs promoteurs, ces réseaux de capteurs pourraient diminuer certaines failles de
systémes de sécurité et mécanismes de sécurisation, tout en diminuant leur cott. D’autres
craignent aussi des dérives sécuritaires ou totalitaires si I'usage de ces réseaux n’est pas assu-
jetti & des garanties éthiques sérieuses.

Applications environnementales

Des thermo-capteurs peuvent étre dispersés a partir d’avions, ballons, navires et signaler
d’éventuels problémes environnementaux dans le champ de captage (incendie, pollution, épidémies,
aléa météorologique...) permettant d’améliorer la connaissance de I'environnement et lefficacité
des moyens de lutte. Des capteurs pourraient étre semés avec les graines par les agriculteurs
afin de détecter le stress hydrique des plantes ou le taux de nutriment de I’eau du sol, pour
optimiser les apports d’eau et de nutriments ou le drainage et l'irrigation. Sur les sites in-
dustriels, les centrales nucléaires ou dans les pétroliers, des capteurs peuvent étre déployés
en réseau pour détecter des fuites de produits toxiques (gaz, produits chimiques, éléments
radioactifs, pétrole, etc.) et alerter les utilisateurs et secours plus rapidement, pour permettre
une intervention efficace. Une grande quantité de micro-capteurs pourrait étre déployée en
forét ou dans certaines aires protégées pour recueillir des informations sur I’état des habitats
naturels et sur les comportements de la faune, de la flore et de la fonge (déplacements, activiteé,
état de santé..). L'université de Pise (Italie) a ainsi réalisé des réseaux de capteurs pour le
contrdle de parcs naturels (feux, animaux,..). Des capteurs avalés par les animaux ou placés
sous leur peau sont déja parfois utilisés). Il devient ainsi possible "d’observer la biodivesité",
sans déranger, des espéces animales vulnérables au dérangement ou difficiles & étudier dans
leur environnement naturel, et de proposer des solutions plus efficaces pour la conservation de
la faune.

Les éventuelles conséquences de la dispersion en masse des micro-capteurs dans ’environnement
ont soulevé plusieurs inquiétudes. En effet, ceux-ci sont généralement doté d’une micro-
batterie contenant des métaux nocifs. Néanmoins, le déploiement d’un million de capteurs
de 1 millimétre cube chacun ne représente qu’un volume total d’un litre. Méme si tout
ce volume était constitué de batteries, cela n’aurait pas des répercussions désastreuses sur
Ienvironnement. Certains exampeles sont les suivants:

* Surveillance de L’habitat: un WSN déployé dans un environnement sous-glaciaire |11, 12]
peut recueillir des renseignements sur les calottes glaciaires et les glaciers. Les réseaux de
capteurs peuvent également étre déployés pour mesurer la population d’oiseaux et autres
espéces [13]. Aussi, WSN peut fournir un avertissement d’inondation [14] et surveiller
Iérosion cotiére |15].

¢ La Détection des Catastrophes: les incendies de forét peuvent étre détectées et localisées
par un densément déployés WSN.

* Les Réseaux D’échantillonnage de L’océan: les réseaux de capteurs et d’AUV, tels
que ’Odyssée AUV-classe [16], peut effectuer 1’échantillonnage, synoptique coopéra-
tive adaptative de l’environnement 3D océan cotier [17]. Des expériences telles que
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Pexpérience sur le terrain de Monterey Bay [18] a démontré les avantages de réunir les
nouveaux véhicules sophistiqués de robotique avec les modéles d’océan de pointe pour
améliorer la capacité d’observer et de prévoir les caractéristiques de ’environnement
océanique.

Surveillance de L’environnement: UASNs peut effectuer la surveillance de la pollution
(chimique, biologique et nucléaire). Par exemple, elle mai étre possible de détailler
le lisier chimique des antibiotiques, des hormones de type cestrogéne et d’insecticides
pour contrdler les ruisseaux, les riviéres, les lacs et les baies de l'océan (qualité de
leau une analyse in-situ) [19]. Surveillance des courants océaniques et les vents, les
prévisions météo s’était améliorée, la détection des changements climatiques, compren-
dre et prévoir 'effet des activités humaines sur les écosystémes marins, la surveillance
biologique comme le repérage des poissons ou des micro-organismes, sont d’autres appli-
cations possibles. Par exemple, dans [20], la conception et la construction d’un réseau
simple détection sous-marine est décrit de détecter des gradients de température ex-
trémes (thermocline), qui sont considérés comme un terrain fertile pour certains micro-
organismes marins.

Les Explorations Sous-Marine: UASNs peut aider a détecter les gisements sous-marins
ou de réservoirs, déterminer des routes pour la pose de cibles sous-marins, et aider a
I’exploration des minéraux précieux.

Prévention des Catastrophes: les réseaux de capteurs qui mesurent ’activité sismique
dans les endroits éloignés peuvent fournir des alertes aux tsunamis dans les zones cotiéres
[21], ou d’étudier les effets des tremblements de terre sous-marin (compris sous la mer).

Détection D’incendie au Forét: un SANET pourraient étre déployés pour détecter un
incendie de forét a ses débuts [22]. Un certain nombre de nceuds doivent étre pré-déployée
dans une forét. Chaque noeud peut rassembler les différents types d’informations provenant
de capteurs, comme la température, ’humidité, de pression et de position. Toutes les
données de détection est envoyé par la communication multi-hop au centre de con-
trole via un nombre d’actionneurs (dispositifs de passerelle) répartis a travers la forét.
Les actionneurs sont connectés a des réseaux mobiles (par exemple, Universal Mobile
Telecommunications System - UMTS) et sera positionné de maniére a réduire le nombre
de sauts de la source de détection d’incendie au centre de controle. Les actionneurs
permettra également de réduire la congestion du réseau dans les déploiements & grande
échelle par 'extraction des données depuis le réseau en des points prédéterminés. Il mai
également étre possible dans ce scénario que certains patrons d’unités mobiles foréts
agissent comme actionneur mobile, la collecte de données sur ’environnement sur tout
leur parcours a travers la forét. Dés qu'un événement lié & 'incendie est détecté, comme
I’élévation de température brusques, le centre de controle sera aussitot tres effrayée. Les
opérateurs dans le centre de controle peut juger s’il s’agit d’une fausse alarme en util-
isant soit les données recueillies & partir d’autres capteurs ou en envoyant une équipe
pour vérifier la situation sur place. Ensuite, les pompiers et les hélicoptéres peuvent étre
envoyées pour éteindre l'incendie avant qu’il ne croit & un incendie de forét majeurs.
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Applications médicales et vétérinaire

La surveillance des fonctions vitales d’un organisme vivant pourrait a l’avenir étre facilitée par
des micro-capteurs avalés ou implantés sous la peau. Des gellules multi-capteurs ou des micro-
cameéras pouvant étre avalées existent déja, pouvant sans recours a la chirurgie, transmettre
des images de l'intérieur d’un corps humain (avec une autonomie de 24 heures). Une récente
étude présente des capteurs fonctionnant dans le corps humain, qui pourraient traiter certaines
maladies. Un projet est de créer une rétine artificielle composée de 100 micro-capteurs pour
corriger la vue. D’autres ambitieuses applications biomédicales sont aussi présentées, tel que
: la surveillance de la glycémie, la surveillance des organes vitaux ou la détection précoce de
cancers. Des réseaux de capteurs permettraient théoriquement une surveillance permanente
des patients et une possibilité de collecter des informations physiologiques de meilleure qualité,
facilitant ainsi le diagnostic de quelques maladies.

e Surveillance & domicile: surveillance a domicile pour les malades chroniques et personnes
agées [23| permet de soins de longue durée et peut réduire la durée du sé¢jour hospitalier.

* Surveillance des patients: nceuds de capteurs déployés sur le corps des patients dans
les hopitaux [24], permettent la collecte des données & caractére périodique ou continue
comme la température, la pression artérielle, etc.

Applications commerciales

Des neeuds capteurs pourraient améliorer le processus de stockage et de livraison (pour garantir
la chaine du froid en particulier). Le réseau ainsi formé, pourra étre utilisé pour connaitre
la position, I’état et la direction d’'un paquet ou dune cargaison. Un client attendant un
paquet peut alors avoir un avis de livraison en temps réel et connaitre la position du paquet.
Des entreprises manufacturiéres, via des réseaux de capteurs pourraient suivre le procédé de
production & partir des matiéres premiéres jusqu’au produit final livré. Grace aux réseaux de
capteurs, les entreprises pourraient offrir une meilleure qualité de service tout en réduisant
leurs cotits. Les produits en fin de vie pourraient étre mieux démontés et recyclés ou réutilisés
si les microcapteurs en garantissent le bon état. Dans les immeubles, le systéme domotique de
chauffage et climatisation, d’éclairage ou de distribution d’eau pourrait optimiser son efficience
grace a des micro-capteurs présents dans des tuiles aux plancher en passant par les murs,
huisseries et meubles. Les systémes ne fonctionneraient que 1a ou il faut, quand il faut et a la
juste mesure. Utilisée a grande échelle, une telle application permettrait de réduire la demande
mondiale en énergie et indirectement les émissions de gaz a effet de serre. Rien qu’aux Etats-
Unis, cette économie est estimée & 55 milliards de dollars par an, avec une diminution de 35
millions de tonnes des émissions de carbone dans 'air. Le monde économique pourrait ainsi
diminuer ses impacts environnementaux sur le climat. Certains exampeles sont les suivantes:

e Surveillance: un réseau de capteur peut détecter les incendies dans les immeubles et
donner des informations sur sa localisation. Il peut également détecter des intrusions et
du suivi de l'activité humaine.

e La Prévention des Catastrophes: nceuds de capteurs déployés dans le cadre de 1’eau
peut empécher de catastrophe comme le tsunami du tremblement de terre océaniques
ou imminente.
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e Smart Metering Solutions: Smart Metering Solutions, fourni par Coronis, basé sur Wave-
nis [8] la technologie sans fil ont été déployées dans des millions d’installations résiden-
tielles, industrielles et commerciales autour du monde, reliant les consommateurs de gaz,
de l'eau et d’électricité de maniére efficace avec 'opérateur est de retour 'information
et de systémes de facturation. Wavenis technologie sans fil fournit 1'ultra-longue portée
et de la consommation d’énergie extrémement basse qui sont essentiels pour lefficacité
mile derniére, la couverture extérieure en matiére de comptage des réseaux qui servent
des villes entiéres, y compris les zones urbaines denses ainsi que tentaculaire des zones
suburbaines et commerciale.

» Navigation Assistée: les capteurs peuvent étre utilisés pour identifier les dangers sur le
fond marin, de localiser les bancs de roches dangereuses dans les eaux peu profondes,
des postes d’amarrage, submergé épaves, et d’effectuer le profilage bathymeétrie.

* Reprise aprés Sinistre: aprés un séisme ou une attaque terroriste, les noeuds de capteur
peut détecter des signes de vie a l'intérieur d’un batiment endommagg.

e Smart Park: un systéme de controle distribué soutenu par SANET. Elle améliore la mo-
bilité dans la zone urbaine en trouvant des places de parking gratuits pour les conduc-
teurs désireux de se garer |9, 10]. Elle diminue également le risque d’éventuels accidents,
la pollution, et d’éliminer la rage au volant.

Plates-formes

Parmi les standards les plus aptes & étre exploités dans les réseaux de capteurs sans-fil se
retrouvent la double pile protocolaire Bluetooth / Zigbee.

* La Bluetooth, dont Ericsson a initié le projet en 1994, a été standardisé sous la norme
IEEE 802.4.15 et a comme but la création et le maintien de réseaux a portée personnelle,
PAN (Personal Area Network). Un tel réseau est utilisé pour le transfert de données
a bas débit a faible distance entre appareils compatibles. Malheureusement, le grand
défaut de cette technique est sa trop grande consommation d’énergie et ne peut donc
pas étre utilisée par des capteurs qui sont alimentés par une batterie et qui idéalement
devraient fonctionner durant plusieurs années.

* Le ZigBee combiné avec IEEE 802.15.4 offre des caractéristiques répondeant encore
mieux aux besoins des réseaux de capteurs en termes d’économies d’énergie. ZigBee
offre des débits de données moindres, mais il consomme également nettement moins que
Bluetooth. Un faible débit de données n’handicape pas pour un réseau de capteurs ot
les fréquences de transmission sont faibles.

Les constructeurs tendent & employer des « techniques propriétaires » ayant 'avantage d’étre
spécifiquement optimisées pour une utilisation précise, mais avec 'inconvénient de ne pas étre
compatibles entre elles.

Matérielles et Logiciels

De nouvelles techniques influenceront 'avenir des réseaux de capteurs. par exemple, UWB
(Ultra wideband) est une technique de transmission permettant des consommations extréme-
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ment basses grace & sa simplicité matérielle. De plus, 'atténuation du signal engendré par des
obstacles est moindre qu’avec les systémes radio & bande étroite conventionnels.

Le domaine des capteurs sans fil semble promis & un grand essor. De nombreux nouveaux
produits logiciels sont attendus, y compris dans le domaine de l'open-source avec par exemple
TinyOS développé a ’'Université de Berkeley ; un systéme d’exploitation "open source" congu
pour les capteurs embarqués sans-fil qui est déja utilisé (en 2009) par plus de 500 universités
et centres de recherche dans le monde. La réalisation de programmes sur cette plateforme
s’effectue exclusivement en NesC (dialecte du C). Cet OS a notamment pour particularité une
taille extrémement réduite en termes de mémoire (quelques kilo-octets).

Architecture d’un micro-capteur

Un « neeud capteur » contient quatre unités de base : I'unité de captage, I'unité de traitement,
I"unité de transmission, et 'unité de controle d’énergie. Selon le domaine d’application, il peut
aussi contenir des modules supplémentaires tels qu'un systéme de localisation (GPS), ou bien
un systéme générateur d’énergie (cellule solaire). Quelques micro-capteurs, plus volumineux,
sont dotés d’un systéme mobilisateur chargé de les déplacer en cas de nécessité.

L’unité de captage

Le capteur est généralement composée de deux sous-unités : le récepteur (reconnaissant
lanalyte) et le transducteur (convertissant le signal du récepteur en signal électrique). Le
capteur fournit des signaux analogiques, basés sur le phénoméne observé, au convertisseur
Analogique/Numeérique. Ce dernier transforme ces signaux en un signal numérique com-
préhensible par 'unité de traitement.

L’unité de traitement

Elle comprend un processeur généralement associé & une petite unité de stockage. Elle
fonctionne a 'aide d’un systéme d’exploitation spécialement congu pour les micro-capteurs
(TinyOS par exemple). Elle exécute les protocoles de communications qui permettent de faire
« collaborer » le nceud avec les autres nceuds du réseau. Elle peut aussi analyser les données
captées pour alléger la tache du nceud puits.

L’unité de transmission

Elle effectue toutes les émissions et réceptions des données sur un medium « sans-fil ». Elle
peut étre de type optique (comme dans les nceuds Smart Dust), ou de type radio-fréquence.

* Les communications de type optique sont robustes vis-a-vis des interférences électriques.
Néanmoins, ne pouvant pas établir de liaisons & travers des obstacles, elles présentent
I'inconvénient d’exiger une ligne de vue permanente entre les entités communicantes.

* Les unités de transmission de type radio-fréquence comprennent des circuits de mod-
ulation, démodulation, filtrage et multiplexage ; ceci implique une augmentation de la
complexité et du cotit de production du micro-capteur.
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Concevoir des unités de transmission de type radio-fréquence avec une faible consommation
d’énergie est un défi car pour qu'un nceud ait une portée de communication suffisamment
grande, il est nécessaire d’utiliser un signal assez puissant et donc une énergie consommeée
importante. L’alternative consistant a utiliser de longues antennes n’est pas possible a cause
de la taille réduite des micro-capteurs.

L’unité de controle d’énergie

Un micro-capteur est muni d’une ressource énergétique (généralement une batterie). Etant
donné sa petite taille, cette ressource énergétique est limitée et généralement non-remplagable.
ceci fait souvent de I’énergie la ressource la plus précieuse d’un réseau de capteurs, car elle
influe directement sur la durée de vie des micro-capteurs et donc du réseau entier. L’unité
de controle d’énergie constitue est donc un systémes essentiel. Elle doit répartir 1’énergie
disponible aux autres modules, de maniére optimale (par exemple en réduisant les dépenses
inutiles et en mettant en veille les composants inactifs). Cette unité peut aussi gérer des
systémes de rechargement d’énergie & partir de ’environnement via des cellules photovoltaique
par exemple.

Architectures Réseau de capteurs

Il existe plusieurs topologies pour les réseaux a communication radio. Nous discutons ci-
dessous des topologies applicables aux réseaux de capteurs.

La Topologie en étoile

Dans cette topologie une station de base envoie ou regoit un message via un certaine nombre
de nceuds. Ces noeuds peuvent seulement envoyer ou recevoir un message de I'unique station
de base, il ne leur est pas permis de s’échanger des messages.

* Awantage: simplicité et faible consommation d’énergie des noeuds, moindre latence de
communication entre les noeuds et la station de base.

* Inconvénient: la station de base est vulnérable, car tout le réseau est géré par un seul
neeud.

La topologie « en toile » ou « en grille » (Mesh Network)

Dans ce cas (dit « communication multi-sauts »), tout nceud peut échanger avec n’importe
quel autre neeud du réseau (s'il est & portée de transmission). Un nceud voulant transmettre
un message a un autre nceud hors de sa portée de transmission, peut utiliser un nceud inter-
médiaire pour envoyer son message au nceud destinataire. Avantage : Possibilité de passer a
I’échelle du réseau, avec redondance et tolérance aux fautes, [nconvénient : Une consommation
d’énergie plus importante est induite par la communication multi-sauts. Une latence est crée
par le passage des messages des nceuds par plusieurs autres avant d’arriver & la station de
base.

Un réseau Mesh est le nom des systémes en réseau embarqués qui partagent plusieurs
caractéristiques telles que:
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e Multi-Hop—La possibilité d’envoyer des messages de capteur en capteur jusqu’a une
station de base, ceci permettant I’extension du réseau en escalade.

¢ Self-Configuring—Capacité a créer le réseau sans intervention humaine.

¢ Self-Healing—Capacité d’ajouter et de supprimer des noeuds du réseau automatique-
ment sans avoir a reconfigurer le réseau.

* Dynamic Routing—Capacité & déterminer de maniére adaptative le chemin vers la base
dynamiquement en fonction des conditions du réseau. Ces caractéristiques associées
a une gestion de la consommation d’énergie permettent aux réseaux de capteurs une
grande autonomie, un déploiement facile et une réactivité face a un probléme au sein du
réseau.

La topologie hybride

Une topologie hybride entre celle en étoile et en grille fournit des communications réseau
robustes et diverses, en assurant la minimisation de la consommation d’énergie dans les réseaux
de capteurs. Dans ce type de topologie, les nceuds capteur autonome en énergie ne routent pas
les messages, mais il y a d’autres neeuds qui ont la possibilité de faire le routage des messages.
En général, ces noeuds disposent d’une source d’énergie externe.

Motivations et Objectifs

Les réseaux de capteurs sont similaires a des réseaux ad hoc en ce sens que les réseaux de cap-
teurs emprunter massivement sur ’auto-organisation et les technologies de routage développé
par le groupe ad hoc de la recherche. Toutefois, un objectif majeur pour la conception des
réseaux de capteurs est de réduire le colt de chaque nceud. Pour de nombreuses applications,
le cott souhaité pour une connexion sans fil périphérique est inférieur & un dollar.

Nous, dans cette thése, prenons un ensemble de capteurs répartis sur une région pour
effectuer un opération. Chacun de ces capteurs a un émetteur-récepteur sans fil qui transmet
et recoit sur une seule fréquence, qui est commun a tous ces capteurs. Au fil du temps, certains
de ces capteurs générer/collecter des informations pour étre envoyé a un autre capteur. En
raison de la capacité de la batterie limitée de ces capteurs, un capteur ne peut pas communiquer
directement avec les noeuds qui sont loins. Dans de tels scénarios, I'une des possibilités de
transfert d’informations entre deux noeuds qui ne peuvent pas communiquer directement est
d’utiliser d’autres nceuds de capteurs dans le réseau. Pour étre précis, les capteurs source
transmet ses informations & 'un des capteurs qui est a sa portée de transmission. Le capteur
intermédiaire utilise ensuite la méme procédure afin que l'information a finalement atteint sa
destination.

Un ensemble composé de la paire ordonnée de noeuds constituent une liaison qui est utilisé
pour faciliter la communication entre les deux paires donné de nceuds (par exemple, un capteur
et une station de base). Il s’agit d’'un probléme standard de routage multi-sauts dans les
réseaux de capteurs. Le probléme de routage optimal a été largement étudié dans le cadre des
réseaux filaires on habituellement plus court chemin (algorithme de routage) est utilisé: chaque
maillon du réseau a un poids qui lui est associée et 'objectif de ’algorithme de routage est
de trouver un chemin qui permet d’atteindre le poids minimal entre deux noeuds donnée. De
toute évidence, le résultat d’un tel algorithme dépend de la fonction de poids associée & chaque
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lien dans le réseau. Dans les réseaux de capteurs, 'optimalité de ’algorithme de routage est
défini & prolonger la vie de réseau (14 ou la vie est défini comme le temps engendré par le
réseau pour certains agrégation des données jusqu’a ce noeud vivant en premier est déconnecté
suite a une coupure de I'énergie). Toutefois, une compréhension compléte de Ueffet de routage
sur les performances de réseaux de capteurs et de 'utilisation des ressources (en particulier,
la stabilité en couche MAC et, par conséquent, le retard bout-en-bout) n’a pas regu beaucoup
d’attention.

Pour SANETSs, nous nous concentrerons sur deux niveaux de coordination les plus re-
streintes & savoir: capteur-actionneur, et I’actionneur-actionneur. En SANETS, pour capteur-
actionneur de coordination, il est nécessaire d’élaborer des protocoles qui sont en mesure de
fournir des services en temps réel avec des bornes retard donné, en fonction des contraintes
d’application et d’assurer une communication efficace de I’énergie entre les capteurs et action-
neurs. Les actionneurs peuvent communiquer les uns avec les autres, en plus de communiquer
avec les capteurs. Comme il existe peu de nombre de noeuds d’actionneur et les capacités de
puissance de ces noeuds sont plus élevés que les nceuds de capteurs, communication est simi-
laire & la communication en réseau sans fil ad-hoc. Nous considérons également un SANET qui
prolonge la durée de vie du réseau en minimisant la consommation d’énergie et, parallélement,
prend soin de retard-sensibilité des données captées.

En dehors de SANETS, nous considérons également UASNs qui sont déployés pour accom-
plir les taches de surveillance de collaboration sous-marine. Les capteurs doivent étre organ-
isés en un réseau autonome qui s’auto-configurer en fonction des caractéristiques variables de
I’environnement océanique. La plupart des déficiences du canal acoustique sous-marine sont
adéquatement traitées au niveau physique, par la conception de récepteurs qui sont en mesure
de faire face a des taux peu élevé d’erreur, la décoloration, et les interférences inter-symboles
(ISI) causée par trajets multiples. Il ya eu des efforts a développer des égaliseurs de canaux
et d’adaptation des techniques de traitement spatial de sorte que la modulation de phase co-
hérente peut étre utilisé pour atteindre la haute efficacité spectrale souhaitée. Ces techniques
sont exigeants en calcul avec les réglages de parameétres multiples et des exigences qui ne sont
pas particuliérement adaptés aux applications ot ’autonomie, l'adaptabilité et de longue vie
de batterie d’opération sont envisagées. Par conséquent, nous analysons les facteurs influ-
ant sur les communications acoustiques dans le but de préciser les défis posés par les chaines
sous-marines pour les réseaux de capteurs sous-marins.

Contribution

Le chapitre 'Introduction’ présente de maniére générale le domaine des réseaux de capteurs
sans-fils et les applications possibles. Il présente aussi rapidement les contributions ainsi que
le plan du document de thése. Une différence est ainsi faite pour les réseaux de capteurs sans-
fils (wireless sensor networks, WSN), les réseaux de capteurs-actionneurs (sensor-actuator
networks, SANET), et réseaux de capteurs sous-marine (underwater acoustic sensor networks,
UASNS).

Apreés un premier chapitre introductif qui donne en particulier les hypotheéses, les motiva-
tions et les objectifs du travail réalisé, le deuxiéme chapitre présente le probléme du routage
multi-sauts et de I’échantillonnage (un couplage entre la couche applicative, celle qui effectue
la capture des données, et la couche d’acceés au support) dans les réseaux de capteurs sans fil.
On aborde d’abord les deux possibilités les plus connues, a savoir un échantillonnage indépen-
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dant ou dépendant des possibilités de transmission, et on montre que la deuxiéme solution
est celle qui donne les meilleures performances, i.e., garantit ’échantillonnage et minimise les
délais de bout-en-bout. On propose ensuite d’associer deux files & chaque capteurs, dont une
de retransmission des messages recus, et on montre que la stabilité de ces derniéres est fonction
du routage et des taux d’accés au canal. Enfin, on propose un algorithme de routage optimal
qui recherche I’ équilibre de Wardrop et fournit le meilleur délai dans de tels réseaux.

Nous considérons un WSN dans lequel les noeuds de capteurs sont des sources du trafic
qui doit étre transféré dans un mode multi-hop & un centre de traitement commun. Nous
considérons: les nceuds de capteurs ont un processus d’échantillonnage indépendants (archi-
tecture en couches) de 'opération de transmission, montré dans la Figure 7.3. Ce systéme est
comme le réseau de paquets radio (PRN) pour lesquels analyse exacte n’est pas disponible.
Nous montrons aussi que la condition de stabilité proposé dans la littérature de PRN n’est
pas précis. D’abord, une condition de stabilité correcte pour un tel systéme est fourni. Puis,
nous avons proposé un échantillon stratifié d’échantillonnage des données schéma dans lequel,
le capteur de noeuds exemple de nouvelles données seulement quand il a une occasion (ar-
chitecture inter-couches), de la transmission des données montré dans la Figure 7.3. Pour le
couplage (appelé closed-system par opposition a I'open system qui est sans couplage), l'idée
générale est que la couche d ’accés au support demande a la couche applicative de lancer une
capture lorsqu’elle n’a pas de paquets en attente de transmission. Toutes les applicauons ne
peuvent pas fonctlonncr selon ce mode. Ensuite, une étude analytique de la stabilité du sys-
téme est aussi proposée. On peut également remarquer que ce systéme donne une meilleure
performance en termes de retard et est d’ailleurs favorable & ’analyse.

Le meécanisme de couplaga proposé péut effectivement étre vu comme un mécanisme
inter-couches. Il peut aussi se ramener a un systeme classique de controle du type maitre-
esclave, pour lequel les avantagcs et les inconvénients sont connus et une littérature abondante
disponible. L’étude de la stabilité du systéeme est intéressante, avec une phase de modélisation
et une phase de résolution avec des méthodes d’évaluation de performance.

Application Layer A,_I_EIP“CFation Layer

!

|

Routing Layer Routing Layer

!

1
] MAC/PHY

MAC/PHY

Layered Architecture Cross-Layered Architecture

Figure 7.3: Une architecture en couches et inter-couches

De fournir des services intéressants tels que la surveillance d’urgence, réuni en temps réel
et les contraintes énergétiques et de la stabilité au contrdle d’acceés au support (MAC) couche
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sont les exigences de base des protocoles de communication dans ces réseaux. Nous proposons
également une architecture en couches croisées avec deux files d’émission de la couche MAC,
c’est & dire, I'un pour ses propres données générées, et 'autre pour le trafic de transmission
montré dans la Figure 7.4. Nous utilisons une discipline probabiliste pour les files d’attente.
Notre premier résultat concerne principalement la stabilité des files d’attente & effectuer au
niveau des noeuds. Il précise que si les files d’attente de transfert peut étre stabilisé, par le
choix approprié des files d’attente, ne dépend que de routage et les taux d’acces aux canaux
des capteurs. En outre, le poids des WFQs jouer un réle dans la détermination du compromis
entre la puissance allouée pour la communication et le retard de ’acheminement du trafic.

F, Q

1-f

O

Figure 7.4: Un systeéme avec deux files d’attente au-MAC

En ce qui concerne le routage, on propose un routage minimisant le retard d’acheminemenet
en prenant en compte le retard de chaque chemin, dans I’hypothése ot plusieurs chemins sont
possibles. Il est supposé que ce retard d’acheminemenet est disponible. De plus, il est connu
que des oscillations néfastes peuvent apparaitre si le mode des calcul de ces retards ou la
sélections des routes optimales est mal adapté. Pour cela, on utilise une méthode qui a été
proposée par allieurs pour déterminer les estimations des retards et les probabilités de routage
afin de parvenir & un équilibre de type Wardrop. On montre la stabilité par simulation, avec
des résultats conséquents.

Nous abordons ensuite le probléeme du routage optimal qui vise & minimiser le retard
bout-en-bout. Depuis, nous nous permettre le partage de trafic & des noeuds sources, nous
proposons un algorithme qui cherche ’équilibre de Wardrop au lieu d’un seul chemin avec
le retard minimum. Wardrop equilibria premiére apparition dans le contexte des réseaux de
transport. Le premier principe de Wardrop dire: Le temps de trajet en toutes les voies utilisées
en fait sont égaux et inférieurs & ceux qui seraient subis par un seul véhicule, sur toutes routes
non utilisés. Chaque utilisateur non-coopérative cherche & minimiser son cotit de transport.
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Les flux de circulation qui satisfont a ce principe sont généralement qualifiés de ’I’équilibre
utilisateur’ (UE) flux, puisque chaque utilisateur de choisir litinéraire qui est le meilleur.
Plus précisément, un utilisateur-optimisé I’équilibre est atteint lorsque aucun utilisateur peut
abaisser son colt de transport par une action unilatérale.

Le régime de routage distribué est congue pour une large classe de réseaux de capteurs
qui converge (au sens de Cesaro) a l'ensemble de Cesaro-Wardrop equilibria. Chaque lien
est attribué un poids et ’objectif est d’acheminer a travers les sentiers de poids minimum en
utilisant itérative régime de mise & jour. La convergence est établie en utilisant les résultats
standard de la littérature connexe et validée par les résultats des simulations TinyOS. Notre
algorithme peut s’adapter a ’évolution du trafic sur le réseau et les retards. Ce régime est
fondé sur le temps de multiples rapprochement échelle algorithmes stochastiques. L’algorithme
est simulé dans TOSSIM et des résultats numérique de ces simulations sont fournis.

Pour les réseaux de capteurs a ’accés au canal aléatoire, nous avons proposé une approche
d’échantillonnage des données qui vous garantit un taux d’échantillonnage tout en minimisant
le retard bout-en-bout. De simulation et des résultats numériques montrent que les perfor-
mances de ce systéme est mieux que ’architecture traditionnelle, ot le mécanisme d’acceés
canal est indépendante d’échantillonnage. Nous avons également vu que le régime proposé
ne nécessite pas de parametre de réglage fastidieux comme c’est le cas pour ’architecture en
couches.

Nous avons également obtenu quelques apercus importants sur des arbitrages différents
qui peuvent étre obtenus en faisant varier certains parametres du réseau. Certains d’entre eux
comprennent: 1) Le routage peut étre crucial dans la détermination des propriétés de stabilité
des capteurs en réseau. 2) Que ce soit ou non les files d’attente de transfert peut étre stabilisé
(par le choix approprié des poids WFQ) ne dépend que de routage et les taux d’acceés au canal
3) Nous avons vu également que le retard bout-en-bout est indépendante du choix des poids
WFQ.

Nous avons alors proposé un algorithme d’apprentissage, applicable & tous les deux sys-
témes, d’atteindre I'équilibre de Wardrop pour le retard bout-en-bout. Pour le systéme fermé,
cet algorithme a aussi adapté le taux d’accés au canal des nceuds de capteurs. A partir des
résultats de simulation, nous avons vu un délai trés élevé pour un systéme unique file d’attente
(a condition que le systéme était stable) par rapport au systéme avec deux files d’attente.

Depuis, ’objectif de ’algorithme n’a été que de converger vers un équilibre de Wardrop, a
ce moment ce n’est pas en mesure de faire un choix judicieux parmi les équilibres de Wardrop
multiples, si elles existent.

Le troisiéme chapitre étend le précédent en considérant des réseaux de capteurs et d’actionneurs,
les actionneurs devant tous recevoir leurs informations en temps minimum. Ce chapitre
donne d’abord une architecture cross-layer fermée, en opposition aux architectures ouvertes
de l'internet, et montre que cette proposition est plus performante et converge plus vite que
la solution classique (hiérarchique) ouverte, ceci & la fois pour la stabilité des files d’attente
et pour la minimisation des délais de bout-en-bout. En considérant une architecture de com-
munication & deux niveaux, celui des capteurs aux actionneurs, et celui des actionneurs entre
eux, on conduit une étude de conception compléte et propose en particulier successivement
un nouvel algorithme permettant a chaque capteur de choisir son actionneur de fagon opti-
male et un nouvel algorithme de routage (de tous les flux des capteurs vers leurs actionneurs
respectifs), optimal aussi, qui est adaptatif et converge vers un équilibre de Cesaro-Wardrop.

Le chapitre3 présente des contributions pour les réseaux de capteurs-actionneurs (SANETS).
On énonce que ces systémes engendrent des interactions plus variées: capteur-capteur, capteur-
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Chap. 7 Résumé en Francais

actionneur, actionneur-actionneur. Dans le cadre de 'interaction capteur-actionneur, on pro-
pose ensuite un mécanisme pour la sélection d’'un actionneur pour un ensemble des capteurs
donnés. En ce qui conccrne les interactions actionneur-actionneur, on propose une méthode
basée sur le controle de la puissance d’émission.

Nous considérons un SANET et résoudre le probléme du retard minimum pour I’agrégation
des données. Nous analysons le moyen retard bout-en-bout dans le réseau. L’objectif est de
minimiser le retard total sur le réseau. Nous prouvons que cette fonction objectif est stricte-
ment convexe pour ’ensemble du réseau. Nous proposons ensuite un cadre d’optimisation
distribuée a atteindre l'objectif requis. L’approche est basée sur 'optimisation convexe et
algorithme déterministe distribué sans controle rétroactif. Seul le savoir local est utilisé pour
mettre & jour les mesures algorithmiques. Plus précisément, nous formulons 1’objectif comme
une fonction de réduction des retards au niveau du réseau ou les contraintes sont la capacité du
reception et le taux de service aux couche MAC. En utilisant la méthode lagrangienne, nous
déduisons un algorithme primal-dual distribué pour minimiser le retard dans le réseau. Nous
développons en outre un retard stochastique primal-dual controle algorithme en présence d’un
environnement bruyant. Nous présentons également la convergence et la vitesse de convergence
associée.

Ce chapitre étudie également un probléme de sélection d’actionneur avec le retard optimal
pour SANETs. Chaque capteur doit transmettre ses données locales & un seul des actionneurs.
Un algorithme en temps polynomial est proposé pour le sélection d’actionneur. Nous proposons
enfin un meécanisme distribué pour le controle d’actionnement qui couvre toutes les exigences
pour un processus de commande efficace.

Pour les réseaux de capteurs-actionneurs sans fil avec accés au canal aléatoire, nous pro-
posons que chaque capteur doit transmettre ses lectures vers un actionneur. L’objectif pour
le systéme ouvert est de minimiser le retard total du réseau. En particulier, nous avons mon-
tré que la fonction objectif est strictement convexe pour ’ensemble du réseau. Les résultats
montrent que la valeur optimale du taux de service requis est atteint pour chaque noeud du
réseau par le primal distribués algorithme dual. Il est important d’accorder une attention
égale a la fois le retard observé dans le réseau et la consommation d’énergie pour les trans-
missions de données. Une convergence rapide signifie que seul un petit supplément d’énergie
est consommeée pour effectuer des calculs locaux pour atteindre les optimisations souhaitées.
Seule l’efficacité énergétique de routage peut pas servir un objectif, pour certaines applica-
tions de réseaux de capteurs. De méme pour 'algorithme stochastique, nous avons montré
une probabilité égale a un convergence et son taux de convergence.

Nous proposons enfin un mécanisme de controle distribué de commande destinés & SANETs
qui est responsable d’un processus de commande efficace. Les actionneurs peuvent dynamique-
ment coordonner et effectuer le controle de puissance pour maintenir un niveau défini de la
connectivité sous réserve de contraintes de débit. Les frais généraux de controle des scénarios
actionneur statique et mobile est analysée & 'aide des simulations ns-2. L’algorithme PC
heuristique est applicable & SANETs multihop pour augmenter le débit, la vie de la batterie
et de connectivité.

A Davenir, nous présenterons une étude basée sur une simulation détaillée de PC algorithme
heuristique dans les scénarios de mise en réseau différents avec quelques actionnement. Nous
allons également travailler sur le développement de PC algorithme heuristique pour améliorer
certains indicateurs de performance couche MAC utilisant une approche multi-couche. Comme
conséquence d’une convergence trés rapide a 1’équilibre de Wardrop, nous sommes également
tenté d’effectuer ’analyse des études proposé et du programme d’itinéraire dans le cadre de
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vie du réseau.

Dans le quatriéeme chapitre, on présente de nouvelles extensions de nos algorithmes nous
permettant d’optimiser a la fois les délais et la consommation d’énergie. On étudie en partic-
ulier une architecture du systeme dans laquelle les capteurs sont organisés en clusters autour
des actionneurs, et étend alors les propositions précédentes sur le choix du meilleur action-
neur, et celui du routage optimal, et de plus propose un nouveau protocole de niveau MAC qui
complémente les deux précédents afin de minimiser encore le couple délai-énergie. L’ensemble
< choix des actionneurs, routage optimal et protocole MAC adapté > constitue ainsi une nou-
velle architecture, originale, qui est de plus évaluée, et conduit & une solution quasi-optimale
pour I'augmentation la durée de vie du systeme.

Ce chapitre présente 'architectur LEAD (low-energy, adaptive and distributed) pour ex-
ploiter des réseaux de capteurs présentant un grand nombre de noeuds. Ce travail comporte
en fait plusieurs contributions & plusieurs niveaux: organisation, routage, couche d’accés
MAC et PHY. Globalement LEAD regroupe sous une architecture commune des contribu-
tions origlnales et complémentaires. On peut citer un protocole de découverte d ’actionneurs,
un mécanisme de réveil pour économiser ’énergie (LEAD-Wakeup) et une méthode de trans-
mission.

Nous considérons un trois niveaux SANET et de présenter la conception, la mise en ceuvre
et I’évaluation des performances d'un protocol (LEAD) cadre d’auto-organisation. Ce cadre
assure la coordination, le routage et protocoles de la couche MAC d’organisation en réseau
et de gestion. Le cadre est illustré a la Figure 7.5. Nous organisons la SANET en groupes
hétérogenes oul chaque grappe est géré par un actionneur. Pour maximiser la durée de vie
du réseau et d’atteindre retard minimale bout-en-bout, il est essentiel pour une adaptation
optimale a chaque nceud de capteurs & un actionneur et de trouver un schéma de routage
optimal. Nous fournissons un protocole de découverte du récepteur (ADP) qui découvre un
actionneur de destination pour chaque capteur dans le réseau basé sur le résultat d’une fonction
de cotit. En outre, une fois que la destination des actionneurs sont fixes, nous fournissons une
solution de routage optimal dans le but de maximiser la durée de vie du réseau. Nous proposons
alors un TDMA MAC protocole en conformité avec ’algorithme de routage. L’actionneur-
sélection, le routage optimal, et TDMA MAC régimes de garanties ainsi une durée de vie
quasi-optimale. La proposition est validée par des moyens d’analyse et de NS-2 résultats de
simulation.

Les contraintes énergétiques et du retard ont un impact significatif sur la conception et le
fonctionnement de SANETS. En outre, la prévention de noeuds de capteurs d’étre inactif /isolé
est treés critique. Le probléme de 'inactivité du capteur/isolement découle de la pathloss et a
la décoloration qui dégrade la qualité des signaux transmis & partir d’actionneurs & des cap-
teurs, en particulier dans les zones de déploiement anisotrope, par exemple, terrains accidentés
et montagneux. La transmission des données de capteurs en SANETS repose largement sur
I'information concernant le calendrier que chaque nceud de capteurs recoit de son actionneur
associé. Par conséquent, si le signal contenant des informations d’ordonnancement est par-
venue & une puissance trés faible en raison des déficiences introduites par le canal sans fil,
le nceud de capteurs pourraient étre incapables de le décoder et, par conséquent il restera
inactif/isolé.

Capteurs transmettent leurs lectures pour les actionneurs. Tous les actionneurs coopérer
et conjointement transmettre les informations de programmation a des capteurs a 'utilisation
de beamforming. Il en résulte une réduction importante du nombre de capteurs inactifs com-
parant & la transmission unique pour un niveau donné de puissance d’émission. La réduction
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Application Layer

| |

\ \

LEAD-RP | = LEAD-ADP

| i
\ \

LEAD-MAC |= = LEAD-Wakeup

Physical Layer

Figure 7.5: The LEAD Framework

est attribuable au gain résultant de tableau et ’exploitation de la macro-diversité qui est
fourni par la coopération de l'actionneur. Afin de maximiser la durée de vie du réseau et
d’atteindre les retards minimale bout-en-bout, il est essentiel pour une adaptation optimale a
chaque noeud de capteurs a un actionneur et de trouver une solution de routage optimal. Une
solution distribuée pour la sélection actionneur optimal soumis & des contraintes de retard est
également fournie.

Depuis de nombreuses applications nécessitent d’avoir chaque nceud source envoie toutes
ses données locales & un seul destination pour le traitement, il est nécessaire de cartographier
de facon optimale chaque capteur a son actionneur. Prenant également en considération le fait
que le retards bout-en-bout dans les réseaux de capteurs sans fil actionneur est une contrainte
dure, nous optimisons conjointement le choix d’actionneur et un débit optimal de routage
avec 'objectif global de maximiser la durée de vie du réseau. Nous avons proposé et évalué
(a laide de ns-2) notre sélection d’actionneur (LEAD-ADP), et le routage (LEAD-RP), et
d’'un TDMA MAC (LEAD-MAC) protocol. Nous utilisons ensuite la méthode lagrangienne
de concevoir un algorithme primal-dual distribués afin de maximiser la durée de vie du réseau.
Nous fournissons également un rapport a ’analyse liée. Les résultats des simulations montrent
que les performances de cette approche est quasi-optimale et il est pratiquement réalisables par
rapport aux précédentes études analytiques basées uniquement sur les évaluations numeériques.
Dans un avenir proche, nous allons considérer une application réelle SANET et de simuler son
comportement avec 'auto-organisation LEAD permettant d’observer ses performances.

Enfin, dans le chapitre cing, on considére la problématique des réseaux de capteurs sous-
marins acoustiques. Ces capteurs sont déployés dans des conditions de transmission trés
différentes des conditions sans fil, en effet bien plus contraintes en termes de vitesse et d’erreur.
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Ces conditions nous conduisent a considérer maintenant un nouveau niveau physique, et on
montre que la technique de conjugaison de phase conduit & un taux d’erreur quasiment nul
en utilisant une communication & deux sauts. Cette approche nous permet alors d’utiliser les
informations de la couche Ligne afin d’optimiser le routage.

On étudie le cas des capteur sous-marin ot le milleu aquatique offre une trés faible bande
passante, introduit un trés grand taux d’erreurs et des délais accrus. On propose une méthode
originale pour exploiter le principe du time reversal et des Gold-sequence dans la modulationd
physique du signal. Nous considérons la premiére analyse d’un schéma de modulation et les
algorithmes du récepteur. Cette conception de récepteurs profiter du retournement temporel
(TR) et les propriétés du Gold séquences. En outre, ils sont beaucoup moins complexes que
les récepteurs utilisant des égaliseurs adaptatifs. Cette technique améliore le rapport sig-
nal/bruit (SNR) au niveau du récepteur et réduit le taux d’erreur binaire (BER). On présente
des résultats qui montrent que nos propositions permet de réduire le taux d’erreur dans ces
environnements trés difficiles. L’aspect routage ’inter-couches’ est introduit ici de maniére in-
directe en sélectionnant les liens présentant le plus faible taux d’erreur pour réduire le nombre
de retransmissions. Nous avons ensuite appliqué la conjugaison de phase pour la communi-
cation réseau. Nous montrons que cette approche peut donner presque zéro BER pour un
mode communication en deux sauts par rapport & la communication directe traditionnels.
Cette information est utilisée a la couche réseau pour optimiser les décisions de routage. Nous
montrons ces améliorations par le biais de I’analyse d’analyse et de simulation.

De plus, dans chaque chapitre, on a soit effectué les simulations nécessaires avec le simula-
teur NS2, soit réalisé une implémentation des algorithmes en utilisant le systéme d’exploitation
TinyOS. Des résultats numériques sont ainsi donnés pour montrer la qualité et la possibilité
d’implémentation de toutes les propositions de cette thése. Elles montrent clairement les
ameéliorations obtenues avec les propositions faites, et en particulier que la plus évoluée satis-
fait effectivement les contraintes de garantie et d’énergie demandées.

Dauns le chapitre 6, nous présentons un résumé général des travaux réalisés et les conclusions
concernant les résultats obtenus lors de cette thése. Quelques points de vue et des questions
ouvertes sont présentées pour la poursuite de ces travaux dans le domaine de la Croix-couche
dans les optimisations de capteurs sans fil, capteur-actionneur, et sous l’eau des réseaux de
capteurs acoustiques.

Dans un avenir proche, nous allons présenter une étude basée sur une simulation détaillée de
PC algorithme heuristique dans les scénarios de mise en réseau différents avec quelques action-
nement exigences spécifiques d’application et I’évaluation des pratiques distribués processus
en plusieurs actionnement de ’actionneur. Nous allons également travailler sur le développe-
ment de PC algorithme heuristique pour améliorer certains indicateurs de performance couche
MAC utilisant une approche multi-couche. Comme conséquence d’une convergence trés rapide
a I’équilibre de Wardrop, nous somines également tenté d’effectuer I’énergie-analyse des études
proposé et du programme d’itinéraire dans le cadre de vie du réseau.

Nous allons considérer une application réelle SANET vie et de simuler son comportement
avec 'auto-organisation LEAD cadre permettant d’observer ses performances. Nous prendrons
en considération un vérin dynamique scénario de cession de transport de données en temps
opportun dans un capteur sans fil de réseau mobile de ’actionneur. Nous allons également
envisager une multihop 3D sous 'eau du réseau de capteurs acoustiques avec une application
réelle, la vie et étendre les résultats de ce chapitre afin d’optimiser la couche d’ordonnancement
(MAC) et la couche de routage dans le but de minimiser la consommation d’énergie par la
transmission efficace et en maximisant le réseau durée de vie.
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Abstract

In the first part of the thesis, we consider a WSN. We consider the following data sampling
scheme: the sensor nodes have a sampling process independent of the transmission scheme. A
correct stability condition for such a system is provided. We propose a cross-layered sampling
scheme in which the sensor nodes sample new data only when it has an opportunity to transmit.
We then address the problem of optimal routing that minimize the end-to-end delays. We
propose an algorithm that seeks the Wardrop equilibrium.

In the second part, we consider a two-tier SANET. We first address the minimum-delay
problem for data aggregation and investigate an optimal actuator-selection problem for SANETs.
A polynomial time algorithm is proposed for optimal actuator selection. We also propose a
distributed mechanism for actuation control which covers all the requirements for an effec-
tive actuation process. We then address the minimum-energy consumption problem for data
aggregation. We present the design, implementation, and performance evaluation of a novel
low-energy adaptive and distributed (LEAD) self-organization framework. This framework
provides coordination, routing, and MAC layer solution for network organization and man-
agement.

In the last part, we focus on UASNs. We analyze a modulation scheme and associated
receiver algorithms. This receiver design take advantage of the time reversal (phase conjuga-
tion) and properties of spread spectrum sequences known as Gold sequences. We show that
this approach can give almost zero BER for a 2-hop communication compared to single hop.

This link layer information is then used at the network layer to formalize routing decisions.
Keywords: WSNs, SANETSs, UASNs, Cross-Layering, Optimizations, Analysis, Simulations.

Reésumeé

Dans la premiére partie de la these, nous considérons un WSN. Nous considérons les
données suivantes, des plans d’échantillonnage: le capteur ont un processus d’échantillonnage
indépendants de la transmission. Une bonne condition pour la stabilité d’un tel systéme est
fourni. Nous proposons un processus d’échantillonnage ’inter-couche’ dans lequel les nceuds
échantillon de nouvelles données seulement quand il a la possibilité de transmettre. Nous avons
ensuite aborder le probléme de routage optimal permettant de minimiser le retard bout-a-bout.
Nous proposons un algorithme qui cherche I’équilibre de Wardrop.

Dans la deuxiéme partie, nous considérons un SANET. Un algorithme en temps polynomial
est proposé pour la sélection optimale d’actionneur. Nous proposons également un mécanisme
distribué pour 'actionnement de controle qui couvre toutes les exigences d’un véritable pro-
cessus de déclenchement. Nous présentons la conception, la mise en ceuvre et évaluation de
la performance d’un roman a faible consommation d’énergie distribuée et adaptative (LEAD)
d’auto-organisation cadre. Ce cadre prévoit la coordination, de routage, et la couche MAC
solution réseau pour ’organisation et la gestion.

Dans la derniére partie, nous nous concentrons sur UASNs. Nous analysons un schéma de
modulation et d’algorithmes de récepteur. Cette conception de récepteurs tirer profit du temps
d’inversion (conjugaison de phase) et les propriétés des séquences d’étalement de spectre, connu
sous le nom de Gold séquences. Nous montrons les ameliorations de cette approche. Cette
couche liaison de données sont ensuite utilisées a la couche réseau d’officialiser les décisions de
routage.

Mots-clés: WSNs, SANETSs, UASNSs, Inter-couche, Optimizations, Analyse, Simulations.



