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Chapter 1Introduction1.1 General IntroductionRecent advances in micro-electro-mechanical systems (MEMS) technology, wireless communi-cations, and digital electronics have enabled the development of low-cost, low-power, multi-functional sensor nodes that are small in size and communicate untethered in short distances.Wireless Sensor Networks (WSNs) consist of large number of distributed sensor nodes thatorganize themselves into a multihop wireless network as shown in Figure 1.1. Each node hasone or more sensors, embedded processors, and low-power radios, and is normally batteryoperated. Typically, these nodes coordinate to perform a common task. These tiny sensornodes, which consist of sensing, data processing, and communicating components, leveragethe idea of WSNs based on collaborative e�ort of a large number of nodes. WSNs representa signi�cant improvement over traditional sensors, which are deployed in the following twoways [1]:
• Sensors can be positioned far from the actual phenomenon, i.e., something known bysense perception. In this approach, large sensors that use some complex techniques todistinguish the targets from environmental noise are required.
• Several sensors that perform only sensing can be deployed. The positions of the sensorsand communications topology can be carefully engineered. They transmit time seriesof the sensed phenomenon to the central nodes where computations are performed anddata are fused. The central entity is shown as sink in Figure 1.1. It can be placedanywhere depending upon the application needs.A sensor network is composed of a large number of sensor nodes, which are densely deployedeither inside the phenomenon or very close to it. The position of sensor nodes need not beengineered or pre-determined. This allows random deployment in inaccessible terrains ordisaster relief operations. On the other hand, this also means that sensor network protocolsand algorithms must possess self-organizing capabilities. Another unique feature of WSNs isthe cooperative e�ort of sensor nodes. Sensor nodes are �tted with an on-board processor.Instead of sending the raw data to the nodes responsible for the fusion, sensor nodes use theirprocessing abilities to locally carry out simple computations and transmit only the requiredand partially processed data.The above described features ensure a wide range of applications for WSNs. Some ofthe application areas are health, military, environment, civil, and security. For example, the15



Chap. 1 Introduction

Figure 1.1: A Wireless Sensor Networkphysiological data about a patient can be monitored remotely by a doctor. While this is moreconvenient for the patient, it also allows the doctor to better understand the patient's currentcondition. WSNs can also be used to detect foreign chemical agents in the air and the water.They can help identify the type, concentration, and location of pollutants. In essence, WSNscan provide the end user with intelligence and a better understanding of the environment.We envision that, in future, WSNs will be an integral part of our lives, more so than thepresent-day personal computers.These low power and lossy networks (LLNs) are made up of many embedded devices withlimited power, memory, and processing resources. They are interconnected by a variety oflinks, such as IEEE 802.15.4, Bluetooth, Low Power WiFi, wired or other low power PLC(Powerline Communication) links. LLNs are transitioning to an end-to-end IP-based solutionto avoid the problem of non-interoperable networks interconnected by protocol translationgateways and proxies. Existing routing protocols such as OSPF, IS-IS, AODV, and OLSRhave been evaluated by the IETF ROLL [2] working group and have in their current formbeen found to not satisfy all of the speci�c WSN routing requirements. The group is currentlyworking on the standardization of routing funtionality for the speci�c requirements posed byLLNs.Wireless sensor-actuator networks1 (SANETs) are among the most addressed research�elds in the area of information and communication technologies (ICT) these days, in the US,Europe and Asia. SANETs are composed of possibly a large number of tiny, autonomous sensordevices and actuators2 equipped with wireless communication capabilities as shown in Figure1.2. One of the most relevant aspects of this research �eld stands in its multidisciplinarity andthe broad range of skills that are needed to approach their design. Theory of control systemsis involved, networking, middleware, application layer issues are relevant, joint considerationof hardware and software aspects is needed, and their use can range from biomedical toindustrial or automotive applications, from military to civil environments, etc. Distributed1In related literature, the term WSANs (Wireless Sensor-Actor Networks) is also used to represent thesame.2In relevant literature, the term 'actor' is used to represent the same, i.e., a device that has both commu-nication and actuation capabilities. 16



Sec. 1.1 General Introductionsystems based on networked sensors and actuators with embedded computation capabilitiesenable an instrumentation of the physical world at an unprecedented scale and density, thusenabling a new generation of monitoring and control applications. SANETs are an emergingtechnology that has a wide range of potential applications including environment monitoring,medical systems, robotic exploration, and smart spaces. SANETs are becoming increasinglyimportant in recent years due to their ability to detect and convey real-time, in-situ informationfor many civilian and military applications.Each sensor node has one or more sensors (including multimedia, e.g., video and audio,or scalar data, e.g., temperature, pressure, light, infrared, and magnetometer), embeddedprocessors, low-power radios, and is normally battery operated. An actuator is a device toconvert an electrical control signal to a physical action, and constitutes the mechanism bywhich an agent acts upon the physical environment. From the perspective considered in thisthesis, however, an actuator, besides being able to act on the environment by means of oneor several actuators, is also a network entity that performs networking-related functionalities,i.e., receive, transmit, process, and relay data. For example, a robot may interact with thephysical environment by means of several motors and servo-mechanisms (actuators). How-ever, from a networking perspective, the robot constitutes a single entity, which is referredto as actuator. Hence, the term actuator embraces heterogeneous devices including robots,unmanned aerial vehicles (UAVs), and networked actuators such as water sprinklers, pan/tiltcameras, robotic arms, etc. Applications of SANETs may include team of mobile robots thatperceive the environment from multiple disparate viewpoints based on the data gathered bya sensor network, a smart parking system that redirects drivers to available parking spots,or a distributed heating, ventilating, and air conditioning (HVAC) system based on wirelesssensors.

Figure 1.2: A Wireless Sensor-Actuator NetworkHowever, due to the presence of actuators, SANETs have some di�erences from WSNs asoutlined below:
• While sensor nodes are small, inexpensive devices with limited sensing, computation andwireless communication capabilities, actuators are usually resource-rich devices equippedwith better processing capabilities, stronger transmission powers and longer battery life.17
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• In SANETs, depending on the application there may be a need to rapidly respond tosensor input. Moreover, to provide right actions, sensor data must still be valid atthe time of acting. Therefore, the issue of real-time communication is very important inSANETs since actions are performed on the environment after sensing occurs. Examplescan be a �re application where actions should be initiated on the event area as soon aspossible.
• The number of sensor nodes deployed in studying a phenomenon may be in the order ofhundreds or thousands. However, such a dense deployment is not necessary for actuatornodes due to the di�erent coverage requirements and physical interaction methods ofacting task. Hence, in SANETs the number of actuators is much lower than the numberof sensors.
• In order to provide e�ective sensing and acting, a distributed local coordination mech-anism is necessary among sensors and actuators. In WSNs, the central entity (i.e.,sink) performs the functions of data collection and coordination. Whereas, in SANETs,new networking phenomena called sensor-sensor, sensor-actuator, and actuator-actuatorcoordination may occur. In particular, sensor-sensor coordination deals with local col-laboration among neighbors to perform in-network aggregation and exploit correlations(both spatial and temporal). Sensor-actuator coordination provides the transmission ofevent features from sensors to actuators. After receiving event information, actuatorsmay need to coordinate (actuator-actuator coordination) with each other (depend on theacting application) in order to make decisions on the most appropriate way to performthe actions.Many protocols and algorithms have been proposed for WSNs in recent years [3]. However,since the above listed requirements impose stricter constraints, they may not be well-suitedfor the inherent features and application requirements of SANETs. Moreover, although therehas been some research e�ort related to SANETs, to the best of our knowledge, almost noneof the existing studies to date investigate research challenges occurring due to the co-existenceof sensors and actuators.Ocean bottom sensor nodes are deemed to enable applications for oceanographic data col-lection, pollution monitoring, o�shore exploration, disaster prevention, assisted navigation andtactical surveillance applications. Multiple Unmanned or Autonomous Underwater Vehicles(UUVs, AUVs), equipped with underwater sensors, will also �nd application in explorationof natural undersea resources and gathering of scienti�c data in collaborative monitoringmissions. To make these applications viable, there is a need to enable underwater commu-nications among underwater devices. Underwater sensor nodes and vehicles must possessself-con�guration capabilities, i.e., they must be able to coordinate their operation by ex-changing con�guration, location and movement information, and to relay monitored data toan onshore station.Wireless underwater acoustic networking is the enabling technology for these applications.Underwater Acoustic Sensor Networks (UASN) consist of a variable number of sensors andvehicles that are deployed to perform collaborative monitoring tasks over a given area. Toachieve this objective, sensors and vehicles self-organize in an autonomous network which canadapt to the characteristics of the ocean environment [5].Underwater networking is a rather unexplored area although underwater communicationshave been experimented since World War II, when, in 1945, an underwater telephone was18



Sec. 1.1 General Introductiondeveloped in the United States to communicate with submarines. Acoustic communicationsare the typical physical layer technology in underwater networks. In fact, radio waves prop-agate at long distances through conductive sea water only at extra low frequencies (30-300Hz), which require large antennae and high transmission power. Optical waves do not su�erfrom such high attenuation but are a�ected by scattering. Moreover, transmission of opticalsignals requires high precision in pointing the narrow laser beams. Thus, links in underwaternetworks are based on acoustic wireless communications.The traditional approach for ocean-bottom or ocean column monitoring is to deploy un-derwater sensors that record data during the monitoring mission, and then recover the instru-ments. This approach has the following disadvantages:
• Real time monitoring is not possible. This is critical especially in surveillance or in envi-ronmental monitoring applications such as seismic monitoring. The recorded data cannotbe accessed until the instruments are recovered, which may happen several months afterthe beginning of the monitoring mission.
• No interaction is possible between onshore control systems and the monitoring instru-ments. This impedes any adaptive tuning of the instruments, nor is it possible torecon�gure the system after particular events occur.
• If failures or miscon�gurations occur, it may not be possible to detect them before theinstruments are recovered. This can easily lead to the complete failure of a monitoringmission.
• The amount of data that can be recorded during the monitoring mission by every sensoris limited by the capacity of the onboard storage devices (memories, hard disks, etc.).Therefore, there is a need to deploy underwater networks that will enable real time monitoringof selected ocean areas, remote con�guration and interaction with onshore human operators.This can be obtained by connecting underwater instruments by means of wireless links basedon acoustic communication.Many researchers are currently engaged in developing networking solutions for terrestrialWSNs. Although there exist many recently developed network protocols for WSNs, the uniquecharacteristics of the underwater acoustic communication channel, such as limited bandwidthcapacity and variable delays, require for very e�cient and reliable new data communicationprotocols. The quality of the underwater acoustic link is highly unpredictable, since it mainlydepends on fading and multipath, which are not easily modeled phenomena. This, in re-turn, severely degrades the performance at higher layers such as extremely long and variablepropagation delays. In addition, this variation is generally larger in horizontal links than invertical ones. Acoustic signaling for wireless digital communications in the sea environmentcan be a very attractive alternative to both radio telemetry and cabled systems. However,time-varying multipath and often harsh ambient noise conditions characterize the underwateracoustic channel, often making acoustic communications challenging. Major challenges in thedesign of UASNs are:
• The channel is severely impaired, mainly due to multipath.
• Temporary loss of connectivity mainly due to shadowing.19
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• The propagation delay is �ve orders of magnitude higher than in radio frequency terres-trial channels and is usually variable [4].
• Extremely low available bandwidth.
• Limited battery energy at disposal.Since underwater monitoring missions can be extremely expensive due to the high cost involvedin underwater devices, it is important that the deployed network be highly reliable, so as toavoid failure of monitoring missions due to failure of single or multiple devices. For example,it is crucial to avoid designing the network topology with single points of failure that couldcompromise the overall functioning of the network. The network capacity is also in�uencedby the network topology. Since the capacity of the underwater channel is severely limited,it is very important to organize the network topology such a way that no communicationbottlenecks are introduced.1.2 ApplicationsThe range of applications of WSNs, SANETs, and UASNs are increasing very fast and coveringseveral domains: military, civil, environmental, health, etc. In this section, we will talk moreabout such applications in each of these domains [6].1.2.1 Military Applications
• Asset Monitoring: commanders can monitor locations of the troops, weapons and sup-plies to enhance the control and communication.
• Battle�eld Monitoring: vibration and magnetic sensors can locate and track enemy forcesin the battle�eld.
• Urban Warfare: deploying sensors in cleared buildings can prevent their reoccupationand track the enemy activity inside them.
• Protection: prevention and protection from radiations, biological and chemical weaponscan be achieved by the deployment of a WSN, which detects the level of radiation orthe presence of toxic products.
• Distributed Tactical Surveillance: AUVs and �xed underwater sensors can collabora-tively monitor areas for surveillance, reconnaissance, targeting and intrusion detectionsystems. For example, in [7], a 3D underwater sensor network is designed for a tacticalsurveillance system that is able to detect and classify submarines, small delivery vehicles(SDVs) and divers based on the sensed data from mechanical, radiation, magnetic andacoustic microsensors. With respect to traditional radar/sonar systems, UASNs canreach a higher accuracy, and enable detection and classi�cation of low signature targetsby also combining measures from di�erent types of sensors.
• Mine Reconnaissance: The simultaneous operation of multiple AUVs with acoustic andoptical sensors can be used to perform rapid environmental assessment and detect mine-like objects. 20



Sec. 1.2 Applications1.2.2 Civil Applications
• Surveillance: a sensor network can detect �re in buildings and give information aboutits location. It can also detect intrusions and track human activity.
• Disaster Prevention: sensor nodes deployed under water can prevent from disaster likeoceanic earthquake or impending tsunami.
• Smart Metering Solutions: smart metering solutions, provided by coronis, based onwavenis [8] wireless technology have been deployed in millions of residential, industrialand commercial installations around the world, linking consumers' gas, water and elec-tricity meters e�ciently with operator's back-end information and billing systems. Theseadvanced solutions are used for wireless walk-by, drive-by and fully automated �xed net-work metering. Wavenis wireless technology provides the ultra-long range and extremelylow power consumption that are essential for e�ective last-mile, outdoor coverage in me-tering networks that serve entire cities, including dense urban areas as well as sprawlingsuburban and commercial zones.
• Assisted Navigation: sensors can be used to identify hazards on the seabed, locatedangerous rocks or shoals in shallow waters, mooring positions, submerged wrecks, andto perform bathymetry pro�ling.
• Disaster Recovery: after an earthquake or a terrorist attack, sensor nodes can detectsigns of life inside a damaged building.
• Smart Park: a distributed control system supported by SANET. It improves mobilityin the urban area by �nding free parking spots for drivers willing to park [9, 10]. It alsodecreases the risk of possible accidents, pollution, and eliminate road rage.1.2.3 Environmental Applications
• Environment and Habitat Monitoring: a WSN deployed in a sub-glacial environment[11, 12] can collect information about ice caps and glaciers. WSNs can also be deployedto measure population of birds and other species [13]. Also,WSN can provide a �oodwarning [14] and monitor coastal erosion [15].
• Disaster Detection: forest �re can be detected and localized by a densely deployed WSN.
• Ocean Sampling Networks: networks of sensors and AUVs, such as the Odyssey-classAUVs [16], can perform synoptic, cooperative adaptive sampling of the 3D coastal oceanenvironment [17]. Experiments such as the Monterey Bay �eld experiment [18] demon-strated the advantages of bringing together sophisticated new robotic vehicles with ad-vanced ocean models to improve the ability to observe and predict the characteristics ofthe oceanic environment.
• Environmental Monitoring: UASNs can perform pollution monitoring (chemical, bio-logical and nuclear). For example, it may be possible to detail the chemical slurry ofantibiotics, estrogen-type hormones and insecticides to monitor streams, rivers, lakesand ocean bays (water quality in-situ analysis) [19]. Monitoring of ocean currents andwinds, improved weather forecast, detecting climate change, understanding and predict-ing the e�ect of human activities on marine ecosystems, biological monitoring such as21



Chap. 1 Introductiontracking of �shes or micro-organisms, are other possible applications. For example, in[20], the design and construction of a simple underwater sensor network is describedto detect extreme temperature gradients (thermoclines), which are considered to be abreeding ground for certain marine microorganisms.
• Undersea Explorations: UASNs can help detecting underwater oil�elds or reservoirs, de-termine routes for laying undersea cables, and assist in exploration for valuable minerals.
• Disaster Prevention: WSNs that measure seismic activity from remote locations canprovide tsunami warnings to coastal areas [21], or study the e�ects of submarine earth-quakes (seaquakes).
• Forest Fire Detection: a SANET could be deployed to detect a forest �re in its earlystages [22]. A number of nodes need to be pre-deployed in a forest. Each node can gatherdi�erent types of information from sensors, such as temperature, humidity, pressure andposition. All sensing data is sent by multi-hop communication to the control centre via anumber of actuators (gateway devices) distributed throughout the forest. The actuatorswill be connected to mobile networks (e.g., Universal Mobile Telecommunications System� UMTS) and will be positioned so as to reduce the number of hops from source of �redetection to the control centre. The actuators will also reduce network congestion inlarge-scale deployments by extracting data from the network at predetermined points. Itmay also be possible in this scenario that some mobile forest patron units act as mobileactuator, collecting environmental data as they traverse through the forest. As soon asa �re-related event is detected, such as sudden temperature rise, the control centre willbe alarmed immediately. Operators in the control centre can judge if it is a false alarmby either using the data collected from other sensors or dispatching a team to check thesituation locally. Then both �re�ghters and helicopters can be sent to put out the �rebefore it grows to a severe forest �re.1.2.4 Medical Applications
• Home Monitoring: home monitoring for chronic and elderly patients [23] allows long-term care and can reduce the length of hospital stay.
• Patient Monitoring: sensor nodes deployed on the body of patients in hospitals [24] allowthe collection of periodic or continuous data like temperature, blood pressure, etc.1.3 Motivations and ObjectivesWSNs are similar to ad hoc networks in the sense that sensor networks borrow heavily onthe self-organizing and routing technologies developed by the ad-hoc research community.However, a major design objective for sensor networks is reducing the cost of each node. Formany applications, the desired cost for a wirelessly enable device is less than one dollar.We, in this thesis, consider a set of sensors spread over a region to perform sensing op-eration. Each of these sensors has a wireless transceiver that transmits and receives at asingle frequency, which is common to all these sensors. Over time, some of these sensorsgenerate/collect information to be sent to some other sensor(s). Owing to the limited batterycapacity of these sensors, a sensor may not be able to directly communicate with far away22



Sec. 1.3 Motivations and Objectivesnodes. In such scenarios, one of the possibilities for information transfer between two nodesthat cannot communicate directly is to use other sensor nodes in the network. To be precise,the source sensors transmits its information to one of the sensors which is within its trans-mission range. The intermediate sensor then uses the same procedure so that the information�nally reaches its destination (a fusion center, i.e., a common sink3).A set comprising of ordered pair of nodes constitute a route that is used to assist commu-nication between any two given pair of nodes (i.e., a sensor and a sink). This is a standardproblem of multihop routing in WSNs. The problem of optimal routing has been extensivelystudied in the context of wireline networks where usually a shortest path routing algorithm isused: each link in the network has a weight associated with it and the objective of the rout-ing algorithm is to �nd a path that achieves the minimum weight between two given nodes.Clearly, the outcome of such an algorithm depends on the assignment of weights associatedto each link in the network. In wireline context, there are many well-studied criteria to selectthese weights for links such as the queueing delay. In WSNs, the optimality in the routingalgorithm is set to extend network lifetime (where lifetime is de�ned as the time spanned bythe network for some data aggregation till �rst alive node gets disconnected due to energyoutage) in a single sink network. In networks with multiple sinks [25], the �ow is splitted andsent to di�erent basestations with the aim of extending the network lifetime of these limitedbattery WSNs. However, a complete understanding of the e�ect of routing on WSNs perfor-mance and resource utilization (in particular, the stability of transmit bu�ers and hence, theend-to-end delay and throughput) has not received much attention.After sensors in the sensor/actuator �eld detect a phenomenon, they either transmit theirreadings to the resource-rich actuator nodes which can process all incoming data and initiateappropriate actions, or route data back to the sink which issues action commands to actuators.We use the former case in this thesis. The advantage is that the information sensed is conveyedquickly from sensors to actuators, since they are close to each other. Moreover, since eventinformation is only transmitted locally through sensor nodes, only sensors around the eventarea are involved in the communication process which results in energy and bandwidth savingsin SANETs.If the mapping between a sensor node and one (or more) actuator4 is given a priori, thenthe problem of �nding optimal minimum energy routes to optimize network lifetime has beenwell investigated in the past [25, 26] for WSNs. But, there is very little research contributiontoward �nding optimal delay routes in SANETs. Further, in cases when there are multipleactuators and mapping between the sensors and actuators is not given, the joint problemof �nding a destination actuator and minimum end-to-end delay routes is a challenging andinteresting problem. This is because the end-to-end delays are topology dependent; actuatorselection based on minimum hop routing alone can not guarantee optimal end-to-end delays.Further, in order to provide e�ective sensing and acting tasks, e�cient coordination mech-anisms are required. We will mainly focus on two most constrained coordination levels namely:sensor-actuator coordination, and actuator-actuator coordination. The most important char-acteristic of sensor-actuator coordination is to provide low communication delay due to theproximity of sensors and actuators. However, since the role of sink does not involve collectingthe sensor data and coordinating the activities of the nodes, sensor and actuator nodes should3By a fusion center or a common sink, we mean a logical destination for data. This can be located anywherein or outside the network topology.4actuators/basestations are considered to have similar semantics for modeling purposes, i.e., sinks for datagenerated in the network. 23



Chap. 1 Introductionlocally coordinate with each other so as to provide e�cient transmission of sensor readings. InSANETs, for sensor-actuator coordination there is a need to develop protocols which are able toprovide real-time services with given delay bounds, according to application constraints and en-sure an energy e�cient communication among sensors and actuators. In SANETs, actuatorscan communicate with each other in addition to communicating with sensors. Since there arefew number of actuator nodes and the power capacities of these nodes are higher than sensornodes, actuator-actuator communication is similar to the communication in wireless ad-hocnetworks. Actuator-actuator coordination can occur in the cases where the actuator receivingsensor data may not act on the event area due to small action range or insu�cient energy,where one actuator may not be su�cient to perform the required action, thus other nearbyactuators should be triggered, where multiple actuators receive the same event informationand there is an action threshold, hence these actuators should �talk� to each other so as todecide which one of them performs the action and where multiple events occur simultaneously.Thus actuator should coordinate and communicate with each other to perform task allocatione�ciently and e�ectively.We also consider a SANET that prolongs network lifetime by minimizing the energy con-sumption and, in parallel, takes care of delay-sensitivity of the sensed data. Therefore, incases, where there are multiple actuators and mapping between the sensors and actuators isnot given, the problem of �nding an optimal actuator and extending network lifetime withminimum end-to-end delay constraints is an interesting problem. This problem is relevant fromboth the application's and wireless networking perspectives. From an application requirementperspective, for some real-time multimedia sensing applications (e.g., video surveillance), it isnecessary to have all the tra�c generated from a source sensor to be routed to the same actua-tor (albeit that it may follow di�erent routes) so that decoding and processing can be properlycompleted. For multimedia tra�c such as video, the information contained in di�erent pack-ets from the same source are highly correlated and dependent. If the packets generated by asource are split and sent to di�erent actuators, any of these receiving actuators may not beable to decode the video packets properly. From a wireless networking perspective, the actu-ator chosen as a sink could have a signi�cant impact on the end-to-end delays which is a hardconstraint [27] for sensor-actuator applications. As a result, there appears to be a compellingneed to understand how to perform optimal routing to jointly achieve minimum end-to-enddelay routes and optimize network lifetime in delay-energy constrained SANETs.Apart from SANETs, we also consider UASNs which are deployed to perform collaborativeunderwater monitoring tasks. The sensors must be organized in an autonomous network thatself-con�gure according to the varying characteristics of the ocean environment. Most impair-ments of the underwater acoustic channel are adequately addressed at the physical layer, bydesigning receivers that are able to deal with high bit error rates, fading, and the inter-symbolinterference (ISI) caused by multipath. There were e�orts at developing channel equalizersand adaptive spatial processing techniques so that coherent phase modulation can be used toachieve the desired high spectral e�ciencies. These techniques are computationally demand-ing with many parameter adjustments, and requirements that are not especially suitable forapplications where autonomy, adaptability, and long-life battery operation are being contem-plated. Therefore, we analyze the factors that in�uence acoustic communications in order tostate the challenges posed by the underwater channels for underwater sensor networking.24



Sec. 1.4 Thesis Outline and Contributions1.4 Thesis Outline and ContributionsIn Chapter 2, we consider a WSN in which the sensor nodes are sources of delay sensitive tra�cthat needs to be transferred in a multi-hop fashion to a common processing center. We considerthe following data sampling scheme: the sensor nodes have a sampling process independent(layered architecture) of the transmission scheme as shown in Figure 1.3. This system islike the packet radio network (PRN) for which exact analysis is not available. We also showthat the stability condition proposed in the PRN literature is not accurate. First, a correctstability condition for such a system is provided. Then, we proposed a cross-layered datasampling scheme in which, the sensor nodes sample new data only when it has a opportunity(cross-layered architecture) of transmitting the data as shown in Figure 1.3. It is also observedthat this scheme gives a better performance in terms of delays and is moreover amenable toanalysis.

Figure 1.3: A Layered and Cross-Layered ArchitectureTo provide meaningful service such as disaster and emergency surveillance, meeting real-time and energy constraints and the stability at medium access control (MAC) layer are thebasic requirements of communication protocols in such networks. We also propose a cross-layer architecture with two transmit queues at MAC layer, i.e., one for its own generated data,and the other for forwarding tra�c as shown in Figure 1.4. We use a probabilistic queueingdiscipline. Our �rst main result concerns the stability of the forwarding queues at the nodes.It states that whether or not the forwarding queues can be stabilized, by appropriate choice ofweighted fair queueing (WFQ) weights, depends only on routing and channel access rates ofthe sensors. Further, the weights of the WFQs play a role in determining the tradeo� betweenthe power allocated for forwarding and the delay of the forwarding tra�c.We then address the problem of optimal routing that aims at minimizing the end-to-enddelays. Since, we allow for tra�c splitting at source nodes, we propose an algorithm that seeksthe Wardrop equilibrium instead of a single least delay path. Wardrop equilibria �rst appearedin the context of transportation networks. Wardrop's �rst principle states: The journey timesin all routes actually used are equal and less than those which would be experienced by asingle vehicle on any unused route. Each user non-cooperatively seeks to minimize his costof transportation. The tra�c �ows that satisfy this principle are usually referred to as "userequilibrium" (UE) �ows, since each user chooses the route that is the best. Speci�cally, auser-optimized equilibrium is reached when no user may lower his transportation cost through25
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Figure 1.4: A System with Two-Queues at MACunilateral action.The distributed routing scheme is designed for a broad class of WSNs which converges(in the Cesaro sense) to the set of Cesaro-Wardrop equilibria. Each link is assigned a weightand the objective is to route through minimum weight paths using iterative updating scheme.Convergence is established using standard results from the related literature and validatedby TinyOS simulation results. Our algorithm can adapt to changes in the network tra�cand delays. The scheme is based on the multiple time-scale stochastic approximation algo-rithms. The algorithm is simulated in TOSSIM and numerical results from the simulationsare provided.In Chapter 3, we consider a two-tier SANET and address the minimum delay problem fordata aggregation. We analyze the average end-to-end delay in the network. The objective isto minimize the total delay in the network. We prove that this objective function is strictlyconvex for the entire network. We then provide a distributed optimization framework toachieve the required objective. The approach is based on distributed convex optimizationand deterministic distributed algorithm without feedback control. Only local knowledge isused to update the algorithmic steps. Speci�cally, we formulate the objective as a networklevel delay minimization function where the constraints are the reception-capacity and service-rate probabilities. Using the Lagrangian dual composition method, we derive a distributedprimal-dual algorithm to minimize the delay in the network. We further develop a stochasticdelay-control primal-dual algorithm in the presence of noisy conditions. We also present itsconvergence and rate of convergence properties.This chapter also investigates a delay-optimal actuator-selection problem for SANETs.Each sensor must transmit its locally generated data to only one of the actuators. A poly-nomial time algorithm is proposed for delay-optimal actuator-selection. We �nally propose adistributed mechanism for actuation control which covers all the requirements for an e�ectiveactuation process. 26



Sec. 1.4 Thesis Outline and ContributionsIn Chapter 4, we consider a three-tier SANET and present the design, implementation,and performance evaluation of a novel low-energy, adaptive and distributed (LEAD) self-organization framework. This framework provides coordination, routing, and MAC layer pro-tocols for network organization and management. The framework is shown in Figure 1.5. Weorganize the heterogeneous SANET into clusters where each cluster is managed by an actua-tor. To maximize the network lifetime and attain minimum end-to-end delays, it is essentialto optimally match each sensor node to an actuator and �nd an optimal routing scheme. Weprovide an actuator discovery protocol (ADP) that �nds out a destination actuator for eachsensor in the network based on the outcome of a cost function. Further, once the destinationactuators are �xed, we provide an energy-optimal routing solution with the aim of maximizingnetwork lifetime. We then propose a delay-energy aware TDMA based MAC protocol in com-pliance with the routing algorithm. The actuator-selection, optimal routing, and TDMAMACschemes together guarantees a near-optimal lifetime. The proposal is validated by means ofanalysis and ns-2 simulation results.

Figure 1.5: The LEAD FrameworkDelay and energy constraints have a signi�cant impact on the design and operation ofSANETs. Furthermore, preventing sensor nodes from being inactive/isolated is very critical.The problem of sensor inactivity/isolation arises from the pathloss and fading that degradesthe quality of the signals transmitted from actuators to sensors, especially in anisotropicdeployment areas, e.g., rough and hilly terrains. Sensor data transmission in SANETs heavilyrelies on the scheduling information that each sensor node receives from its associated actuator.Therefore, if the signal containing scheduling information is received at a very low power dueto the impairments introduced by the wireless channel, the sensor node might be unable todecode it and consequently it will remain inactive/isolated.27



Chap. 1 IntroductionSensors transmit their readings to the actuators. All actuators cooperate and jointlytransmit scheduling information to sensors with the use of beamforming. This results in animportant reduction of the number of inactive sensors comparing to single actuator transmis-sion for a given level of transmit power. The reduction is due to the resulting array gain andthe exploitation of macro-diversity that is provided by the actuator cooperation. In order tomaximize network lifetime and attain minimum end-to-end delays, it is essential to optimallymatch each sensor node to an actuator and �nd an optimal routing solution. A distributedsolution for optimal actuator selection subject to energy-delay constraints is also provided.In Chapter 5, we consider a UASN and �rst analyze a modulation scheme and associatedreceiver algorithms. This receiver design take advantage of the time reversal5 (TR) andproperties of spread spectrum sequences known as Gold sequences. Furthermore, they aremuch less complex than receivers using adaptive equalizers. This technique improves thesignal-to-noise ratio (SNR) at the receiver and reduces the bit error rate (BER). We thenapplied the phase conjugation to network communication. We show that this approach cangive almost zero BER for a two-hop communication mode compared to the traditional directcommunication. This link layer information is used at the network layer to optimize routingdecisions. We show these improvements by means of analytical analysis and simulations.In Chapter 6, we present a general summary of the work achieved and the conclusionsconcerning the results obtained during this thesis. Some perspectives and open questions aregiven for the continuation of this work in the area of cross-layer optimizations in wirelesssensor, sensor-actuator, and underwater acoustic sensor networks.

5It is also known as phase conjugation (PC) in the frequency domain28



Chapter 2Cross-Layer Routing in WSNsIn this Chapter, we consider a WSN in which the sensor nodes are sources of delay sensitivetra�c that needs to be transferred in a multi-hop fashion to a common processing center. We�rst consider the layered architecture. This system is like PRNs for which exact analysis isnot available in the literature. We also show that the stability condition proposed in the PRNliterature is not accurate. First, a correct stability condition for such a system is provided.We then propose a new data sampling scheme: the sensor nodes sample new data only whenit has an opportunity (cross-layered) of transmitting the data. It is observed that this schemegives a better performance in terms of delays and moreover is amenable to analysis.We also propose a closed (cross-layered) architecture with two transmit queues at eachsensor i, i.e., one for its own generated data, and the other for forwarding tra�c. Our �rstmain result concerns the stability of the forwarding queues at the nodes. It states that whetheror not the forwarding queues can be stabilized (by appropriate choice of WFQ weights) dependsonly on routing and channel access rates of the sensors. Further, the weights of the WFQsplay a role in determining the tradeo� between the power allocated for forwarding and thedelay of the forwarding tra�c.We then address the problem of optimal routing that aims at minimizing the end-to-enddelays. Since we allow for tra�c splitting at source nodes, we propose an algorithm thatseeks the Wardrop equilibrium (i.e., the delays on the routes that are actually used by thepackets from a source are all minimum and equal) instead of a single least delay path. Eachlink is assigned a weight and the objective is to route through minimum weight paths usingiterative updating scheme. The algorithm is implemented in TinyOS Simulator (TOSSIM)and numerical results from the simulation are provided.2.1 IntroductionWSNs are an emerging technology that has a wide range of potential applications includingenvironment monitoring, medical systems, robotic exploration, and smart spaces. WSNs arebecoming increasingly important in recent years due to their ability to detect and convey real-time, in-situ information for many civilian and military applications. Such networks consistof large number of distributed sensor nodes that organize themselves into a multihop wirelessnetwork. Each node has one or more sensors, embedded processors, and low-power radios, andis normally battery operated. Typically, these nodes coordinate to perform a common task.We propose a closed (cross-layered) architecture for data sampling (application layer)29



Chap. 2 Cross-Layer Routing in WSNsin a wireless sensor network. In this architecture, there is a strong coupling between thesampling process and the channel access scheme as shown in Figure 1.3. The objective in theclosed architecture is to provide su�cient and necessary conditions for the stability regionand reducing end-to-end delays. With mathematical analysis and simulations, we show thatthe closed architecture outperforms the traditional layered scheme, both in terms of stableoperating region as well as the end-to-end delays.We also propose a closed architecture with two transmit queues for data sampling in awireless sensor network. In this architecture, we consider a new data sampling scheme: Node
i, 1 ≤ i ≤ N, has two queues associated with it: one queue Qi contains the data sampled bythe sensor node itself and the other queue Fi contains packets that node i has received fromany of its neighbors and has to be transmitted to another neighbor as shown in Figure 1.4.In this architecture, there is coupling between the sampling process and the channel accessscheme. The objective in the closed architecture is to study the impact of channel access rates,routing, and weights of the WFQs on system performance.We then propose an adaptive and distributed routing scheme for a general class of WSNs.The objective of our scheme is to achieve Cesaro Wardrop equilibrium, an extension of the no-tion of Wardrop equilibria that �rst appeared in [28] in the context of transportation networks.Wardrop's �rst principle states: The journey times in all routes actually used are equal andless than those which would be experienced by a single vehicle on any unused route. Each usernon-cooperatively seeks to minimize his cost of transportation. The tra�c �ows that satisfythis principle are usually referred to as "user equilibrium" (UE) �ows, since each user choosesthe route that is the best. Speci�cally, a user-optimized equilibrium is reached when no usermay lower his transportation cost through unilateral action. The notion is de�ned in (2.1)later in this chapter. Our algorithm is actually an adaptation of the algorithm proposed in[29] to the case of WSNs. In the algorithm of [29], each source uses a two time-scale stochasticapproximation algorithm. Di�erences in the two algorithms are:1. In WSNs that we consider, each node has an attribute associated with it namely thechannel access rate. The delay on a route depends on the attributes of the nodes onthe route. However, in order to maintain some long term data transfer rate, each nodeneeds to adapt its attribute to routing.2. The di�erence in time scales that we use for various learning/adaptation schemes helpsus prove convergence of our algorithm [C-4] (such a proof is not present in [29]).In this thesis, we consider a static wireless sensor network with n sensor nodes. Given isan n × n neighborhood relation matrix N that indicates the node pairs for which directcommunication is possible. We will assume that N is a symmetric1 matrix, i.e., if node i cantransmit to node j, then j can also transmit to node i. For such node pairs, the (i, j)th entryof the matrix N is unity, i.e., Ni,j = 1 if node i and j can communicate with each other; wewill set Ni,j = 0 if nodes i and j can not communicate. For any node i, we de�ne

Ni = {j : Ni,j = 1},Which is the set of neighboring nodes of node i. Similarly, the two hop neighbors of node
i are de�ned as1The assumption of symmetry is to only drive the analysis. We consider assymmetric links for conductingsimulations. 30



Sec. 2.1 Introduction
Si = {k /∈ Ni ∪ {i} : Nk,j = 1 for some j ∈ Ni}Note that Si does not include any of the �rst-hop neighbors of node i.Each sensor node is assumed to be sampling (or, sensing) its environment at a prede�nedrate; we let λi denote this sampling rate for node i. The units of λi will be packets persecond, assuming same packet size for all the nodes in the network. In this work, we willassume that the readings of each of these sensor nodes are statistically independent of eachother so that distributed compression techniques are not employed (see [30] for an examplewhere the authors exploit the correlation among readings of di�erent sensors to use distributedSlepian-Wolf Coding [31] to reduce the overall transmission rate of the network).Each sensor node wants to use the sensor network to forward its sampled data to a commonfusion center (assumed to be a part of the network2). Thus, each sensor node acts as aforwarder of data from other sensor nodes in the network. We will assume that the bu�eringcapacity of each node is in�nite3, so that there is no data loss in the network. We will allowfor the possibility that a sensor node discriminates between its own packets and the packetsto be forwarded (thus allowing for the model of [32] which considers an Ad Hoc network. Thenodes in this network probabalistically schedule their transmissions to discriminate betweenthe fowarding tra�c and the one generated by node itself).We let φ denote the n×n routing matrix. The (i, j)thelement of this matrix, denoted φi,j,takes value in the interval [0, 1]. This means a probabilistic �ow splitting as in the model of[33], i.e., a fraction φi,j of the tra�c transmitted from node i is forwarded by node j as shownin Figrue 2.1. Clearly, we need that φ is a stochastic matrix, i.e., its row elements sum tounity. Also note that φi,j > 0 is possible only if Ni,j = 1.

Figure 2.1: Flow SplittingWe assume that the system operates in discrete time, so that the time is divided into2Conceptually, we can assume that this fusion center is also a sensor node, which has 0 sampling rate. Anegative sampling rate would mean pushing data from the network towards the fusion center.3We assume in�nite bu�er size only to keep the analysis simple. Later, we consider �xed bu�er sizes andlook at various types of data losses. 31



Chap. 2 Cross-Layer Routing in WSNs(conceptually) �xed length slots as shown in Figure 2.2. The system operates on CSMA/CAMAC4. Assuming that there is no exponential back-o�, the channel access rate of node i (ifit has a packet to be transmitted) is 0 ≤ αi ≤ 1. Thus, αi is the probability that node i, ifit has a packet to be transmitted, attempts a transmission in any slot. A node can receive atransmission from its neighbor if it is not transmitting and also no other neighboring node istransmitting. Again, this is a fairly standard assumption for analysis purposes.
Figure 2.2: Medium Access ControlUnder the above model there will be a delay, say yj,i of the packet from node j to be servedat node i; this packet could have originated at node j or may have been forwarded by node j.The expected delay of a packet transmitted from node j is thus ∑

i6=j φj,iyj,i. Since delays areadditive over a path, packets from any node will have a delay over any possible route to thefusion center. A route will be denoted by an ordered set of nodes that occur on that route,i.e., the �rst element will be the source of the route, the last element will be the fusion centerand the intermediate elements will be nodes arranged in the order that a packet traverses onthis route. Let the total number of possible routes (cycle-free) be R. Let route i, 1 ≤ i ≤ Rbe denoted by the set Ri consisting of Ri elements with Ri,j denoting the jthentry of thisroute. Then, a tra�c splitting matrix will correspond to a Wardrop equilibrium i� for any i(see [29] for this de�nition)
∑
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k=1 yRl,kRl,k+1, (2.1)for any l with Rl,1 = i and such that ∏Rl−1
k=1 φRl,k,Rl,k+1 > 0, i.e., the delays on theroutes that are actually used by packets from node i are all equal. In simple terms, eq. (2.1)states that, for any given i, there will be a route that guarantees minimum delay. It is alsopossible that there is a set of routes that guarantee the same, then delay should be the sameon all such routes. Our objective in this thesis is to come up with an algorithm using whichany node (say i) is able to converge to the corresponding row of the matrix φ correspondingto the Wardrop equilibrium.The organization of this chapter is as follows. Section 2.2 overviews some interesting relatedwork. In Section 2.3, we formulated the problem. In Section 2.4, we detail the di�erent data4It is important to note that we consider CSMA/CA in order to provide analytical analysis of the systemunder consideration. Further, CSMA is also being used in IEEE 802.15.4 [34] (Zigbee). The endless list ofavailable MACs for WSNs, is generally categorized into scheduled MACs (e.g. TSMP [35]), protocols withcommon active period (e.g. SMAC [36]), and preamble sampling based MACs (e.g. 1-HopMAC [37]). Wewill consider all these categories in the chapters to come. In this section, we focus only on CSMA part ofIEEE 802.15.4. Our results can directly enhance the performance of WSNs that use 802.15.4 for multi-hopcommunciation. 32



Sec. 2.2 Related Literaturecollection mechanisms. Section 2.5 discusses the stability issues. We propose a distributedrouting algorithm in Section 2.6. Simulation results from TinyOS simulations are presented inSection 2.7. In Section 2.8, we brie�y conclude the chapter and outline the future directions.2.2 Related LiteratureIn multihop packet radio networks, packets passed between two packet radio nodes may haveto be relayed by intermediate nodes. In [33], Hamilton and Yu developed an optimal routingalgorithm for slotted-ALOHA PRNs which minimizes the average packet delay. The packetradio sources serve as sources (and sinks) of tra�c as well as repeaters which forward packetsto other nodes. The optimal routing algorithm captures the important features of PRNsand avoids routes that result in high levels of interference and delay. The authors provideapproximate analysis for multihop PRNs as the exact analysis requires modeling the entirenetwork as a Markovian network of queues. Because of interference among nodes and enormousnumber of linear equations to be solved, the exact analysis is known to be mathematicallyintractable and details can be found in the references therein. The algorithm proposed isessentially similar to the minimum delay routing algorithm proposed by Gallagar in [38].In [30], Cristescu et al. exploit the correlation among readings of di�erent sensors to usedistributed Slepian-Wolf Coding [31] to reduce the overall transmission rate of the network.They consider a set of correlated sources located at the nodes of a network, and a set of linksthat are the destinations for some of the sources. For the case of data gathering, the optimaltransmission structure is fully characterized and a closed-form solution for the optimal rateallocation is provided. For the general case of an arbitrary tra�c matrix, the problem of�nding the optimal transmission structure is shown to be NP-complete.In [32], Kherani et al. studied the throughput of multi-hop routes and stability of for-warding queues in a wireless Ad-Hoc network with random access channel. The main resultsinclude the characterization of stability condition and the end-to-end throughput using thebalance. The impact of routing on end-to-end throughput and stability of intermediate nodesis also investigated. The authors showed that as long as the intermediate queues in the net-work are stable, the end-to-end throughput of a connection does not depend on the load onintermediate nodes. Some numerical results are also provided to support the results of theanalysis.A routing scheme for a broad class of networks which converges (in the Cesaro sense)with probability one to the set of approximate Cesaro-Wardrop equilibria, an extension of thenotion of a Wardrop equilibrium [28] is analyzed in [29]. The routing algorithm is distributed,using only local information about observed delays by the nodes, and is moreover impervious toclock o�sets at nodes. The scheme is also fully asynchronous, since di�erent iterates have theirown counters and the orders of packets and their acknowledgments may be scrambled. Thescheme is adaptive to tra�c patterns in the network. The demonstration of convergence in afully dynamic context involves the treatment of two-time scales [49] distributed asynchronousstochastic iterations. Using an Ordinary Di�erential Equation (ODE) approach [50], theinvariant measures are identi�ed. A direct stochastic analysis shows that the algorithm avoidsnon-Wardrop equilibria.The data collected by each sensor is communicated through the network to a single pro-cessing center that uses all reported data to determine characteristics of the environment ordetect an event. The communication or message passing process must be designed to conserve33



Chap. 2 Cross-Layer Routing in WSNsthe limited energy resources of the sensors. Clustering sensors into groups, so that sensorscommunicate information only to clusterheads and then the clusterheads communicate theaggregated information to the processing center, may save energy. In [39], a distributed,randomized clustering algorithm to organize the sensors in a WSN into clusters. It is thenextended to generate a hierarchy of clusterheads and observe that the energy savings increasewith the number of levels in the hierarchy. Results in stochastic geometry are used to derivesolutions for the values of parameters of the algorithm that minimize the total energy spentin the network when all sensors report data through the clusterheads to the processing center.Wireless sensor networks consist of small battery powered devices with limited energyresources. Once deployed, the small sensor nodes are usually inaccessible to the user, andthus replacement of the energy source is not feasible. Hence, energy e�ciency is a key designissue that needs to be enhanced in order to improve the life span of the network. Severalnetwork layer protocols have been proposed to improve the e�ective lifetime of a networkwith a limited energy supply. In [40], a centralized routing protocol called Base-StationControlled Dynamic Clustering Protocol (BCDCP) is proposed, which distributes the energydissipation evenly among all sensor nodes to improve network lifetime and average energysavings. The performance of BCDCP is then compared to clustering-based schemes such asLow- Energy Adaptive Clustering Hierarchy (LEACH) [41] and Power-E�cient GAthering inSensor Information Systems (PEGASIS) [42]. Simulation results show that BCDCP reducesoverall energy consumption and improves network lifetime over its comparatives.Clustering has proven to be an e�ective approach for organizing the network into a con-nected hierarchy. In [43], the authors highlight the challenges in clustering a WSN, discuss thedesign rationale of the di�erent clustering approaches, and classify the proposed approachesbased on their objectives and design principles. Several key issues that a�ect the practicaldeployment of clustering techniques in sensor network applications are also discussed. In [44],the authors propose a novel distributed clustering approach for long-lived ad hoc sensor net-works. The approach does not make any assumptions about the presence of infrastructure orabout node capabilities, other than the availability of multiple power levels in sensor nodes.A protocol, HEED (Hybrid Energy-E�cient Distributed clustering) is proposed, that period-ically selects cluster heads according to a hybrid of the node residual energy and a secondaryparameter, such as node proximity to its neighbors or node degree. HEED terminates in O(1)iterations, incurs low message overhead, and achieves fairly uniform cluster head distributionacross the network. It is proved that, with appropriate bounds on node density and intraclusterand intercluster transmission ranges, HEED can asymptotically almost surely guarantee con-nectivity of clustered networks. Simulation results demonstrate that our proposed approachis e�ective in prolonging the network lifetime and supporting scalable data aggregation.[45] proposes two routing protocols: periodic, event-driven and query-based protocol(PEQ) and its variation CPEQ, two fault-tolerant and low-latency algorithms that meetsensor network requirements for critical conditions supervision in context-aware physical en-vironments. While PEQ can provide low latency for event noti�cation, fast broken pathrecon�guration, and high reliability in the delivery of event packets for low-network data traf-�c, CPEQ is a cluster-based routing protocol that groups sensor nodes to e�ciently relaythe sensed data to the sink by uniformly distributing energy dissipation among the nodesand reducing latency for high-network data tra�c (typical in emergency situations). PEQand its variant CPEQ use the publish/subscribe paradigm to disseminate requests across thenetwork. Both PEQ and CPEQ protocols are discussed, their implementation, and report onthe performance results of several scenarios using NS-2 simulator. The results obtained are34



Sec. 2.2 Related Literaturecompared with the well-known directed di�usion (DD) protocol [55], and show that the pro-posed algorithms exhibit a clear indication to meet the constraints and requirements of criticalcondition supervision in context-aware physical environments. The results indicate that PEQoutperforms DD in the average delay since it uses the shortest path for the delivery of packetsand speed up new subscriptions by using the reverse path used for event noti�cation packets.CPEQ also outperforms DD in both the average delay and in the packet delivery ratio whenthe network scales up.A newly deployed multi-hop radio network is unstructured and lacks a reliable and e�cientcommunication scheme. In [85], some steps were taken towards analyzing the problems existingduring the initialization phase of ad hoc and sensor networks. Particularly, the network ismodelled as a multi-hop quasi unit disk graph and allow nodes to wake up asynchronously atany time. Further, nodes do not feature a reliable collision detection mechanism, and they haveonly limited knowledge about the network topology. It is shown that even for this restrictedmodel, a good clustering can be computed e�ciently. The algorithm e�ciently computesan asymptotically optimal clustering. Based on this algorithm, they describe a protocol forquickly establishing synchronized sleep and listen schedule between nodes within a cluster.Additionally, some simulation results are provided in a variety of settings. In [46], the authorshave looked at the impact of clustering on the maintenance of a large-scale WSN, where nodenumbers are often in the thousands. Using some known scaling laws, they have determinedthat scalable protocols for �at sensor network topologies cannot exist and that clustering orhierarchical approaches ought to be used instead. They have also identi�ed some approacheswhich may be useful in determining an optimum cluster size. Thereafter, they have identi�edcrucial research problems at MAC and routing levels, as well as related to auto-organizationand self-healing mechanisms. The concept of virtual prototyping has then been introduced: atool which proves to be very useful in evaluating the reliability of designed protocols.Geographic-based routing techniques are promising for WSNs, which su�er from severeenergy constraints and a low throughput nature. In its simplest form, greedy geographicforwarding faces the problem of a low delivery ratio. Other protocols use the right hand ruleto guarantee delivery. They nevertheless assume nodes know their exact position, whereaspositioning systems o�er only limited accuracy. In [47], the authors propose to use path-recording mechanisms, where nodes append their identi�er to the header of the message,together with geographic forwarding. While yielding a comparable number of hops for amessage to reach destination than existing routing protocols with guaranteed delivery, thistechnique o�ers guaranteed delivery regardless of the positioning accuracy. This makes path-recording particularly suitable for real-world WSN implementations. In [48], the authorsfree themselves from positioning techniques and anchor nodes altogether, and introduce andanalyze the concept of virtual coordinates. These coordinates are chosen randomly when anode is switched on, and are updated each time the node relays a packet. As this processgoes on, the virtual coordinates of the nodes converge to a near-optimal state. When usinga greedy geographic approach on top of these coordinates, they show that the number ofhops to reach the destination exceeds the shortest path by a few percent only. Moreover, theapproach guarantees delivery even when nodes appear/disappear in the network, and underrealistic transmission models.Clustering techniques o�er attractive solutions to routing problems in small scale WSNs.Since, the sensor nodes are limited by maximum transmit-power constraint, clustering solu-tions might not work well in large scale WSNs. This comes from the fact that cluster headsare assumed to communicate directly with each other for routing/relaying semantics, which35



Chap. 2 Cross-Layer Routing in WSNsonly holds true if the deployment is on a small scale. In this work, we consider a general pu-pose WSN. we propose a cross-layered architecture for WSNs which outperforms the layeredarchitecture, both in terms of stable operating region as well as end-to-end delays [J-1]. Fordata gathering, we do not use clustering techniques. Our routing algorithm is actually anadaptation of the algorithm proposed in [29] to the case of WSNs. In the algorithm of [29],each source uses a two time-scale stochastic approximation algorithm. In WSNs that we con-sider, each node has an attribute associated with it namely the channel access rate. The delayon a route depends on the attributes of the nodes on the route. However, in order to maintainsome long term data transfer rate, each node needs to adapt its attributes to routing. Thedi�erence in time scales that we use for various learning/adaptation schemes helps us proveconvergence of our algorithm. We deal with the implications, i.e., early alive-node deaths dueto load, that arise due to our routing approach, in the later chapters.2.3 Problem StatementWe consider a set of wireless sensors spread over a region to perform sensing operation. Each ofthese sensors has a wireless transceiver that transmits and receives at a single frequency whichis common to all these sensors. Over time, some of these sensors generate/collect informationto be sent to some other sensor(s). Owing to the limited battery capacity of these sensors,a sensor may not be able to directly communicate with far away nodes. In such scenarios,one of the possibilities for information transfer between two nodes that cannot communicatedirectly is to use other sensor nodes in the network. To be precise, the source sensor transmitsits information to one of the sensors which is within its transmission range. The intermediatesensor then uses the same procedure so that the information �nally reaches its destination (afusion center, i.e., a common sink).A set comprising of ordered pair of nodes constitute a route that is used to assist commu-nication between any two given pair of nodes (i.e., a sensor and a sink). This is a standardproblem of multihop routing in WSNs. The problem of optimal routing has been extensivelystudied in the context of wireline networks where usually a shortest path routing algorithm isused: each link in the network has a weight associated with it and the objective of the rout-ing algorithm is to �nd a path that achieves the minimum weight between two given nodes.Clearly, the outcome of such an algorithm depends on the assignment of weights associatedto each link in the network. In wireline context, there are many well-studied criteria to selectthese weights for links, e.g., the queueing delay etc. In WSNs, the optimality in the routingalgorithm is set to extend network lifetime (where lifetime is de�ned as the time spanned bythe network for some data aggregation till �rst node death due to energy outage) in a singlesink network. In networks with multiple sinks [25], the �ow is splitted and sent to di�erentbasestations with the aim of extending the network lifetime of these limited battery WSNs.However, a complete understanding of e�ect of routing on WSN performance and resourceutilization (in particular, the stability of transmit bu�ers and hence, the end-to-end delay andthroughput) has not received much attention.2.4 Data Collection MechanismWe consider three possibilities of data collection mechanism:36



Sec. 2.4 Data Collection Mechanism2.4.1 Open System (Layered Architecture)This is the traditional slotted Aloha based system with a layered architecture where theapplication layer (sampling process in case of WSNs) does not directly interact with the lowerlayers (the random access MAC in our example).In Section 2.4.5, we will see the issues with stability in the WSNs that use the slottedAloha like random access mechanism for channel access with a sampling process withoutany communication with the MAC layer. Such schemes were extensively used in the PRNliterature. The analysis of the model that we consider above is also available in the PRNliterature (see for example [33]). The problem of stability that we will see is that for a givensampling rate, one needs to jointly optimize the channel access rate and the routing in orderto optimize on delays. We will also see that the sampling rate at a node may be restrictedby the sampling rate of the other downlink nodes. Further, in order to maintain stability ofa node's transmit bu�er, one needs to be operating far from the maximum allowed samplingrate (this is because, under the assumption of Bernoulli sampling process, the average queuelength grows exponentially with an increase in the sampling rate). In addition, in this model,the sampling rate is not directly related to the channel access rates (unless it is an outcomeof an optimization problem like the one we consider in Section 2.4.5). Thus, there is an extradimension that needs to be optimally controlled.2.4.2 Closed System (Cross-Layered Architecture) with Single TransmitQueueUnder this mechanism, there is a strong coupling between the channel access process and thesampling process. This approach has the advantage that one does not need to �nd an optimalsampling rate all over again on changing the channel access rates. The coupling automaticallyregulates the sampling process for any change in the channel access process.The combined channel access/data sampling mechanism is as follows: Node i decides toattempt a channel access with probability αi in any slot (else, it is sensing the channel for anypossible transmissions). If decided to attempt a transmission, the node �rst checks if there isany packet available in its transmit queue. We have following possibilities:1. No packets waiting in the transmit queue: In this case, the MAC layer of node i willask the appropriate upper layer to sense data and provide it with a new packet. Thispacket is then attempted a transmission.2. At least one packet waiting to be forwarded: In this case, node i will serve the head-of-line packet from its transmit queue.Note that under this mechanism the transmit queue of node i can have at most one packet5in the transmit queue that was generated at node i. It can however have multiple packets inthe transmit queue to be forwarded, i.e., those packets that were initially generated at someother node, and have arrived at node i to be forwarded to some other node. Clearly, underthis scheme if the transmit queue of node i contains a packet that was generated at node i5It is important to note that the Application layer samples packets at a prede�ned sampling rate. Therefore,some packets are discarded if there is forwarding tra�c available at MAC layer. At this point, one mightconsider this as cheating since we optimize the delay by simply not producing packets when it is clear thatthey would need a lot of time to be transmitted. But, we provide an optimization framework in Section 2.6for a node to bring its transmission rate as close to the sampling rate as possible.37



Chap. 2 Cross-Layer Routing in WSNsitself, then this packet will be the head-of-line packet till the time it leaves the transmit queueof node i.2.4.3 Applications for Closed System with Single Transmit QueueThe closed scheme is meant to be used in applications where a sensor network is used toobserve the time variation of a random �eld over the space on which the network is deployed.For such applications, one can think of a temporal priority mechanism for transmitting packetsso as to reduce the overall transmissions in the network. In particular, our sampling schemeamounts to the assumption that a node assigns highest priority to the most recent packetgenerated by the node (this priority is de�ned over the packets generated by the node, anddoes not include the packets that a node receives to forward to some of its neighbors).2.4.4 Closed System with two Transmit QueuesIn this section, we propose a closed architecture with two transmit queues at each sensor i,i.e., one for its own generated data, and the other for forwarding tra�c [C-8]. We proposea closed architecture for data sampling (application layer) in a wireless sensor network. Weconsider a new data sampling scheme: Node i, 1 ≤ i ≤ N, has two queues associated withit: one queue Qi contains the data sampled by the sensor node itself and the other queue Ficontains packets that node i has received from any of its neighbors and has to be transmittedto another neighbor. In this architecture, there is again a coupling between the samplingprocess and the channel access scheme. The objective in the closed architecture is to studythe impact of channel access rates, routing, and weights of the weighted fair queues on systemperformance. Furthermore, a distributed routing algorithm (which is allowed to split �ows) isproposed that maintains the system at a Wardrop equilibrium and guarantees low delay.In any slot, a node (provided it has packets to be transmitted) decides with a �xed proba-bility to make a transmission attempt. If there is no other transmission by the sensors whosetransmission can interfere with the one under consideration, the transmission is successful.At any instant of time, a sensor may have two types of packets to be transmitted:1. Packets sensed/generated by the sensor itself.2. Packets from other neighboring sensors that arrived at this sensor and need to be for-warded.Clearly, a sensor needs to have some scheduling policy to decide on which type of packet itwants to transmit, if it decided to transmit. A �rst come �rst served scheduling is one simpleoption. Another option that we would be considering in this chapter is to have two separatequeues at each sensor node and do a weighted fair queueing for these two queues. In thischapter, we will also study the e�ect of channel access probability, weights of the weightedfair queueing, and routing on stability and fairness properties of the WSNs.The closed system presented here is entirely di�erent from the one in previous section. Thecombined channel access/data sampling mechanism is as follows: Node i decides to attempt achannel access with probability αi in any slot (else, it is sensing the channel for any possibletransmissions). If decided to attempt a transmission, the node �rst checks the number ofpackets available to be forwarded, i.e., packets from other nodes that node i is having to beforwarded to some of its neighbors. We have following possibilities:38



Sec. 2.4 Data Collection Mechanism1. Both Fi and Qi are empty: In this case, the MAC layer of node i will ask the appropriateupper layer to sense data and provide it with a new packet6. This packet is thenattempted a transmission.2. At least one packet waiting to be forwarded: In this case, node i will do the following:(a) with probability 1 − fi, ask the appropriate upper layer to sense data and provideit with a new packet. This packet is then attempted transmission.(b) with probability fi, forward the head-of-line packet waiting to be forwarded.We assume that the queue Qi is always nonempty, i.e., nodes make new measurements as soonas the older ones are transmitted. Note that this kind of model with assumption of saturatednodes are intended to provide insights into the performance of the system and also helps studye�ects of various parameters. This particular setting favours nodes that are far away from thesink as the probability of having an empty queue is larger than the nodes closer to the sink.They probably do not have any or a small of tra�c to forward, this mechanism can help thesenodes to sense the extremeties of the deployment area in a better way.2.4.5 An ExampleConsider a 4-node wireless sensor network shown in Figure 2.3. Node 0 is the common destina-tion for all the data generated by the other three sensors, labeled 1, 2, 3. All the transmissionin the network is done only by these sensor nodes; the job of node 0 is to receive data sensedat these sensor nodes. To begin with, we assume that node 3 can not directly transmit tothe destination node 0. Node 1 and 2 can communicate with node 0 but not with each other;Node 3 can communicate with both, node 1 and node 2.The time is slotted and the sensor nodes use CSMA/CA like random access mechanism,supported in 802.15.4 [34], for transmission of their data; if node i has a packet to be trans-mitted, it attempts a transmission in a slot with some given probability αi. We will assumethat the packet generation process at node i is Bernoulli with packet generation probability7
λi. Node 1 and 2 transmit directly to node 0, but one has to decide on the path that packetsfrom node 3 will follow. There are various options for this:1. either all the packets generated at node 3 will be transmitted to node 1, or to node 2, or2. for each packet transmitted by node 3, the next hop node is chosen randomly, for exam-ple, a packet transmitted from node 3 goes to node 1 with probability 0.3 and to node

2 with probability 0.7.6The Application layer will only provide MAC layer with a packet, if some data has already been sensedthat has just not reached MAC layer. Since, the time required to sense a new packet and its arrival to MACqueue largely exceeds one transmission slot time, it is not possible to always have activity in the network. Forthose applications, which require nodes to sleep, this mechanism works optimally in a sense that nodes wakeup, attempt to transmit even if MAC queue is empty, and then go back to sleep.7Such models were frequently used in context of Packet Radio Network (PRN) literature in the 70′s and
80′s, see for example [33]. We will see later that for WSNs where MAC layer can be allowed to control theapplication layer, one can achieve better results compared to those in PRNs where application layer operatesindependently of the MAC layer. 39



Chap. 2 Cross-Layer Routing in WSNs

λ2 λ3
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Figure 2.3: Network Con�guration3. for each packet transmitted by node 3, the next hop node is decided using some costfunctions such as energy state of the receiving node, etc.For this example, we will assume the �rst option (of course, it is a special case of the secondoption); we will allow for the second more general option when we come to optimal routing.Tra�c splitting method as provided by the second option were also used in PRNs [33]. Wewill also assume that each packet from a node is attempted transmission till it is successfullyreceived by the intended destination. A transmission is successfully received by a node if itis seeing no other transmission and the node is not transmitting. For cases where one allowsfor possibility of dropping a packet after it has incurred some number of collisions will not beconsidered in this chapter for simplicity; the relevant equations can be found in Section 2.5.3.Assume that all the packets from node 3 use node 1 to reach node 0. In this case, let πidenote the steady-state probability that node i has a packet to be transmitted in a slot. We canthen write down the following approximate equations for the stable system (formal derivationof these equations can be found in [33]).
π1α1(1 − π2α2) = λ1 + λ3

π2α2(1 − π1α1) = λ2

π3α3(1 − π1α1) = λ3 (2.2)These equations are approximate because they are derived under a strong decouplingassumption. For stability of all the queues in the network, we need to choose αi's such thatthe above system of equations (in πi's ) gives us a solution (π1, π2, π3) ∈ [0, 1)3. The stabilitycondition under which above relations are valid are
α1(1 − α2) > λ1 + λ3

α2(1 − α1) > λ2

α3(1 − α1) > λ3 (2.3)40



Sec. 2.4 Data Collection MechanismClearly, for a given sampling rate λi, i = 1, 2, 3, there will exist many possibilities of thechannel access rates that give a stable system. These conditions are actually very di�erentfrom the one proposed in [33]. In fact, a simple counter example can be given under whichthe conditions of [33] implies stability, while the system is not stable.This system is not analytically tractable for the queueing delays. Various approximateanalysis can be found in [33] and its references. Because of this reason, the extra degree offreedom that one gets in the parameter αi is hard to utilize properly as the correct dependenceof the system performance (for example, the queueing delays at various nodes) is not known.An instance of this di�culty is that the system of rate balance equations (2.2) are not validfor all values of αi. In fact, the discrepancy between the actual system performance and thatobtained from using (2.2) can be as large as 50%. The delay equations provided in [33] andreferences therein are based on (2.2) and for this reason, these expressions perform poorly fora broad range of parameter8 αi.This is clear from the relations in (2.2), which implies that as long as the system is stable,we can solve the rate balance equations in (2.2). Since these equations depend on πi and αionly via πiαi, in the stable region, this product πiαi will remain unchanged (w.r.t. changesin αi). Hence we are tempted to conclude that there is an extra degree of freedom in αi thatcan be employed without changing the end-to-end delays.Further, this model was justi�ed in the standard OSI-like model where one did not aim atcross-layer optimization and where the application layer (the sampled voice packets source)was not in control of the MAC layer. If one likes to minimize the expected delay on a node,one way would be to control the arrival of packets from node's own sensing mechanism. Onesuch example that we will be considering (or, proposing) in this thesis is the following:A sensor node gets a new packet from the application layer only if it decides to transmitin a slot but �nds the transmit queue empty. As is the case with random access, sensor node
i decides to attempt a transmission with probability αi. We will call this system the closedsystem and the �rst system with layered architecture the open system.For the Closed System model, the throughput of nodes 2 and 3 are

λ2 = α2 (1 − α1)
λ3 = α3 (1 − α1)

(2.4)Using these, the throughput of node 1 is
λ1 = α1(1 − α2) − λ3 (2.5)The stability condition is

α1(1 − α2) ≥ α3(1 − α1) (2.6)The expected number of packets at the three nodes are8We remark here that our present observations are not aimed at questioning the signi�cance of [33] andthe related work from PRN literature. Most of these studies never aimed at tuning the parameters αi, andsince they assumed relatively small values of αi which were �xed a priori, most of the time in their work thedecoupling approximation leading to (2.2) was good. In our work, however we are trying to get the best systemperformance, hence need to tune the parameters αi optimally, so that a correct/accurate analytical model isrequired for all possible values of αi's . 41



Chap. 2 Cross-Layer Routing in WSNs
T1 =

ρ0

(1 − ρ)(1 − ρ+ ρ0)

T2 = α1

T3 = α1 (2.7)where
ρ0 =

(1 − α1)α3 + α1α2

α1(1 − α2)
(2.8)and

ρ =
(1 − α1)α3

α1(1 − α2)
(2.9)`The expected delay at each node are easily obtained using Little's Law as Di = Ti

λi
for i = 2, 3and D1 = T1

λ1+λ3
. It is to be noted that these formula are exact, unlike those in the layeredsystem, where the delay expression available in literature are approximate [33].The mean node delay at the three nodes in the two systems for λi = 0.1 as obtained fromdiscrete event simulations (for open system) and analysis (for closed system) are shown inTable 2.1 and 2.2. The mean delays for the three �ows are thus obtained to be:Table 2.1: Node level DelaysNode → 1 2 3Open system 3.52 2.80 1.45Closed system 0.56 2.30 2.30Table 2.2: Flow level DelaysFlow → 1 2 3Open System 3.52 2.80 4.97Closed System 0.56 2.30 2.86The mean delays for the closed system were obtained using simple formulae given before in(2.7). For the Open system, since the delay expressions available in literature are approximate,we developed a discrete event simulator to �nd these delays. The mean delay for the opensystem was obtained as follows: the simulation was run using di�erent combinations of αispanning the stability region of the system. The delay vector provided here is the one whichwas closest to the origin in terms of Euclidean distance compared to all the other delay vectorsobtained by varying αi.Observations from the toy example:1. The values of αi for Open system that gives the best performance are very large, thusimplying waste of resources due to frequent collisions.2. Clearly, the �ow delay is signi�cantly reduced in the Closed system, while using a mod-erate9 value of αi.9These values are obtained using (2.7). By moderate, we mean, a value that is su�cient to cope with thegiven load on the transmit queue. Its detailed behavior will be presented in Section 2.7.42



Sec. 2.5 Stability Analysis3. In Open system, one needs to tune the value of αi in order to get the best delay per-formance; this may not of much use because the Closed system is giving better resultscompared to the best result from Open system. Thus, an optimization over αi in theOpen system is not justi�ed. The exact delay expressions are not known. The approx-imate expressions used in literature are valid only for small values of αi whereas theoptimal point is obtained for large α′
is, for which the available approximation has beenshown to perform poorly.For the Open system, we will assume a given set of channel access rates. We will see that therouting algorithm is able to select a good operating point that guarantees stability (as longas such a point exists for the given value of channel access probabilities).2.5 Stability Analysis2.5.1 Open SystemWe give the correct stability condition for the Open system (introduced in Section 2.4) wherethe data sampling process is independent of the transmission scheme.Lemma 1: The minimum rate at which a node can serve its transmit queue is

µi = αi
∑

j∈Ni

φi,j (1 − αj)
∏

k∈Nj\{i}
(1 − αk) . (2.10)Proof: To prove Lemma 1, we consider a simple sensor network as shown in Figure 2.4.

i
N

j
NNode j

Node i

Figure 2.4: An example Network TopologyWe de�ne events:
A: node i transmits a packet in a given slot;
Ac: node i does not transmit a packet in a given slot;
B: node j transmits a packet in a given slot;43



Chap. 2 Cross-Layer Routing in WSNs
Bc: node j does not transmit a packet in a given slot;
C: node k transmits a packet in a given slot;
Cc: node k does not transmit a packet in a given slot.The conditional probability that node imakes a transmission attempt and which is receivedcorrectly at node j is given by:

P (A ∩Bc ∩ Cc)

= P (A∩[Bc
1

(

∩kCc(1)k

)

+Bc
2

(

∩kCc(2)k

)

+ . . .+Bc
J

(

∩kCc(J)
k

)

])for 1 ≤ j ≤ J , where Cc(1)k means for node j = 1, all the other k neighbors of j are nottransmitting.
= P
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j

Bc
j

(
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)
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

= P (A)P




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Bc
j

(

∩kCc(j)k

)
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

= P (A)
∑
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

P
(
Bc
j

) ∏
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



= αi
∑

j∈Ni

φi,j (1 − αj)
∏

k∈Nj\{i}
(1 − αk) .where

P (A) = αi,
∑

j∈Ni

P
(
Bc
j

)
=

∑

j∈Ni

(1 − αj) ,

∏

k∈Nj\{i}
P (Cck) =

∏

k∈Nj\{i}
(1 − αk) .Also, φi,j > 0, when Ni,j = 1. In practice, we need to verify that the probabilities φi,j arestrictly positive for all the feasible routes to ensure that we are able to probe for a change instate of all the available routes.Lemma 2: The minimum reception capacity of node i is

γi = (1 − αi)
∑

j∈Ni

φj,iαj
∏

k∈Ni\{j}
(1 − αk) . (2.11)Proof: The reception capacity of a node i can be identi�ed by the conditional probability

P (Ac ∩B ∩ Cc)

= P (Ac∩[B1

(
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+B2

(
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Sec. 2.5 Stability Analysisfor 1 ≤ j ≤ J , where Cc(i\{1})k means that for node j = 1, all the other k neighbors of i arenot transmitting.
= P



Ac ∩
∑

j

Bj

(

∩kCc(i\{j})k

)





= P (Ac)P




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j∈Ni

Bj




∏
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
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P (Bj)
∏

k∈Ni\{j}
P (Cck)





= (1 − αi)
∑

j∈Ni

φj,iαj
∏

k∈Ni\{j}
(1 − αk) .where

P (Ac) = (1 − αi) ,

∑

j∈Ni

P (Bj) =
∑

j∈Ni

φj,iαj ,

∏

k∈Ni\{j}
P (Cck) =

∏

k∈Ni\{j}
(1 − αk) .The explanation for φj,i here is similar as in the proof of Lemma 1.Let the total arrival rate into the transmit bu�er of node i be denoted by ai. If all thetransmit queues in the network are stable, then the following relation is obtained for a′isLemma 3: The arrival rate into nodes are given by the �xed point equation

ai = λi +
∑

j

φj,i (aj ∧ (λj + γj) ∧ µj) (2.12)where ∧ represents the minimum of quantities that appear in (2.12).Now, we present the stability condition for the system under consideration. This is signif-icantly di�erent from that obtained in the PRN literature [33].Lemma 4: The transmit queue at node i is stable if



∑

j∈Ni

φi,j (λi + γi)



 ∧ µi > ai (2.13)Lemma 5: If all the nodes in the network are stable, then
ai = λi +

∑

j

φj,iaj (2.14)45



Chap. 2 Cross-Layer Routing in WSNs2.5.2 Closed System with Single Transmit QueueWe now consider a sensor network in which there is a strong coupling between the channelaccess process and the sampling process (introduced in Section 2.4). This approach has theadvantage that one does not need to �nd an optimal sampling rate all over again on chang-ing the channel access rates. The coupling automatically regulates the sampling process forany change in the channel access process. Further, we can perform an exact stability anddelay analysis for this system (as opposed to the open system where the available analysis isapproximate).Lemma 6: The stability condition for the transmit queue at node i is
αi

∑

j φi,j (1 − αj)
∏

k∈Nj\{i} (i− αk) > (1 − αi)
∑

l φl,iαl
∏

k∈Ni\{l} (1 − αk) (2.15)Lemma 7: The average data generation rate at node i is
λi = αi

∑

j φi,j (1 − αj)
∏

k∈Nj\{i} (1 − αk) − (1 − αi)
∑

l φl,iαl
∏

k∈Ni\{l} (1 − αk) (2.16)In practice, since we are assuming a pre-speci�ed average data generation node at eachnode, we will be provided with a vector λ = (λ1, ..., λN ). For this vector, we need to �ndvalues of α′s and routing so that the average delays of the �ows are minimized.Lemma 8: The average delay at the transmit queue of node i is1) ∑

l φl,i = 0 :Delay at node i = Di = 1−si

αisi
, where

si =
∑

j

φi,j (1 − αj)
∏

k∈Nj\{i}
(1 − αk) . (2.17)Proof: If ∑

l φl,i = 0, then node i has no tra�c to be forwarded. The Markov chain ofthe number of packets in the transmit queue is shown in Figure 2.5.
Figure 2.5: Markov chain for the expected number of packets at node i, case 1: ∑

l φl,i = 0.so that, we have the following system of equations
π0 (1 − si) = π1si ⇒ π1 =

1 − si
si

π0

⇒ π0 + π1 =
π0

si
= 1

⇒ π0 = si,⇒ π1 = 1 − si46



Sec. 2.5 Stability AnalysisHence expected number of packets in the transmit queue of node i is 1− si. Using Little'slaw, the expected delay is
Di =

1 − si
αisi

(2.18)since the e�ective arrival rate into node i's queue is αisi.2) ∑

l φl,i > 0 :

Di =
ρ0

(1 − ρ) (1 + ρ0 − ρ) (ψi + λi)
, (2.19)where

ψi = (1 − αi)
∑

l

φl,iαl
∏

k∈Nl\{i}
(1 − αk) . (2.20)Proof: If ∑

l φl,i > 0, then the transmit queue of node i can contain more than one packetat a time. The Markov chain of the number of packets in node i′s transmit bu�er is given inFigure 2.6.
Figure 2.6: Markov chain for the expected number of packets at node i, case2: ∑

l φl,i > 0.where
p0,1 = αi (1 − si) + ψi

pn,n+1 = ψi, for n ≥ 1

pn,n−1 = αisi, for n ≥ 1we de�ne
ρ0 =

αi (1 − si) + ψi
αisi

,and ρ = αisi

ψi
. Then π1 = ρ0π0, and πn+1 = ρπn ⇒ ρ0ρ

nπ0 for n ≥ 1

⇒ π0 + π0

∞∑

n=1

ρ0ρ
n−1 = 1, ⇒ π0

(
1 + ρ0 − ρ

1 − ρ

)

= 1

⇒ π0 =
1 − ρ

1 + ρ0 − ρ
, πn = ρ0ρ

n−1π0So the expected number of packets in node i′s transmit queue is then
∞∑

n=1

nρ0ρ
n−1π0 = ρ0π0

∂

∂ρ

∞∑
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=

ρ0π0

(1 − ρ)2
=

ρ0

(1 − ρ) (1 + ρ0 − ρ)The expected delay at node i′s transmit bu�er using Little's law is then
ρ0

(1 − ρ) (1 + ρ0 − ρ) (ψi + λi)2.5.3 Closed System with two Transmit QueuesWe, now, give the correct stability condition for our closed system with two transmit queues.It is to be noted that this system can also be thought of as the one in which the sensor nodealways have a backlog of their own sampled data. We �x a node i and look at its forwardingqueue Fi. It is clear that if this queue is stable then the output rate from this queue is equalto the input rate into the queue. The only issue to be resolved here is to properly de�nethe output rate. This is because, owing to the bound M on maximum number of attempts fortransmission of any packet, not all the packets arriving into Fi may be successfully transmitted.Therefore, the output rate is de�ned as the rate at which packets are either successfully relayedor dropped due to excessive number of collisions. We start by obtaining the detailed balanceequations, i.e., the fact that if the queue Fi is stable, then the output rate from queue Fi isequal to the input rate to this queue. Let
si =

∑

j∈Ni

φi,j (1 − αj)
∏

k∈Nj\i

(1 − αk) (2.21)be the probability that a transmission from node i is successful10 . Also let
Ei =

M∑

m=1

m (1 − si)
m−1 si +M (1 − si)

M

=
1−(1−si)

M

si
(2.22)be the expected number of attempts till success or M consecutive failures of a packet fromnode i.Proof: From theory, we have that ∑M

m=1 (1 − si)
m−1 si = 1 − (1 − si)

M . Taking thederivative of L.H.S and solving, we get
=

M∑

m=1

[

(1 −m) (1 − si)
m−2 si + (1 − si)

m−1
]

=
∑M

m=1 (1 − si)
m−1 si −

∑M
m=1m (1 − si)

m−1 si +
∑M

m=1 (1 − si)
m−1Similarly, the R.H.S gives us M (1 − si)

M−1. Multiplying both sides by (1 − si) and solv-ing, we get
∑M

m=1 (1 − si)
m−1 si −

∑M
m=1m (1 − si)

m−1 si +
∑M

m=1 (1 − si)
m = M (1 − si)

M10It is to be noted that the si in (2.21) is di�erent than the si in (2.17). Both represent successful transmissionprobabilities. In this system, when we refer to si, we will be referring to (2.21).48
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∑M

m=1m (1 − si)
m−1 si +M (1 − si)

M =
∑M

m=1 (1 − si)
m−1 si +

∑M
m=1 (1 − si)

m

=
si

(

1 − (1 − si)
M

)

+ (1 − si)
(

1 − (1 − si)
M

)

si

=
1 − (1 − si)

M

siThe proof is complete.Lemma 1: For a given routing, let πi denote the probability that a node i has packetsto forward, then the long term average rate of departure of packets from node i′s forwardingqueue is
πiαifiEi. (2.23)Proof: Let Tt be an indicator function which is unity if Fi is nonempty. Let It be anindicator function that Tt = 1 and a transmission is made from Fi (it can be a success or afailure). Then the output rate from Fi of packets is then

lim
t→∞

1

t

t∑

l=1

Il = lim
t→∞

∑t
l=1 Tl
t

lim
t→∞

∑t
l=1 Il

∑l
t=1 Tl

.Since we are working under assumption that node i attempts forwarding of any packet atmost M times, we have, with probability one,
lim
t→∞

∑t
l=1 Il

∑l
t=1 Tl

= αifiEi.Also, with probability one,
lim
t→∞

∑t
l=1 Tl
t

= πi.Clearly, the long term output rate from the queue Fi is, with probability one,
lim
t→∞

∑t
l=1 Il
t

= lim
t→∞

∑t
l=1 Tl
t

lim
t→∞

∑t
l=1 Il

∑l
t=1 Tl

= πiαifiEi.The proof is complete.Lemma 2: The long term average rate of arrival of packets into Fi is
∑

j∈Ni

φj,i (αjEj) (2.24)The proof for average rate of arrival is straightforward in the sense that i can only receivepackets from j, j ∈ Ni. φj,i is the amount of tra�c on link (j, i). αj is the probability withwhich j is transmitting and Ej is the expected number of attempts of packet till success or
M consecutive failures. 49



Chap. 2 Cross-Layer Routing in WSNsProposition 1: In the steady state, if all the queues in the network are stable, then foreach i
πiαifiEi =

∑

j∈Ni

φj,i (ajEj) (2.25)Proof: If the queue Fi is stable, then the rate of arrival of packets into the queue is thesame as the rate at which the packets leave the queue. Let wj,i =
∑

j φj,i(ajEj)

αiEi
and yi = 1−πifi(transmission probability from Qi). Note that wi is independent of fj, j ∈ Ni, and dependsonly on the αj and routing.In the steady state, if all the queues in the network are stable, then we can write for each

i

1 − yi =
∑

j∈Ni

wj,i (2.26)The relation of eq. (2.26) has some interesting interpretations. Some of these are:The E�ect of fi : The quantity yi = 1− πifi is independent of the choice of fj, j ∈ Ni. Itonly depends on the routing and the value of αj.Stability: Since the values of yi are independent of the values of fj, j ∈ Ni, and since weneed πi < 1 for the forwarding queue of node i to be stable, we see that for any value of
fi ∈ (1 − yi, 1), the forwarding queue of node i will be stable. Thus we obtain a lower boundon the weights given to the forwarding queues at each node in order to guarantee stability ofthese queues. To ensure that these lower bounds are all feasible, i.e., are less than 1, we needthat 0 < yi ≤ 1; yi = 0 corresponds to the case where Fi is unstable. Hence, if the routingand α′

js are such that all the yi are in the interval (0, 1], then all the forwarding queues inthe network can be made stable by appropriate choice of f ′is. Now, since yi is determinedonly by routing and the probabilities α′
js, we can then choose fi (thereby also �xing πi, hencethe forwarding delay) to satisfy some further optimization criteria so that this extra degree offreedom can be exploited e�ectively.Throughput: We see that the long term rate at which node i can serve its own queueis αi (1 − πifi) = αiyi, which is independent of fi. Also, the throughput, i.e., the rate atwhich the packets reach the destination, i.e., wi =

∑

j φj,iajEj is independent of fj . Similarly,the long term rate at which the packets from the forwarding queue at node i are attemptedtransmission is πiαifi = αi (1 − yi), which is also independent of the choice fj, j ∈ Ni.Throughput-Stability Tradeo�: In the present case, we can tradeo� throughput with sta-bility and not directly with delay. Let πifi = c, if c > 1, ∀i simultaneously, the system isunstable. We know that the throughput at node i is 1−πifi. Then, if a node tries to maximizeits own throughput, it is actually minimizing c, thus trying to stabilize the system. This is aninteresting property in itself.Choice of fi: Assume that we restrict ourselves to the case where fi = Pf , ∀i. Then, forthe stability of all nodes, we need that
Pf > 1 − min

i
yi. (2.27)Since the length of interval that fi is allowed to take is equal to yi, we will also refer to yias the stability region. 50



Sec. 2.6 Routing Algorithms for Di�erent Systems Under ConsiderationEnergy-Delay Tradeo�: For a given set of α′
is and routing, the throughput obtained on aroute Ri is �xed, independent of fi. Hence, there is no throughput-delay tradeo� obtainedby changing fi. However, we do obtain energy-delay tradeo�. For a given stable routing, weneed fi, which will determine πi. Clearly, fi represents the forwarding-energy11 and πi gives adirect measure of delay. Therefore, the service rate given to Fi determines the exact energy-consumption and delay for relaying, and hence, we can perform an exact analysis of the e�ectof di�erent network parameters on performance in multi-hop WSNs.2.6 Routing Algorithms for Di�erent Systems Under Consider-ationIf the tra�c split is not allowed, the objective of the distributed routing algorithm would beto �nd the shortest delay path between any given source and the fusion center. However, onemay allow for tra�c split and then try to route the tra�c, hoping for a better performance(as the situation without tra�c split is a special case of tra�c splitting). Under this addedfreedom of tra�c splitting, the routing algorithm is expected to put tra�c of a node onthose routes for which the delays are smallest and equal. This is what is well known as theWardrop equilibrium. We propose a stochastic approximation algorithm based on a distributedalgorithm to converge to a Wardrop equilibrium. This algorithm is actually an adaptation ofthe algorithm already proposed in [29] to our system for which we can prove convergence toWardrop equilibrium.2.6.1 Open SystemThe algorithm here is essentially the same as in [29], i.e., nodes iteratively keep updating theone-hop routing probabilities based on the delays incurred for every possible path.Let φ(n) denote the tra�c splitting matrix at the beginning of the nth time slot. Node idoes some computation to update the ith row of this matrix. Let Y k(n)(Rk,1 = i) be the newvalue of the delay of a packet sent by sensor i through route k(i = Rk,1). Node i keeps anestimate of the average delay on route k.

yk(n+ 1) = (1 − a)yk(n) + aY k(n). (2.28)The average delays in (2.28) are calculated to mitigate the e�ects of route changes basedon a very small change in delay. Further, after calculating the expected delays at the start ofa time slot, each node adapts its routing probabilities to the new expected delays as follows,
φi,Rk,2(n+ 1) = (1 − b)φi,Rk,2(n) + b

(
∑

1≤l≤R:Rl,1=i y
l(n)φi,Rl,2(n) − yk(n)

) (2.29)Proof of Convergence to Wardrop Equilibrium: We will assume that the learningparameters a and b are such that a � b. This brings us in the two-level stochastic approx-imation algorithm framework and, following standard results [49], the update of the tra�csplit will see the average delays yl as static so that the e�ect of the second update will bethat all the tra�c from node i will be directed to the smallest delay route. The algorithm for11Since, this is the exact amount of resource dedicated to the forwarding tra�c and represents its directmeasure. Also, fi is indirectly related to delay. 51



Chap. 2 Cross-Layer Routing in WSNsupdating the delay estimates over route will thus see no e�ect of the dynamics of the secondupdate scheme except that the statistical properties of the random variables will come fromthe splitting vector in which each node directs all its tra�c on one of the possible routes fromthe node to the fusion center; note that in general di�erent nodes will be choosing di�erentroutes. Thus, by the standard o.d.e. approach to stochastic approximation algorithms [49],the delay updating algorithm will behave like an autonomous ODE. The convergence of thisdi�erential is guaranteed using arguments similar to those used in [51]. Since the point of con-vergence satis�es the de�ning condition of the Wardrop equilibrium, the proposed algorithmwill converge12 to the Wardrop equilibrium. Note that this convergence is for the average ofdelays, this is what we mean by Cesaro-Wardrop equilibrium.2.6.2 Closed System with Single Transmit QueueThe updates for this system are going to be the same as that for the Open system. The onlynew complication here is that one needs to tune the channel access rates, α′
is, also in orderto guarantee the long term average data sampling rate. This is easily done because the nodesknow (or, can estimate) the statistics of the tra�c they are getting from the other nodes andalso the success rate of its own transmissions to various neighbors. Using this estimate a nodecan easily tune its channel access rate to guarantee itself a preset data sampling rate.In each time slot, ith sensor tries to hold channel for transmission with probability αi. Ifthe node tries to hold channel in a time slot, it either succeeds in transmitting or fails. If thenode succeeds, then if the packet transmitted can be the one which is generated at the currentnode or it may be the one which the node received from any of the neighboring nodes. Let

n (k) be the number of slots in which node has successfully transmitted a packet generated byitself in total k slots. λ̂ki = n(k)
k is the rate of transmission node is able to provide in the kthslot.

λ̂ki =
n (k)

k
(2.30)

αk+1
i = max

{

min
[

αki + c
(

λi − λ̂ki

)

, 1
]

, 0
} (2.31)Where c is a positive learning parameter. Delay and routing probability learning willremain as was in the Open System.2.6.3 Practical ConsiderationsHere, we will discuss some of the practical aspects of our proposed algorithm. Delay estimationof paths by a node in every slot can be done by having power of the sink so large that it canreach all the sensors in one-hop. Therefore, the sink can acknowledge all the incoming packetssuch that the sensors will directly get estimation of the delay incurred by their packets.2.7 Simulation ResultsWe consider a 6-node sensor network shown in Figure 2.7. It can be easily seen that φ1,0 =

φ3,0 = φ5,0 = 1, node 0 being the common destination for all the packets generated in the12It is, hence, shown that the proposed distributed algorithm provides the optimal delay that is achievablebased on tra�c dynamics. 52



Sec. 2.7 Simulation Resultsnetwork. The other available routes could also be used for nodes 1, 3, and 5. But, we weremore interested in clearly demonstratign the tra�c split and routing probabilities. The routingalgorithm thus has to �nd appropriate value of φ2,5 and φ4,3 in order that the tra�c �ow inthe network corresponds to a Wardrop equilibrium.
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Figure 2.7: Network Simulated for StabilityApart from a demonstration of the convergence of the proposed algorithm, we will see inthis section that the data sampling rates that a network can support using the Open archi-tecture is very small. This is essentially because of the stability constraints on the channelaccess rates. On the other hand, the Closed system can support higher data sampling ratesbecause of the fact that it is essentially self-regulating, guaranteed to be stable while main-taining large data sampling rates; this is because a node generates a new packet only if ithas no other packet in the queue. This however does not mean that the Closed system cansupport arbitrary data sampling rates.We have implemented the Open and Closed system as an application layer module inTinyOS [52]. TinyOS is an open-source operating system designed for embedded WSNs. Itfeatures a component-based architecture which enables rapid innovation and implementationwhile minimizing code size as required by the severe memory constraints inherent in WSNs.The sensor network model under consideration is shown in Figure 2.8. The sensor nodessample the data at a prede�ned rate, λ′is. The sampled data is sent to the MAC queue forboth open and closed system according to the explanation given earlier in Section 2.4. Thetransmit queue of node i can have at most one packet in the transmit queue that was generatedat node i. It can however have multiple packets in the transmit queue to be forwarded, i.e.,those packets that were initially generated at some other node, and have arrived at node ito be forwarded to some other node. Therefore, we need not implement two-queues at theMAC layer for sensor nodes for prioritizing tra�c. At simulation start up, the nodes learn53



Chap. 2 Cross-Layer Routing in WSNsthe network topology and built routes toward the fusion center (sink, node 0). The fusioncenter is also a sensor node which has 0 sampling rate. This learning process, which dependson the network topology for the given network in Figure 2.7, can take up to 50 − 70 secondsfor larger topologies. The routing layer is initiated with the minimum-hop routing, which isupdated during the network lifetime according to the algorithm proposed in Section 2.6. Inthis section, we present the numerical results once the neighbors are discovered and routesare established toward the fusion center. We have utilized the TOSSIM simulator of TinyOSto validate our proposals. All simulation run for 1000 seconds. The results presented in thissection are the average over several simulation runs.
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...Figure 2.8: Sensor network architecture. → represents the �ow of packets from the sourceto the destination. The forwarding sensor network receives a packet and queues into theforwarding queue at the MAC layer. The routing layer does not bu�er the forwarding tra�c.2.7.1 Open System StabilityIn Figures. 2.9 and 2.10 we plot, against the slot number, the average delays on the four routes
2 → 5 → 0, 2 → 1 → 0, 4 → 3 → 0, and 4 → 1 → 0 for the open system. The data samplingrates were set at λ1 = λ2 = λ3 = λ4 = λ5 = 0.2. Note that the data sampling rates are small.We were forced to select small data rates in order to guarantee stability of the nodes in thenetwork. The channel access rates were set to αi ≤ 0.2 for i = 1, ..., 5.Observations1. The delays on routes 2 → 5 → 0 and 2 → 1 → 0 are very close to each other, with avery fast convergence. Similarly for routes 4 → 3 → 0 and 4 → 1 → 0. This shows thatthe algorithm succeeds in achieving a Wardrop equilibrium.2. Note the high value of delay on routes 2 → 1 → 0 and 4 → 1 → 0 even for the moderate(or, very small) load on the system.3. The delays on di�erent routes are sensitive to the channel access probabilities. Thus,there is a need for carefully tuning the channel access probabilities. In Figure 2.9 and2.10, we also see the convergence to a load-balanced regime (equal delays on all thepossible routes from a particular source).54
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Figure 2.9: Delays incurred on routes 2 → 5 → 0, 2 → 1 → 0 for Open System. Where
λ1 = λ2 = λ3 = λ4 = λ5 = 0.22.7.2 Closed System StabilitySimulation results for the closed system are presented in Figure 2.11 and 2.12. The datasampling rates were set at λ1 = λ2 = λ3 = λ4 = λ5 = 0.2. Nodes were expected to adapttheir channel access probabilities based on the optimal tra�c split used by node 2 and 4.Observations1. The delays on routes 2 → 5 → 0 and 2 → 1 → 0 are very close to each other, witha fast convergence. This shows that the algorithm succeeds in achieving a Wardropequilibrium.2. For routes 4 → 3 → 0 and 4 → 1 → 0, the delays are also close to each other, with afast convergence. This shows that the algorithm is successful in achieving a Wardropequilibrium (equal delays on all the possible routes from a particular source).3. Note the small value of delay on routes 2 → 5 → 0 and 4 → 3 → 0 even for moderate(or, very small) load on the system. This is to be compared with the correspondingvalues shown under the results for open system where the delays on these routes werehigher even though the average data sampling rates were signi�cantly smaller. Thus, incomparison with the open system, the closed system provides better performance.We simulate another 6-node sensor network shown in Figure 2.13 to demonstrate the resultson routing. The only di�erence with the �rst network is that we have a di�erent routing setupbut its logical representation is the same. It is easily seen that φ1,0 = φ3,0 = φ5,0 = 1, node
0 being the common destination for all the packets generated in the network. The routing55
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Figure 2.10: Delays incurred on routes 4 → 3 → 0, 4 → 1 → 0 for Open System. Where
λ1 = λ2 = λ3 = λ4 = λ5 = 0.2algorithm thus has to �nd appropriate value of φ2,5 and φ4,3 in order that the tra�c �ow inthe network corresponds to a Wardrop equilibrium.2.7.3 Open System RoutingIn Figure 2.14 and 2.15 we plot, against the slot number, the average delays on the four routes
3 → 2 → 0, 3 → 1 → 0, 5 → 4 → 0, and 5 → 1 → 0 for the open system. The datasampling rates were set at λi ≤ 0.2, for i = 1, ..., 7. Note that the data sampling rates aresmall. We were forced to select small data rates in order to guarantee stability of the nodesin the network. The channel access rates were set to αi ≤ 0.2 for i = 1, ..., 7.Observations from Open System1. The delays on routes 3 → 1 → 0 and 3 → 2 → 0 are very close to each other, with avery fast convergence. Similarly for routes 5 → 4 → 0 and 5 → 1 → 0. This shows thatthe algorithm succeeds in achieving a Wardrop equilibrium.2. Note the high value of delay on routes 3 → 1 → 0 and 3 → 2 → 0 even for moderate(or, very small) load on the system.3. Figure 2.15 shows the delay obtained by varying the channel access rates to αi = 0.1for i = 1, ..., 5, and λ′s remaining the same as earlier. The estimated delays show thesensitivity to channel access probabilities. Thus, there is a need to carefully tune the

α′
is. In Figure 2.15, we also see that convergence to a load-balanced regime (equal delayson all the possible routes from a particular source) is violated by changing the α′

is. Aswe will see later, this is not a problem in the closed system because the system adapts56
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Figure 2.11: Delays incurred on routes 2 → 5 → 0, 2 → 1 → 0 for Closed System. Where
λ1 = λ2 = λ3 = λ4 = λ5 = 0.2its channel access probabilities to meet the target tra�c and there is no need of furthertuning this parameter.4. The delays on di�erent routes are also close to each other, with a fast convergence. Thisis also re�ected in the tra�c split obtained by the algorithm, as in Figure 2.16 we seethat node 3 uses node 2 a little less than the other available route because of smallerdelay on 3 → 1 → 0. Similarly, node 5 also use 5 → 1 → 0 more than 5 → 4 → 0because of smaller delay on the former. It is also interesting to note that the tra�c splitobtained in this �gure is proportional to the delays on di�erent routes in the network,i.e., φ32 is very close to 0.5 due to a smaller di�erence in estimated delays on routes

3 → 1 → 0 and 3 → 2 → 0, whereas, φ54 is not due to relatively large di�erence in theestimated delays on routes 5 → 1 → 0, 5 → 4 → 0. This is Wardrop equilibrium wherea slightly higher delay path is less used i.e., the +ve value of tra�c on alternate routeis imposed by the algorithm to ensure that all the alternatives are probed often enoughto cope up with a change in tra�c patterns.2.7.4 Closed System RoutingSimulation results for the closed system are presented in Figure 2.17, 2.18, 2.19, and 2.20.The data sampling rates were set at λ10.1, = λ2 = 0.2, λ3 = 0.1, λ4 = 0.005, λ5 = 0.1, λ6 =
0.1, λ7 = 0.1. Nodes were expected to adapt their channel access probabilities based on theoptimal tra�c split used by node 3 and 5.Observations from Closed System1. The delays on routes 3 → 1 → 0 and 3 → 2 → 0 are very close to each other, with57
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Figure 2.12: Delays incurred on routes 4 → 3 → 0, 4 → 1 → 0 for Closed System. Where
λ1 = λ2 = λ3 = λ4 = λ5 = 0.2a fast convergence. This shows that the algorithm succeeds in achieving a Wardropequilibrium.2. For routes 5 → 1 → 0 and 5 → 4 → 0, the delays are also close to each other, with a fastconvergence. This is also re�ected in the tra�c split obtained by the algorithm, as inFigure 2.19 we see that node 5 uses node 1 for most of its tra�c, thus obtaining smallerdelay. This is again Wardrop equilibrium where the higher delay path is not used (thesmall +ve value of tra�c on route 5 → 4 → 0 is imposed by the algorithm to ensure thatall the alternatives are probed often enough to cope up with a change in the network).3. Note the small value of delay on routes 3 → 1 → 0 and 3 → 2 → 0 even for moderate(or, very small) load on the system. This is to be compared with the correspondingvalues shown under the results for open system where the delays on these routes werehigher even though the average data sampling rates were signi�cantly smaller. Thus, incomparison with the open system, the closed system provides better performance.4. Figure 2.20 shows that the algorithm is also able to adapt the channel access rates ina distributed fashion. It can be checked that the values of α′

is converged-to by thealgorithm indeed are just enough to serve the tra�c o�ered to the di�erent nodes.In the above analysis, we have only presented results on the performance of our distributedrouting algorithm for both open and closed systems. We, now, consider a randomly deployedsensor network with 50 sensor nodes. There is only corner-sink which is the representative ofdata collection in the network. Sensors transmit their readings in a multihop fashion towardsthis sink. The sampling rate of all the nodes is a random variable uniformly distributedbetween 0 and 0.2. The channel access rate of all the nodes is set according to their sampling58
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Figure 2.13: Network Simulated for Routingrates. The simulation runs for 3000s and the sampling vector is changed every 100s to see theimpact of tra�c pattern change on the performance of closed system. Figure 2.21 displaysindividual node delays over time w.r.t change in the sampling rate. It can be easily seen,for each node in the network, that the delay does not change much due to a change in thetra�c pattern over time. The coupling in the closed system automatically regulates the delayby adapting its own sampling process to the change in network dynamics. The last degreeof freedom, i.e., the channel access rates are also adapted using the proposed optimizationcriteria. The CDF of the estimated delay in the network is presented in Figure 2.22.2.7.5 Closed System with Two Transmit QueuesWe, again, consider the 6-node sensor network shown in Figure 2.13. We consider this simplenetwork to clearly demonstrate the stability region in closed system with two transmit queues.The transmit queue of node i can have multiple packets in the transmit queue (both Qi,i.e,self generated, and Fi, i.e., those packets that were initially generated at some other node, andhave arrived at node i to be forwarded to some other node). Therefore, we need to implementtwo-queues at the MAC layer for sensor nodes for prioritizing tra�c (based on the appropriateweights given to Qi and Fi). We have implemented the Closed system with two-queues asa cross-layer (application-mac) module in TOSSIM [52]. The routing layer is initiated withthe minimum-hop routing, which is updated during the network lifetime according to thealgorithm proposed in Section 2.6. In this section, we present the simulation results once theneighbors are discovered and routes are established toward the fusion center. All simulationruns for 108, seconds.We present in Table 2.3, the results on stability region and throughput for sensors 1, 2,and 4 as sensors 3 and 5 do not forward any tra�c and yi for i = 3, 5 is set to 1.In order to demonstrate the results on delay-and-stability together using a closed-systemwith two-queues, we have implemented a 50-nodes sensor network with a common sink. InFigure 2.23 we plot, against the slot number, the average delays for our closed-system with59
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Figure 2.16: Tra�c split over the routes 3 → 1 → 0, 3 → 2 → 0, 5 → 1 → 0, 5 → 4 → 0 foropen system.
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Figure 2.18: Delays incurred on routes 5 → 1 → 0, 5 → 4 → 0 for closed system with
λ1 = 0.1, λ2 = 0.2, λ3 = 0.1, λ4 = 0.005, λ5 = 0.1.
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Figure 2.19: Tra�c split over the routes 3 → 1 → 0, 3 → 2 → 0, 5 → 1 → 0, 5 → 4 → 0 forclosed system. 63
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Figure 2.20: Convergence of channel access rates for closed system.
Table 2.3: Results on Throughput and Stability Region

α′s Throughput yNodes→ 1 2 4 1 2 40.0 0.00 0.00 0.00 1.0 1.0 1.00.1 0.50 0.48 0.51 0.88 0.91 0.900.2 0.80 0.75 0.79 0.80 0.82 0.850.3 0.95 0.92 0.96 0.70 0.71 0.740.4 0.85 0.83 0.85 0.72 0.75 0.780.5 0.64 0.60 0.62 0.76 0.80 0.820.6 0.45 0.45 0.40 0.81 0.83 0.850.7 0.32 0.29 0.30 0.85 0.86 0.890.8 0.10 0.11 0.11 0.97 0.98 1.000.9 0.01 0.02 0.01 1.00 1.00 1.001.0 0.00 0.00 0.00 1.00 1.00 1.0064
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Figure 2.21: Expected Delay in a randomly deployed network over time
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Chapter 3Cross-layer Routing in SANETsSANETs are becoming increasingly important in recent years due to their ability to detect andconvey real-time, in-situ information for many military and civilian applications. A fundamen-tal challenge for such networks lies in the hard delay constraint, which poses a performancelimit on achievable actuation dynamics.In this chapter, we consider a two-tier wireless sensor-actuator network and address theminimum delay problem for data aggregation. We consider the layered architecture introducedin Section 2.4 of Chapter 2. We analyze the average delay for this architecture in the network.The objective then is to minimize this delay in the network. We prove that the objectivefunction is strictly convex for the entire network. We then provide a distributed optimizationframework to achieve the required objective. The approach is based on distributed convexoptimization and deterministic distributed algorithm without feedback control. Only localknowledge is used to update the algorithmic steps. Speci�cally, we formulate the objective asa network level delay minimization function where the constraints are the reception-capacityand service-rate probabilities. Using the Lagrangian dual composition method, we derive adistributed primal -dual algorithm to minimize the delay in the network. We further developa stochastic delay control primal-dual algorithm in the presence of noisy conditions. We alsopresent its convergence and rate of convergence properties.This chapter also investigates an optimal actuator selection problem for wireless sensor-actuator networks. A sensor can transmit its readings to any near-by actuators. It is proposedthat each sensor must transmit its locally generated data to only one of the actuators. Apolynomial time algorithm is proposed for optimal actuator selection. We �nally propose adistributed mechanism for actuation control which covers all the requirements for an e�ectiveactuation process.3.1 IntroductionDistributed systems based on networked sensors and actuators with embedded computationcapabilities enable an instrumentation of the physical world at an unprecedented scale anddensity, thus enabling a new generation of monitoring and control applications. SANETs arean emerging technology that has a wide range of potential applications including environmentmonitoring, medical systems, robotic exploration, and smart spaces. Such networks consistof large number of distributed sensor and few actuator nodes that organize themselves intoa multihop wireless network. Each sensor node has one or more sensors (including multi-69



Chap. 3 Cross-layer Routing in SANETsmedia, e.g., video and audio, or scalar data, e.g., temperature, pressure, light, infrared, andmagnetometer), embedded processors, low-power radios, and is normally battery operated.Typically, these nodes coordinate to perform a common task. Whereas, the actuators gatherthis information and react accordingly.SANETs have the following unique characteristics:
• Real-time requirement: Depending on the application there may be a need to rapidlyrespond to sensor input. Examples can be a �re application where actions should beinitiated on the event area as soon as possible.
• Coordination: Unlike WSNs where the central entity (i.e., sink) performs the functions ofdata collection and coordination, in SANETs, new networking phenomena called sensor-sensor, sensor-actuator and actuator-actuator coordination may occur. In particular,sensor-sensor coordination deals with local collaboration among neighbors to performin-network aggregation and exploit correlations (both spatial and temporal). Sensor-actuator coordination provides the transmission of event features from sensors to actu-ators. After receiving event information, actuators may need to coordinate (actuator-actuator coordination) with each other (depend on the acting application) in order tomake decisions on the most appropriate way to perform the actions.From the above requirements, it is evident that delay constraints have a signi�cant impacton the design and operation (i.e., coordination and actuation dynamics) of wireless sensor-actuator networks. The objective is to minimize the total delay in the network. We usethe Lagrangian dual decomposition method to devise a distributed primal-dual algorithmto minimize the delay in the network. The deterministic distributed primal-dual algorithmrequires no feedback control and therefore converges almost surely to the optimal solution.It is important to pay equal attention to both the observed delay in the network and energyconsumption for data transmissions. A fast convergence means that only a small amount ofenergy is consumed to perform local calculations to achieve the desired optimizations. We alsodevelop a stochastic delay control primal-dual algorithm in the presence of noisy conditions.We then propose a selection algorithm to select an optimal actuator using which each sensorcan �nd an optimal actuator in polynomial time. Once the destination actuators are �xed,we use the distributed routing algorithm that achieves a Wardrop equilibrium, proposed inSection 2.6 of Chapter 2. We �nally propose a distributed actuation control mechanism thattakes into account all the possibilities for an e�cient actuation process suitable to a widerange of sensor-actuator applications.The organization of this chapter is as follows. Some related literature is presented in Section3.2. In Section 3.3, we provide the necessary motivation for the problem under considerationand present its formulation. Section 3.4 details the complete network and tra�c model. Theopen system (layered architecture) optimization is presented in Section 3.5. In Section 3.6, wepresent the stochastic delay control algorithm under noisy conditions. The rate of convergenceof this algorithm is presented in Section 3.7. The limitations of sensor-actuator coordinationare detailed in Section 3.8. We also present our algorithm for optimal actuator selectionand provide the working dynamics of our distributed routing algorithm, which converges to aWardrop equilibrium. In Section 3.9, we detail the guidelines for e�cient actuator-actuatorcoordination and distributed actuation process for sensor-actuator applications. In Section3.10, we present some TinyOS simulation results. Section 3.11 concludes the chapter andoutlines the future work. 70



Sec. 3.2 Related Literature3.2 Related LiteratureIn [55], the authors proposed an e�cient routing protocol for WSNs with global objective setto maximize network lifetime. The constraints are set to minimize the energy consumptionfor e�cient data aggregation. The protocol works by building gradients along an interestpropagation. In short, interest propagation sets up state in the network (or parts thereof) tofacilitate "pulling down" data toward the sink. The results provided therein have shown sig-ni�cant improvement over traditional routing protocols both in terms of communication andcomputational load. Whereas in [65], the authors use the same approach as [55] for sensor-actuator networks using anycast routing. A reverse tree-based anycast routing is proposed,which constructs a tree routed at the event source, where sensors can join and leave dynam-ically. The introduction of actuators in the existing WSNs has opened up a new dimensionof "a hard delay constraint" while still looking for near-optimal network lifetime solutions[58]. For example, Targeting an intruder holding a sniper in a surveillance �eld can be aninteresting case to consider. The actuation process has to localize the position of the intruderand actuate the destruction process. The important constraint in this case is the latency ofthe received data because the sensor data can be no more valid at the time of actuation incase of increased latency.A well designed application-speci�c coordination protocol is proposed [66], where clusterformation is triggered by an event so that clusters are created on-the-�y to optimally reactto the event itself and provide the reliability with minimum energy expenditure. In orderto provide e�ective sensing and acting, an e�cient and distributed coordination mechanismis required for delay-energy aware dissemination of information, and to perform right andtimely actions. Therefore, we proposed to establish these clusters once during the initialnetwork deployment and the routing protocol can disseminate the sensed information to theactuators through maximum remaining energy paths. After receiving the event information,actuators may need to coordinate with each other in order to make decisions on the mostappropriate way to perform the required action. Depending on the application, there can bemultiple actuators interested in some information. Therefore, sensors need to transmit thisdata toward multiple actuators, which results in excess sensor-energy drain due to multipletransmissions of redundant information [67]. Moreover, the collected and transmitted sensordata must be valid at the time of acting. For example, if sensors detect a malicious personin an area and transmit this information to its optimal actuator; and the act of disposing atranquilizing gas must �nd that person in the very same area. Therefore, the issue of real-timecommunication is very important in SANETs.Most of the current research on sensor systems is mainly focused toward optimizing thenetwork lifetime (e.g., [129]) and the energy consumption of the sensors bypassing the delay-sensitivity of sensor data for real time applications. In [68], the authors presented a detailedoverview of the routing techniques proposed for WSNs. The routing techniques are classi-�ed into three categories based on the underlying network structure: �at, hierarchical, andlocation-based routing. The hierarchical routing schemes have shown a promising improve-ment for prolonging network lifetime [41]. An enhancement in basic LEACH is proposed in[42], where the network lifetime has been extended by the introduction of closest neighborcommunication. In [69, 140], the network lifetime was prolonged on the basis of threshold-sensitive routing schemes. All of these protocols share a common problem: routing semanticsbinded to application requirements.In case of multiple basestation, if the mapping between a sensor node and one (or more)71



Chap. 3 Cross-layer Routing in SANETsbasestation is given a priori, then the problem of �nding optimal minimum energy routes tooptimize network lifetime has been investigated in [26, 41] for WSNs. In [25], the authorspropose to split the �ow from a source sensor and transmit it toward multiple sinks in orderto extend the lifetime. But there is very little research contribution toward �nding optimaldelay routes in wireless sensor-actuator networks.In this work, we optimize all the three types coordination that occur in sensor-actuatornetworks namely: sensor-sensor coordination, sensor-actuator coordination, and actuator-actuator coordination. We propose that each sensor should transmit its measurements toonly destination actuator in order to conserve energy. We then proposed a closed architecture(using a cross-layering approach) for a broad class of wireless sensor-actuator networks, whichgives a stable operating region as well as minimize the end-to-end delays. We also proposean optimal actuator selection algorithm that provides a good mapping between each sensorand a destination actuator for a delay e�cient actuation mechanism. Our routing algorithmis an adaptation of the algorithm proposed in 2.6 to the case of SANETs. In this algorithm,each source uses a two time-scale stochastic approximation algorithm. We �nally proposea distributed actuation mechanism that covers a wide range of requirements for distributedactuation dynamics in sensor-actuator applications.3.3 Problem StatementIf the mapping between a sensor node and one (or more) basestation/actuator1 is given a priori,then the problem of �nding optimal minimum energy routes to optimize network lifetimehas been well investigated in the past [25, 26] for WSNs. But there is very little researchcontribution toward �nding optimal delay routes in wireless sensor-actuator networks. Further,in cases when there are multiple actuators and mapping between the sensors and actuators isnot given, the joint problem of �nding an optimal actuator and minimum end-to-end delayroutes is a challenging and interesting problem. In order to provide e�ective sensing andacting tasks, e�cient coordination mechanisms are required. We will mainly focus on twomost constrained coordination levels namely: sensor-actuator coordination, and actuator-actuator coordination. Whereas the sensor-sensor coordination, in particular, requires atmosttwo-hop neighborhood information to exploit correlations and aggregation dynamics (a minoroptimization that could be achieved at this coordination level is the optimization of searchspace over neighborhood sets as �ows are directional in sensor-actuator networks). There isa need for an analytic framework in order to characterize the management, coordination andcommunication issues. Sophisticated distributed coordination algorithms need to be developedfor e�ective sensing and acting tasks. Leveraging a cross-layer approach can provide much moree�ective sensing, data transmission, and acting in SANETs. Several cross-layer integrationissues among the communication layers should be investigated in order to improve the overalle�ciency of SANETs.In this chapter, we consider the layered architecture introduced in Section 2.4 of Chapter2. We analyze the average end-to-end delay in the network. The objective is to minimizethe total delay in the network. We prove that this objective function is strictly convex forthe entire network. We then provide a distributed optimization framework to achieve the re-quired objective. The approach is based on distributed convex optimization and deterministic1Actuators/basestations have similar semantics for modeling purposes, i.e., sinks for data generated in thenetwork. 72



Sec. 3.4 The Network Modeldistributed algorithm without feedback control. Only local knowledge is used to update the al-gorithmic steps. Speci�cally, we formulate the objective as a network level delay minimizationfunction where the constraints are the reception-capacity and service-rate probabilities. Usingthe Lagrangian dual composition method, we derive a distributed primal-dual algorithm tominimize the delay in the network. We further develop a stochastic delay-control primal-dualalgorithm in the presence of noisy conditions. We also present its convergence and rate ofconvergence properties.This chapter also investigates a delay-optimal actuator-selection problem for SANETs.Each sensor must transmit its locally generated data to only one of the actuators. We proposea polynomial time algorithm for actuator selection. Our algorithm, called �AS: ActuatorSelection� for optimal routing actuator selection, is based on the conjecture that the optimalactuator for a sensor node should be closely related to the actuator that provides minimum end-to-end delay, when there is no constraint on the number of destination actuators. Once, thedestination actuators are �xed, we use the adaptive and distributed routing scheme, introducedin Section 2.6 of Chapter 2, for a general class of SANETs. We �nally propose a distributedactuation mechanism for a wide range of sensor-actuator applications. Depending upon theacting application, the actuation expectation re�ects the most appropriate fashion to carryout the acting tasks.3.4 The Network ModelWe consider a static wireless sensor-actuator network with N sensor and M actuator nodesas shown in Figure 3.1.3.4.1 Channel Model and AntennasWe assume a simple channel model: a node can decode a transmission successfully i� thereis no other interfering transmission. Each sensor node is equipped with an omni-directionalantenna. Whereas, the actuators can be equipped with two antennas; one to communicate withsensor network (sensor-actuator coordination), and the other to communicate with actuatornetwork (actuator-actuator coordination) for a fast and e�ective actuation process.3.4.2 FrequencyAssume that all sensor nodes share the same frequency band, whereas one of the antennainterface at the actuators share the same frequency band as the sensor network while theother might utilize a di�erent frequency to communicate with the network of actuators. Thetime is divided into �xed length slots. All the packets are of same length and the length of atime slot corresponds to the time required to transmit a packet over the underlying wirelesschannel.3.4.3 Neighborhood Relation ModelGiven is an (N +M)×(N +M) neighborhood relation matrix N that indicates the node pairsfor which direct communication is possible. We will assume that N is a symmetric matrix,i.e., if node i can transmit to node j, then j can also transmit to node i. For such node pairs,the (i, j)th entry of the matrix N is unity, i.e., Ni,j = 1 if node i and j can communicate with73



Chap. 3 Cross-layer Routing in SANETseach other; we will set Ni,j = 0 if nodes i and j can not communicate. For any node i, wede�ne Ni = {j : Ni,j = 1}, which is the set of neighboring nodes of node i.
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Task Manager

: actuator

: sensor

Figure 3.1: Architecture of Sensor-Actuator Networks3.4.4 Application-layer Sampling-MechanismEach sensor node is assumed to be sampling (or, sensing) its environment at a prede�ned rate;we let λi denote this sampling rate for node i. The units of λi will be pkts/s, assuming samepacket size for all the sensors in the network. In this work, we will assume that the readingsof each of these sensor nodes are statistically independent of each other so that distributedcompression techniques are not employed (see [30] for an example where the authors exploitthe correlation among readings of di�erent sensors to use distributed Slepian-Wolf Coding [31]to reduce the overall transmission rate of the network).3.4.5 RelayingEach sensor node wants to use the sensor network to forward its sampled data to a commonfusion center (assumed to be a part of the network (conceptually, we can assume that thisfusion center is also a sensor node, which has 0 sampling rate)). Thus, each sensor node actsas a relay for other sensor nodes in the network. We will assume that the bu�ering capacity74



Sec. 3.5 Optimization Problem for Open Systemof each node is in�nite, so that there is no data loss in the network. We will allow for thepossibility that a sensor node discriminates between its own packets and the packets to beforwarded.3.4.6 Tra�c ModelWe let φ denote the (N +M) × (N +M) routing matrix. The (i, j)thelement of this matrix,denoted φi,j , takes value in the interval [0, 1]. This means a probabilistic �ow splitting (�owsplitting provides an extra degree of freedom to utilize available routes in a fair manner) asin the model of [33], i.e., a fraction φi,j of the tra�c transmitted from node i is forwarded bynode j. Clearly, we need that φ is a stochastic matrix, i.e., its row elements sum to unity.Also note that φi,j > 0 is possible only if Ni,j = 1. Our objective in this chapter is to come upwith a distributed algorithm (after �xing the destination actuator) using which any node (say
i) is able to converge to the corresponding row of the matrix φ corresponding to the Wardropequilibrium.3.4.7 Channel Access MechanismWe assume that the system operates in discrete time, so that the time is divided into (concep-tually) �xed length slots. We also assume that the packet length (or, transmission schedulelength) is �xed throughout system operation. The system operates on CSMA/CA like MAC.Assuming that there is no exponential back-o�, the channel access rate of node i (if it has apacket waiting to be transmitted) is 0 ≤ αi ≤ 1 (to avoid pathological cases). Thus, αi is theprobability that node i, if it has a packet to be transmitted, attempts a transmission in anyslot. A node can receive a transmission from its neighbor if it is not transmitting and alsono other neighboring node is transmitting, i.e., if the transmission is meant for some node j,
j ∈ Ni, then the transmission from node i to node j is successful i� none of the nodes in theset j ∪ Nj\i transmits.3.5 Optimization Problem for Open SystemWe will call a routing matrix feasible if the following constraint is met

∑

1<j≤n
λj = a1,where, without loss of generality, we have given an index 1 to the fusion center. This require-ment says that all the data generated in the network must end-up at the fusion center [C-12].We have the following consideration now: Minimize the total delay in the network

∑

i

wi
1

1 − ai

µi

(

1 − ai
2µi

) (3.1)where we have used the average delay formula for our system with mean service requirementof unity. Here wi > 0 is a weight given to the node i, for example, the node close to fusioncenter may be heavily loaded, hence we may want to give more attention to this node. Here
aj

µj
is the load on node j. s.t. ∑

iwi (µi − ai), which says, maximize the di�erence betweenthe service rate and the arrival rate into any node, while in the stable region. It is important75



Chap. 3 Cross-layer Routing in SANETsto be noted that we �rst �x the routing in the network, and thus, �xing the arrival rate ateach node. We then look at the optimization criteria assuming the network is operating in thestable region. We thus want to maximize the system performance while in the stable region.We �rst consider the delay minimization objective function
min
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∑
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) (3.2)where xi = 1
µi−ai

.First of all, we will prove that xi is a convex function. Let f (µi) be a function of a singlevariable de�ned on the interval I, then f (µi) is convex, if for all a ∈ I, all b ∈ I, and all
t ∈ [0, 1], we have

f (c) − tf (a) − tf (b) ≤ 0where t = 1 − t. Also, we assume the feasible region of xi is [a, b]. We have
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f (c) − tf (a) − tf (b) ≤ 0n-Node Example: Let us consider an example of n-nodes and use this method to proveconvexity. According to the objective function (3.2), we can rewrite it as
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Sec. 3.5 Optimization Problem for Open System
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f (c) − tf (a) − tf (b) ≤ 0 (3.6)By plugging (3.4) and (3.5) into (3.6) and solving, we get
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> 0Therefore we have proved that

f (c) − tf (a) − tf (b) ≤ 0The proof is complete and is for any number of nodes n ∈ [1, N ]. We have shown that thefunction min
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Chap. 3 Cross-layer Routing in SANETsThen the Lagrange of f (·) is
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︸ ︷︷ ︸

> 0As discussed before, wi is the weight given to the node i. We want to give a higher weightto those nodes that are heavily loaded so that they can have a higher priority for transmissionsover nodes that are not. Here is how we calculate the weight wi for each node i
wi =

Fi
Ni
aiHere, Fi is the set of neighboring nodes that are transmitting data to the node i, Ni isthe entire set of one-hop neighbors of node i, and ai is the total arrival rate into node i. Herewe take into consideration the total load on the node i in terms of arrival rate ai along withthe neighborhood of the node. Because, we do not want to destabilize the neighborhood of anode by assigning it a high priority over transmissions. Therefore, we consider both the load

ai and the neighborhood Fi

Ni
of node i while assigning weight in order to be fair locally.78



Sec. 3.5 Optimization Problem for Open System3.5.1 Lagrange Dual ApproachIn what follows, we use the Lagrange dual decomposition method to solve the minimizationproblem. The Lagrangian function with the Lagrange multipliers (λi) is given as follows:
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λi (µi − ai)where µ = {µi, i = 1, . . . , n} and λ = {λi, i = 1, . . . , n}.Then, the Lagrange dual function is
Q (λ) = min

µ
L (µ, λ)Thus, the dual problem is given by

D : max
λ>0

Q (λ)3.5.2 Deterministic Primal-Dual AlgorithmThe delay minimization problem can be solved via the following deterministic distributedalgorithm
• The µ′is are updated by
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• The Lagrange multipliers are update by
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= µi − aiWe note that in the above algorithm, we have used the same step size εnfor both the primaland the dual algorithms. We can �nally write the Primal-Dual algorithm as follows
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Chap. 3 Cross-layer Routing in SANETs3.6 Stochastic Delay Control And Stability Under Noisy Con-ditionsIn this section, we examine the convergence performance of the above distributed algorithmsunder stochastic perturbations, due to noisy feedback information.3.6.1 Stochastic Primal-Dual Algorithm For Delay ControlIn the presence of noisy feedback information, the gradients are estimators. More speci�cally,the stochastic version of the primal-dual algorithm is given as follows
µi(n+ 1) = µi(n) − εn · L̂µi

(µ(n),ϕ(n))

ϕi(n+ 1) = ϕi(n) + εn · L̂ϕi
(µ(n),ϕ(n))

(3.9)where L̂µi
is an estimator of ∇µi

L(µ(n),ϕ(n)) and L̂ϕi
is an estimator of ∇ϕi

L(µ(n),ϕ(n)).3.6.2 Probability One Convergence Of Stochastic Delay Control AlgorithmNext, we examine in detail the models for stochastic perturbations. Let {zn} be a sequence of
σ-algebras generated by {(µi(m), ϕi(m)),∀m ≤ n}. For convenience, we use En [·] = E [·|zn]to denote the conditional expectation.1. Stochastic gradient L̂µiObserve that

L̂µi
(µ(n),ϕ(n)) = ∇µi

L(µ(n),ϕ(n)) + αi(n) + ζi(n)where
αi(n) , En

[

L̂µi
(µ(n),ϕ(n))

]

−∇µi
L(µ(n),ϕ(n))

ζi(n) , L̂µi
(µ(n),ϕ(n)) − En

[

L̂µi
(µ(n),ϕ(n))

] (3.10)i.e. αi(n) is the biased random error of ∇µi
L(µ(n),ϕ(n)) and ζi(n) is a martingaledi�erence noise since En [ζi(n)] = 0.2. Stochastic gradient L̂ϕiObserve that

L̂ϕi
(µ(n),ϕ(n)) = ∇ϕi

L(µ(n),ϕ(n)) + βi(n) + ξi(n)where
βi(n) , En

[

L̂ϕi
(µ(n),ϕ(n))

]

−∇ϕi
L(µ(n),ϕ(n))

ξi(n) , L̂ϕi
(µ(n),ϕ(n)) − En

[

L̂ϕi
(µ(n),ϕ(n))

]i.e. βi(n) is the biased random error of ∇ϕi
L(µ(n),ϕ(n)) and ξi(n) is a martingaledi�erence noise.We impose the following standard assumptions in order to examine the convergence of thestochastic primal-dual algorithm: 80



Sec. 3.6 Stochastic Delay Control And Stability Under Noisy ConditionsA1. We assume that the estimator of the gradients are based on the measurements in eachiteration only.A2. Condition on the step size: εn > 0, εn → 0,
∑

n εn → ∞ and ∑

n ε
2
n <∞.A3. Condition on the biased error: ∑

n εn|αi(n)| <∞ and ∑

n εn|βi(n)| <∞, ∀i.A4. Condition on the martingale di�erence noise: ∑

n εn
[
ζi(n)2

]
<∞ and ∑

n εn
[
ξi(n)2

]
<

∞, ∀i.We have the following proposition:Proposition: Under Conditions A1 - A4, the iterates, generated by stochastic approxima-tion algorithm (3.9), converge with probability one to the optimal solutions of the problem.Sketch of the proof: The proof consists of two steps. First, using the stochastic LyapunovStability Theorem, we establish that the iterates generated by (3.9) return to a neighborhood ofthe optimal points in�nitely often. Then, we show that the recurrent iterates eventually residein an arbitrary small neighborhood of the optimal points, and this is proved by using localanalysis. We use the following example to illustrate how to characterize su�cient conditionsfor the almost sure convergence of stochastic gradient algorithms.We assume that the exponential marking technique is used to feedback the price informa-tion, ϕi, to the source nodes. Therefore the overall non-marking probability is that
pi = exp(ϕi)To estimate the overall price, source i sends Ni packets during round n and counts the non-marked packets. For example, ifK non-marked packets have been counted, then the estimationof the overall price p̂i can be K/Ni. Therefore

L̂µi
(µ(n),ϕ(n)) = − wiai

2(µi − ai)2
+ log (p̂i) (3.11)By the de�nition of (3.10), we have

αi(n) = En [log (p̂i)] − log (pi)Note thatK is a Binomial random variable with distribution B (Ni, q). When Ns is su�cientlylarge, it follows that p̂i ∼ ℵ(pi, pi (1 − pi) /Ni) and p̂i ∈ [
Pi − c/

√
Ni, Pi + c/

√
Ni

] with highprobability, where c is a positive constant. Then the estimation bias of the price informationcan be upper-bounded as
|αi(n)| ≤ c′√

Nifor large Ni, where c′ is some positive constant.To ensure the convergence of primal-dual algorithm, from condition A3, it su�ces to havethat ∑

n

εn√
Ni

<∞Next, we discuss that the variance condition A4 is satis�ed for ζi(n). By (3.10) and (3.11),
En

[
ζi(n)2

]
= En

[

L̂2
µi

(µ(n),ϕ(n))
]

− E2
n

[

L̂µi
(µ(n),ϕ(n))

]

= En
[
log2 (p̂i)

]
− E2

n [log (p̂i)]

≤ En
[
log2 (p̂i)

]

≤ En
[
log2 (pi + c)

]
∀Ni � 0Similar studies can be done for βi(n) and ξi(n).81



Chap. 3 Cross-layer Routing in SANETs3.7 Rate of Convergence of Stochastic Delay Control AlgorithmThe rate of convergence is concerned with the asymptotic behavior of normalized errors aboutthe optimal points. Our primal-dual algorithm can be rewritten as a general constrained formas follows: [
µi(n+ 1)
ϕi(n + 1)

]

=

[
µi(n)
ϕi(n)

]

+ εn

[
−∇µi

L(µ(n),ϕ(n))
∇ϕi

L(µ(n),ϕ(n))

]

+εn

[
αi(n) + ζi(n)
βi(n) + ξi(n)

]

+ εn

[
Zµi
n

Zϕi
n

]where εnZµi
n and εnZϕi

n are the correction term which force µi and ϕi to reside inside the con-straint set. As is standard in the study on the rate of convergence, we assume that the iteratesgenerated by the stochastic primal-dual algorithm have entered in a small neighborhood of anoptimal solution (µ∗i , ϕ∗
i ).To characterize the asymptotic properties, we de�ne Uµi

(n) , (µi (n) − µ∗i ) /
√
εn and

Uϕi
(n) , (ϕi (n) − ϕ∗

i ) /
√
εn, and we construct Un(t) to be the piecewise constant interpola-tion of U(n) = {Uµi

(n) , Uϕi
(n)}, i.e., Un(t) = Un+1, for t ∈ [tn+i − tn, tn+i+1 − tn], where

tn ,
∑n−1

i=0 εn.A5. Let θ(n) , (µi(n), ϕi(n)) and φ(n) , (ζ(n), ξ(n)). Suppose for any given small ρ > 0,there exists a positive de�nite symmetric matrix Σ = σσ′ such that
En

[
φnφ

T
n − Σ

]
I {|θ(n) − θ∗| ≤ ρ} → 0as n→ ∞. Where, the term I {...} is actually a conditional identity matrix. It means that if

|...| ≤ p, the term I {...} = I (identity matrix); if not, I {...} = 0.De�ne
A ,

[
Lµiµi

(µ∗,ϕ∗) Lϕiµi
(µ∗,ϕ∗)

−Lϕiµi
(µ∗,ϕ∗) 0

]A6. Let εn = 1/n, and assume A + I/2 is a Hurwitz matrix. Note that it can be easilyshown that the real parts of the eigenvalues of A are all non-positive (cf. page 449 in [145]).We have the following proposition.Proposition:a) Under Conditions A1 and A3-A6. Un (·) converges weakly to the solution (denoted as
U) to the Skorohod problem

(
dUµi

dUϕi

)

=

(

A+
I

2

)(
Uµi

Uϕi

)

dt+ σdw(t) +

(
dZµi

dZϕi

)b) If (µ∗i , ϕ
∗
i )is an interior point in the constraint set, the limiting process U is a station-ary Gaussian di�usion process, and U(n) converges in distribution to a normally distributedrandom variable with mean zero and covariance Σ.c) If (µ∗i , ϕ
∗
i ) is on the boundary of the constraint set, then the limiting process U is astationary re�ected linear di�usion process.Proposition can be proved by appealing to a combination of tools used in the proofs ofTheorem 5.1 in [56] and Theorem 2.1 in Chapter 6 in [57]. Roughly, we can expand, viaa truncated Taylor series, the interpolated process Un(t) around the chosen saddle point

(µ∗i , ϕ
∗
i ). Then, the main new step is to show the tightness of Un(t). To this end, we can82



Sec. 3.8 Sensor-Actuator Coordinationfollow part 3 in the proof of Theorem 2.1 in Chapter 6 in [57] to establish that the biased termin the interpolated process diminishes asymptotically. Then, the rest follows from the proofof Theorem 5.1 in [56].The rate of convergence depends heavily on the smallest eigenvalue of (
A+ I

2

). Themore negative the smallest eigenvalue is, the faster the rate of convergence would be. There�ection terms would help increase the speed of convergence, which unfortunately cannot becharacterized exactly.3.8 Sensor-Actuator CoordinationThis is the most constrained coordination level in SANETs. The coordination between sensorsand actuators follows a hierarchical architecture [41], which has been shown to perform betterin terms of de�ned QoS as compared to the �at architecture [55]. To minimize the latency be-tween sensing and acting, the main goal of this coordination is transmit the event informationto the appropriate actuators in the shortest time. The excessive burden of relaying informationto the actuators can cause the sensor nodes to die due to limited battery supply. Therefore,we propose that each sensor should transmit event information to only one of the availableactuators in the network instead of transmitting toward multiple actuators. Whereas, theoptimal actuator upon receiving the event information can transmit to neighboring actuators,if required. Once the destination actuators are �xed for each sensor in the network, we useour distributed routing algorithm on top of layered architecture to optimize the end-to-enddelays at this coordination level.3.8.1 Optimal Actuator SelectionThe �rst step in optimizing this coordination is the selection of an optimal actuator for eachsensor in the network. In the following, we detail the selection criteria and algorithm.3.8.1.1 Observed Delay on Di�erent RoutesUnder the above model there will be a delay, say ymj,i of the packet from sensor node j to beserved at sensor node i for actuator node m; this packet could have originated at sensor node
j or may have been forwarded by sensor node j. The Expected delay of a packet transmittedfrom sensor node j is thus

∑

i6=j
φmj,iy

m
j,i.Since delays are additive over a path, packets from any sensor node will have a delayover any possible route to the actuator node (fusion center). A route will be denoted by anordered set of sensor nodes that occur on that route, i.e., the �rst element will be the sourceof the route, the last element will be the actuator node and the intermediate elements will besensor nodes arranged in the order that a packet traverses on this route. Let the total numberof possible routes (cycle-free) be Rm. Let route im, 1 ≤ im ≤ Rm be denoted by the set

Rm
i consisting of Rmi elements with Rm

i,j denoting the jthentry of this route. Then, a tra�csplitting matrix will correspond to a Wardrop equilibrium i� for any i ([29])83



Chap. 3 Cross-layer Routing in SANETs
∑

1≤jm≤Rm:Rm
j,1=i

(
∏Rm

j −1

k=1 φRm
j,k
,Rm

j,k+1

)

(
∑Rm

j −1

k=1 yRm
j,k
,Rm

j,k+1

)

=
∑Rm

l −1
k=1 yRm

l,k
,Rm

l,k+1
,

(3.12)for any l with Rm
l,1 = i and such that ∏Rm

l −1

k=1 φRm
l,k
,Rm

l,k+1
> 0, i.e., the delays on theroutes that are actually used by packets from sensor node i are all equal. As we are exploringall the possible routes to all potential destination actuators, this computation can becomevery heavy. One way to limit the available number of actuators to choose from is to limitthe maximum hop count that packets from sensor i should traverse. Therefore, we limit theactuator selection problem to a max. hopcount. This would just limit the solution space ofthe problem that we are considering. In theory, probing on paths toward actuators that are farfrom a given sensor will only result in slow convergence of optimal actuator selection problem,and is hence, avoided in this chapter. In practice, such a probe is meaningless as it results inhuge waste of the very constrained limited-energy source in the network.3.8.1.2 AS: Actuator Selection AlgorithmIf the optimal mapping between a sensor and actuator is known, we focus only on optimaldelay routing. In our network, such a mapping is not available. Therefore, we develop ouralgorithmic solution in three steps, 1) minimize the available actuator set, 2) �nd an optimalmapping between a sensor and actuator, and 3) �nd an optimal routing for this mapping.To achieve the �rst step, we use a distributed topology-learning algorithm proposed in [C-1]to �nd the subset of actuators which are restricted by hopcount. The presence of actuators isnot known during the initial network deployment in [C-1]. A distributed learning algorithm isproposed to discover the near-by actuators (the search is restricted by a hop-count parameterin order to avoid �ooding). In order to �nd an optimal mapping between a sensor and actuatorin the second step, we de�ne our selection algorithm below.Algorithm 1 (AS)1. For a sensor i, ∑

k φ
m
i,k = θ, where θ = 1

m (1 ≤ m ≤M) . Also, φmi,k = θ∑

k k
m .2. We estimate for node i, ∑

k y
m
ik

k = τi (m), where ymik is the delay for sensor i on route kfor actuator m.a) We choose a destination actuator based on the following: minm τi (m), i.e., if thereexists an actuator m for which ∑

k y
m
ik

k is minimum, choose m as i′s destination actuator.b) If there exist two actuators m and n, such that τi (m) = τi (n) and dni < dmi , thenchoose n as i′s destination actuator. We also consider a worst-case situation, when
τi (m) = τi (n) and dni = dmi ; in this case, we allow a sensor i to randomly select anactuator as its �nal destination.3. Stop, when all mappings are �xed.Note that θ is the percentage of tra�c that is sent to one of the destination actuators. Weequally distributed the fraction of total tra�c to m actuators in order to be fair for actuatorselection procedure. Whereas, the percentage θ for each actuator m is further uniformlysplitted over k routes from sensor i. There is one subtle detail in the AS algorithm thatdeserves further consideration. Suppose that in step 2(b), if the average delays on k routes84



Sec. 3.9 Actuator-Actuator Coordinationfor two actuators m and n are equal. Which actuator should we then choose as the optimalactuator for sensor i? Clearly, the distance factor should be taken into account since doing sowould help reduce the overall energy consumption over the route. Also, if τi (m) = τi (n) and
dni = dmi , a sensor is allowed to randomly select its destination actuator.We denote a (i), the resulting destination actuator for sensor i via the above mapping.Then, we have ∑

k φ
a(i)
i,k = 1 and ∑

k φ
m
i,k = 0 for m 6= a (i). In the third step, we use ourdistributed routing algorithm that converge to a Wardrop equilibrium for the system underconsideration.3.8.2 A Distributed Routing AlgorithmThis algorithm is actually an adaptation of the algorithm already proposed in Section 2.6.3.8.2.1 Open System (Layered Architecture)Nodes iteratively keep updating the one-hop routing probabilities based on the delays incurredfor every possible path.Let φ(n) denote the tra�c splitting matrix at the beginning of the nth time slot. Node idoes some computation to update the ith row of this matrix. Let Y a(i)

k (n)(Ra(i)
k,1 = i) be thenew value of the delay of a packet sent by sensor i through route k(i = Ra(i)

k,1 ). Node i keepsan estimate of the average delay on route k.
y
a(i)
k (n+ 1) = (1 − β)y

a(i)
k (n) + βY

a(i)
k (n). (3.13)Further, after calculating the expected delays at the start of a time slot, each node adaptsits routing probabilities to the new expected delays as follows,

φ
i,Ra(i)

k,2

(n+ 1) = (1 − γ)φ
i,Ra(i)

k,2

(n)+

γ

(
∑

1≤la(i)≤Ra(i):Ra(i)
l,1 =i

y
a(i)
l (n)φ

i,Ra(i)
l,2

(n) − y
a(i)
k (n)

) (3.14)3.8.2.2 Closed System (Cross-Layer Architecture)The updates for this system are going to be the same as that for the Open system. Delayand routing probability learning will remain as was in the Open System. The optimizationcriteria for channel access is also presented earlier in Section 2.6 of Chapter 2.3.9 Actuator-Actuator CoordinationThe coordination between the actuators follows a QoS architecture which can be divided intoa number of categories based on application requirements [58]. As this particular coordinationlevel is not constrained by limited resources, therefore, one can use AODV [81]/OLSR [82]like routing protocols for an e�cient coordination among di�erent actuators. Since, we haveonly one sink in the network, the network of actuators can form an aggregation tree towardthis common sink and the �ow from an actuator can be splitted and send over multipleroutes toward the sink for remote processing requirements. At this coordination level, theoptimal �ow problem to obtain minimum end-to-end delays can be done in a similar fashion85



Chap. 3 Cross-layer Routing in SANETsas is optimized for the sensor-actuator coordination level. Note that in this case, all the datagathered at di�erent actuators is sent to a common sink, and hence, the solution is not repeatedhere to conserve length.3.9.1 Classi�cation of Actuation ProcessThe actuator coordination is classi�ed into two main types which covers all the requirementsfor an e�ective actuator-actuator coordination framework.3.9.1.1 Distributed Single-Actuator Actuation ProcessA sensor transmits/forwards the readings to its optimal actuator. The actuator can processall incoming data and initiate appropriate actions without any involvement of neighboringactuators, e.g., a high alert security application. The actuators can later route this informationback to the sink for some remote processing. This approach is referred to as AF (Action First)approach.3.9.1.2 Distributed Multiple-Actuator Actuation ProcessUpon receiving the event information, the actuator route it to neighboring actuators in order tobest decide the optimal actuation strategy, e.g., in case of �re, the actuators need to e�cientlycollaborate so that the �re can easily be extinguished before it becomes uncontrollable. Inthis fashion, an energy constrained sensor do not need to transmit its readings to multipleactuators. Instead, the �rst actuator to receive this event information will relay it to itsneighboring actuators to come up with an optimal actuation plan. This approach is referredto as DF (Decision First) approach. This actuation expectation can be expressed as follows:
Da(x,y)
m = ηd (m, (x, y)) + ζp (a (x, y)) (3.15)where Da(x,y)

m is the expectation for actuator m, (1 ≤ m ≤M) to join the actuation pro-cess a (x, y), where x, y determine the coordinates of the actuation area. d (m, (x, y)) is thedistance of actuator m from the actuation area x, y. p (a (x, y)) is the priority of of actuationprocess a (x, y). η and ζ are application dependent adjustable parameters. Depending on theapplication, we can set a threshold ε. If Da(x,y)
m > ε, then the actuator m will participate in theactuation process. For this study, we do not take into account the energy consumption issuesfor actuation expectation Da(x,y)

m because the energy of the actuators is assumed to be in�nity(or rechargeable energy source). For the case, where a �nite source of energy is available atthe actuators, an additional energy constraint and its own adjustment parameters could alsoadded.3.9.2 Data Collection and Distributed RoutingAt any instant of time, an actuator may have two types of packets to be transmitted:1. Packets received by the assigned sensor network.2. Packets from neighboring actuators that arrived at this actuator and need to be for-warded. 86



Sec. 3.9 Actuator-Actuator CoordinationClearly, an actuator needs to have some scheduling policy to decide on which type of packet itwants to transmit, if it decided to transmit. A �rst come �rst served scheduling is one simpleoption. Yet another option is to have two separate queues for these two types of packets and doa weighted fair queueing for these two queues. In this chapter, we consider the second option.Under this mechanism, an actuator node i has two queues (introduced in Section 2.4of Chapter2) associated with it: one queue (denoted Qi) contains the packets that i has received from itsassigned sensor network and the other (denoted Fi) contains packets that i has received fromone of its neighboring actuators and has to be relayed. The combined channel access/datasampling mechanism is already detailed Section 2.4. We assume that the queue Qi is alwaysnonempty, i.e., sensor nodes make new measurements and continuously transmit packets totheir assigned actuators. A detailed stability analysis of this scheme without power control ispresented in Section 2.5.3.9.3 Stability Analysis with Power ControlLet there be a �nite set of power levels that an actuator node is allowed to use; denote this setby {l1, ..., lL} assume (lk < lk+1). A actuator has to decide on the next hop actuator (thusrequiring appropriate power for transmission). Let Ni (k) be the set of actuators that canreceive i′s transmission when actuator i is using power level lk. Actuator i accesses channelwith probability αi and we are in the scenario where actuator i always have data to transmit(coming from its assigned sensor network).The routing now gives the power level used for transmission; assume that mi,j is such thatactuator i needs power lmi,j
to communicate with actuator j (this is assumed to be symmetric,i.e., mi,j = mj,i). Clearly, the routing will now change the neighbors of actuator, i.e., sincerouting determines the transmission power, the actuators which can use receive transmissionsfrom i will also change. Since ji denotes the next hop of actuator i, lmi,ji

will denote thepower used by actuator i for any transmission.Lemma 1: The probability of success of a transmission from actuator i is then
si =

∑

ji∈Ni

φi,ji (1 − αji)
∏

k:ji∈Nk(mk,jk)\i
(1 − αk) (3.16)Lemma 2: The throughput of data of actuator i is thus

λi = αi (1 − πi + πi (1 − fi)) si ⇒ αi (1 − πifi) si. (3.17)where πi is the probability that the forwarding queue of actuator i is not empty.Let H be a matrix with entries 0 or 1 so that Hi,j = 1 if ∑∞
n=1 (φn)i,j > 0, i.e., dataoriginated at actuator j is forwarded by actuator i. Then, the stability condition for theforwarding queues in the actuator network is

αifisi ≥
∑

j∈Ni

Hi,jλj (3.18)The idea, in this case, is that an actuator may be using large power for transmissions, thusreducing the end-to-end delay, however at the same time it interferes with more neighboringactuators (note that large transmission power of an actuator does not imply that it sees largeamount of interference; it merely means that this actuators causes more interference). Hence,an actuator using large transmission power may be causing local ine�ciency.87



Chap. 3 Cross-layer Routing in SANETsWe are mainly interested in the throughput of the actuator nodes. Hence, we want toprovide a fair throughput to all of the actuators. Recall that we are in a cooperative frameworkso that all the actuators in the network can be persuaded to compromise on their performancein order to have better overall performance. For this objective, we would like to be fair amongthe users, as well as, as e�cient as possible. Further, when considering power control, wewould like to have long term power constraint which will have the form
αilmi,ji

≤ qi (3.19)where qi is an upper bound on the power consumption by an actuator i. The impact of powercontrol and choice of modulation index on the performance of a multi hop CSMA/CA systemhas been investigated in [59]. An analytical model for the spectral throughput per user ispresented with emphasis on the number of nodes dwelling in the area covered by a giventransmission power and on the number of hops. Unlike other works, a closed form solutionis derived for the spectral throughput performance of a multi hop CSMA/CA system as afunction of the o�ered load, the nodes density, transmission power and frame error rate. Thisfacilitates the PHY and MAC layers to be jointly optimised. The optimal transmit power forevery actuator node can be calculated in a centralized fashion similar to one presented in [60],but this solution do not work well for mobile scenarios. Therefore, we present a distributedapproach based on heuristics that adaptively adjusts each actuators transmit power in responseto topological changes and attempt to maintain a connected topology using minimum powerin Section 3.9.4.3.9.4 Dynamic Actuator CooperationAs detailed in Section 3.4, we have a SANET with N static sensors and M mobile actuators.In mobile scenarios, the topology is constantly changing. The solution must, therefore, con-tinually re-adjust the transmit powers of actuators to maintain the desired topology [C-10].Further, the solution must use only local or already available information since updating globalinformation such as positions of all the actuator nodes require prohibitive control overhead.Thus, the centralized solutions are not viable in the mobile context. Due to these constraints,the mechanism presented here is necessarily a heuristic algorithm and o�er no guarantee onworst-case performance. In particular, power control is done using a cross-layer approachbetween MAC-PHY layers and is at best a poor approximation to an optimal solution.PC: A Heuristic Algorithm1. Every actuator is con�gured with three parameters, namely: the desired node degree Ad(for an application speci�c actuation process), a high threshold on node degree Ah, anda low threshold Al . Periodically, an actuator checks its degree (the current node degree
Ac) in its neighborhood set Ni (provided by routing). If Ac ≥ Ah, then an actuatorreduces its transmit power. If Ac ≤ Al, then an actuator increases its transmit power.If none of the above is true, no action is taken. The minimum and maximum transmitpowers are l1 and lL, respectively (Section 3.9.3). Further, the magnitude of powerchange is a function of Ad and Ac.2. Let pd and pc be the desired and current transmit power levels, respectively. Then,the desired power level (A similar derivation of this desired power level calculation is88



Sec. 3.10 Implementation Resultsprovided in [60]. Therefore, we do not repeat it here to conserve space.) is given by
pd = pc − 5.m.log10

Ad
Ac
. (3.20)A node knows its current transmit power level pc and its current neighborhood nodedegree Ac (given by lk and Ni (k), respectively) and Ad is a con�gured value. Also, mis the path loss index and it takes values 2 ≤ m ≤ 5. In our work, we take the value of

m = 4 as mentioned in Section 4.6. Then, (3.20) can be used to calculate the requiredpower periodically, i�
si (Ad) ≥ si (Ac) . (3.21)where the calculation of si (Ad) and si (Ac) can be easily performed at the MAC layerusing (3.16) with associated parameters.We are interested in power control if and only if it improves the success probability si, which is afunction of Ni (k) (3.16). Further, it plays and important role in determining the throughputof an actuator (3.17). It is also seen in Section 3.9.3, that the routing with power controlchanges the neighborhood set Ni (k) of actuator i. Therefore, the desired power level in (3.20)is practically applied if and only if (3.21) is valid.In addition to power control, the mobility of actuator nodes results in network disconnec-tivity with its assigned sensor-network. Therefore, if an actuator node is expected to movefrom its current location, it broadcasts a packet informing all the sensors in its cluster of achange in position. This change is typically broadcasted to neighboring actuators as well.Thanks to the distributed learning approach proposed in [C-1], after initial network learningeach sensor has multiple paths available to possibly di�erent destination actuators, which canbe veri�ed by sending a 'Hello' message. Hence, a new actuator attachment is obtained in afairly delay-energy e�cient manner for the constrained sensor nodes using dynamic actuatorcooperation. This cooperation is dynamic in a sense that it is event based where the event ischaracterized by actuator mobility.3.10 Implementation ResultsWe consider a 9-node sensor-actuator network shown in Figure 3.2. It is easily seen that

φ6,8 = φ7,8 = φ2,0 = φ4,0 = 1, node 0 and 8 being the destination actuators for all thepackets generated in the network. Node 3 can transmit to 1 and 2 for 0, and to 1 and 7 for8, respectively. Node 5 can transmit to 1 and 4 for 0, and to 1 and 6 for 8, respectively. Ourselection algorithm has to �nd the optimal actuator for node 1, 3, and 5. We consider thissimple network to clearly demonstrate the e�ect of actuator selection, estimated delay, androuting learning probabilities. Where as, the optimal actuator selection selection algorithm isable to provide an optimal destination actuator to each sensor even in large scale deploymentsas well. The distributed routing algorithm thus has to �nd appropriate value for φ3,2, φ3,7, and
φ5,4, φ5,6 in order that the tra�c �ow in the network corresponds to a Wardrop equilibrium.In general, the distributed routing algorithm [C-7] is also able to converge to a Wardropequilibrium for any-scale random deployment of SANETs and WSNs as well.We �rst demonstrate the working of AS (actuator-selection) algorithm in the following.Each sensor starts sensing the environment and samples packets for transmission. We need to�nd an optimal destination actuator that corresponds to minimum average end-to-end delay89
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Figure 3.2: The Simulated Network consisting of 7 sensors and 2 actuators.over all available routes for nodes 1, 3, and 5, given the load on the system λ = (λ1, ..., λn).The execution of the AS algorithm is as follows:
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• The sampling rate λi at each sensor i is uniformly distributed between (0.1, 0.2). Thechannel access rates were set to αi ≤ 0.2 for i = 1, ..., 7. The sampling rates obtained areas follows: λ1 = 0.12, λ2 = 0.10, λ3 = 0.10, λ4 = 0.14, λ5 = 0.13, λ6 = 0.2, and λ8 =

0.18. We can now measure the following terms: For node 3, τ3 (0) =
y033→2→0

+y033→1→0
2and τ3 (8) =

y833→7→8
+y833→1→8
2 . For node 5, τ5 (0) =

y055→4→0
+y055→1→0
2 and τ5 (8) =

y855→6→8
+y855→1→8
2 . For node 1, τ1 (0) = y0

11→0
, τ1 (8) = y8

11→8
. For one set of samplingrates λ′is and α′

is, we have run the simulation 10 times, and obtained the followingresults: For node 3, τ3 (0) = 2s,τ3 (8) = 3.5s, therefore node 3 chooses actuator 0 asits �nal destination as the average delay over all available routes toward actuator 0 isminimum compared to the average delay over existing routes toward actuator 8. Fornode 5, τ5 (0) = 3s,τ5 (8) = 5s, therefore node 5 also chooses actuator 0 as its �naldestination as the average delay over all available routes toward actuator 0 is minimumcompared to the average delay over existing routes toward actuator 8. For node 1,90



Sec. 3.10 Implementation Results
τ1 (0) = τ1 (8) = 1.1s, and d0

1 = d8
1. The actuator selection in this case is random asis de�ned in step 2(b) of Section 3.8.1. In our simulation settings, the outcome of thiscase is based on the expectation of a random variable, as actuator selection is random.Therefore, we need not mention the actuator selection in this particular case. Note that,in practice, this scenario is very rare, and hence, the actuator selection for this particularcase does not matter. Now, that the destination for all the sensors in the network are�xed, we look at the routing. The results of our distributed routing algorithm, whichconverges to a Wardrop equilibrium, look similar to the ones presented in Section 2.7 ofChapter 2, and, are hence, not repeated here.In the following analysis, we have only presented results on the performance of our distributedAS algorithm.The performance results on the distributed actuator-actuator coordination arenot demonstrated in this work due to the lack of appropriate infrastructure availability with thecurrent network simulators [53, 52, 54] as they can not simulate hybrid networked-nodes withdual communication capabilities i.e., nodes with multiple transmission interfaces operating atdi�erent physical layer frequencies, dual-MAC operating in parallel at two di�erent frequencies,etc.. Also, we do not provide any comparisons with the related literature available on SANETsas there is no simulation setup available for one such comparison. Although, we did comparea general layered approach (open system) with the proposed cross-layer approach (closedsystem) under standard settings to demonstrate the bene�ts one can get from the cross-layeredapproach.The proposals presented in this chapter are implemented in ns-2 [53]. Since, it is hardto simulate heterogeneous networks (like the one we are considering here), we modi�ed thetcl-based ns-2 scripts in order to simulate the wireless sensor-actuator network. By hard, wemean that one can not simulate a network consisting of hybrid devices with di�erent commu-nication and networking capabilities. These scripts, in particular, modi�es the communicationcapabilities of actuator nodes at run-time. The MAC used in simulations is a CSMA/CA androuting is performed as explained in Section 3.8 for sensor-actuator coordination level andin Section 3.9 for actuator-actuator coordination. From Figure 3.3, it can be seen that thethroughput is maximum when an actuator only has one neighbor to route its data to theremote sink. This is only due to the presence of less interference in an actuators neighborhood.This can also be veri�ed from (3.16), where an increase in the power level results in a increasein the neighborhood degree (minimizes the channel access due to more contending neighbors)and also changes the routing matrix. We could not present detailed results on the average-power used for transmissions and average-delay for the throughput results given in Figure3.3 due to simulator restrictions. We believe that there is still a need to do large amount ofexperimentation with di�erent networking scenarios in order to provide a good insight into theworking of PC heuristic algorithm. Figure 3.4 shows the energy consumption due to routingcontrol overhead both in the case of static and mobile topologies to perform power control.The results shown here are for 2-connectivity (at actuator-actuator coordination level) and 0.5throughput. The updates are event based and require only one-hop message exchange amongneighboring actuators. It also includes broadcast message transmissions to sensors in case ofmobility.3.10.1 Optimization in Open SystemWe now implement the proposed deterministic distributed primal-dual algorithm. Speci�cally,we consider a simple 8-node wireless sensor network as shown in Figure 3.5. All the sensors91
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Sec. 3.11 Conclusions and Future Worksample data with τi = 0.1. We use a random access CSMA/CA like MAC without backo�.We �rst �x the routing in the network, and thus, �xing the arrival rate at each node. Wethen look at the convergence of primal-dual algorithm. The results obtained by the proposedprimal-dual algorithm, together with the theoretical optimal solution, are presented in Table3.1. It can be easily seen that the results obtained from the primal-dual algorithm is veryclose to the optimal solution.
s5

s6

s7

s1

s2

s3
s4Figure 3.5: A Simple Network TopologyTable 3.1: Comparison between the results of the proposed primal-dual algorithm and thetheoretical optimal solution Node ai µi−opt µi−primal−dual1 0.1 0.102 0.1212 0.2 0.208 0.2253 0.1 0.1220 0.1254 0.2 0.241 0.2565 0.35 0.383 0.4126 0.7 0.719 0.7437 1.05 1.058 1.072We now look at the convergence of the distributed primal-dual algorithm for some nodesin the network w.r.t time. Figure 3.6, 3.7, 3.8, and 3.9 shows the convergence of distributedprimal-dual algorithm for node 3, 4, 5, and 6 in the network. It can be seen that the optimalvalue of µ3 is obtained by the distributed primal-dual algorithm in less than 100 iterations ofthe algorithm. This shows a very fast convergence of the distributed primal-dual algorithm.3.11 Conclusions and Future WorkFor wireless sensor-actuator networks with random channel access, we propose that each sensormust transmit its readings toward one actuator only in order to take the burden of relaying,toward di�erent actuators, away from energy-constrained sensors in a straight forward fashion.The objective for the open system was to minimize the total delay in the network where theconstraints are the arrival-rate and service-rate of a node. Particularly, we have shown that the93
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Chapter 4The LEAD Cross-Layer Architecturefor SANETsSANETs are composed of sensors and actuators linked together by wireless medium to performdistributed sensing and acting tasks. Delay and energy constraints have a signi�cant impacton the design and operation of SANETs. We consider a sensor-actuator network in whichboth energy and delay are hard constraints and must be jointly optimized.In this chapter, we present the design, implementation, and performance evaluation of anovel low-energy, adaptive and distributed (LEAD) self -organization framework. This frame-work provides coordination, routing, and MAC layer protocols for network organization andmanagement. We organize the heterogeneous sensor-actuator network into clusters where eachcluster is managed by an actuator. To maximize the network lifetime and attain minimumend-to-end delays, it is essential to optimally match each sensor node to an actuator and�nd an optimal routing scheme. We provide an actuator discovery protocol that �nds out adestination actuator for each sensor in the network based on the outcome of a cost function.Further, once the destination actuators are �xed, we provide an optimal �ow routing solutionwith the aim of maximizing network lifetime. We then propose a delay-energy aware TDMAbased MAC protocol in compliance with the routing algorithm. The actuator-selection, op-timal routing, and TDMA MAC schemes together guarantees a near -optimal lifetime. Theproposal is validated by means of analysis and ns-2 simulation results.Furthermore, preventing sensor nodes from being isolated is very critical. The problemof sensor inactivity arises from the pathloss and fading that degrades the quality of the sig-nals transmitted from actuators to sensors, especially in anisotropic deployment areas, e.g.,rough and hilly terrains. Sensor data transmission in SANETs heavily relies on the schedul-ing information that each sensor node receives from its associated actuator. Therefore if thesignal containing scheduling information is received at a very low power due to the impair-ments introduced by the wireless channel, the sensor node might be unable to decode it andconsequently it will remain isolated.Each sensor node transmits its data to only one of the actuators. However, all actuatorscooperate and jointly transmit scheduling information to sensors with the use of beamforming.This results in an important reduction in the number of isolated sensors comparing to singleactuator transmission for a given level of transmit power. The reduction is due to the resultingarray gain and the exploitation ofmacro diversity that is provided by the actuator cooperation.97



Chap. 4 The LEAD Cross-Layer Architecture for SANETs4.1 IntroductionDistributed systems based on networked sensors and actuators with embedded computationcapabilities enable an instrumentation of the physical world at an unprecedented scale anddensity, thus enabling a new generation of monitoring and control applications. SANETs arean emerging technology that has a wide range of potential applications including environmentmonitoring, medical systems, robotic exploration, and smart spaces. Such networks consist ofa large number of distributed sensor and few actuator nodes that organize themselves into amultihop wireless network. Each sensor node has one or more sensors (including multimedia,e.g., video and audio, or scalar data, e.g., temperature, pressure, light, infrared, and mag-netometer), embedded processors, and low-power radios, and is normally battery operated.Typically, these nodes coordinate to perform a common task. Whereas, the actuators gatherthis information and react accordingly.Sensor-actuator networks have the following unique characteristics:
• Real-time requirement: Depending on the application there may be a need to rapidlyrespond to sensor input. Examples can be a �re application where actions should beinitiated on the even area as soon as possible.
• Coordination: Unlike WSNs where the central entity (i.e., sink) performs the functions ofdata collection and coordination, in SANETs, new networking phenomena called sensor-actuator and actuator-actuator coordination may occur. In particular, sensor-actuatorcoordination provides the transmission of event features from sensors to actuators. Afterreceiving event information, actuators may need to coordinate with each other (dependon the acting application) in order to make decisions on the most appropriate way toperform the actions.In this chapter, we investigate a new self organizing framework for SANETs. We consider aheterogeneous network that consists of sensors and actuator nodes randomly deployed in thenetwork. Each sensor must transmit its data to only one of the actuators to conserve the scarceenergy resource. This arises the problem of actuator selection for each sensor in the network.In the last chapter, we discussed a delay optimal actuator selection algorithm. Whereas, in thischapter, we look at the energy issues while selecting an actuator. In particular, we propose anoptimal actuator selection and �ow routing protocol (LEAD-RP) with the aim of maximizingthe network lifetime. We show that the actuator-selection and �ow routing problem withenergy constraints can be modeled as a mixed integer non-linear programming optimizationproblem (MINLP) [61]. Since MINLP is NP-hard in general, we develop a distributed approachwhich provides a good approximation of the optimal solution. We use a relaxation techniquein order to decide on the optimal actuator and then optimize the �ow routing toward thisactuator to extend network lifetime. For optimal actuator selection, we propose an ActuatorDiscovery Protocol (LEAD-ADP) that collects information about neighboring actuators foreach sensor node in the network. The destination actuator is decided as outcome of a costfunction. Once the destination actuators are �xed, we �nd out an optimal �ow routing tomaximize the network lifetime. Both of these steps are carried out at the network layer. At theMAC layer, we propose an adaptive TDMA like MAC (LEAD-MAC) with minimized awakeperiods (LEAD-Wakeup) to avoid the problem of synchronization during �ow splitting andto meet the delay constraints in SANETs. The actuator selection, optimal �ow routing, andTDMA MAC solution together guarantee a near-optimal lifetime for SANETs.98



Sec. 4.1 IntroductionDepending on the application there may be a need to rapidly respond to sensor input.Moreover, to provide right actions, sensor data must still be valid at the time of acting.Therefore, the issue of real-time communication is very important in SANETs since actionsare performed on the environment after sensing occurs. Examples can be a �re applicationwhere actions should be initiated on the event area as soon as possible. Unlike WSNs wherethe central entity (i.e., sink) performs the functions of data collection and coordination, inSANETs, new networking phenomena called sensor-actuator and actuator-actuator coordi-nation may occur. In particular, sensor-actuator coordination provides the transmission ofevent features from sensors to actuators. After receiving event information, actuators mayneed to coordinate with each other in order to make decisions on the most appropriate way toperform the actions. Each sensor node is associated with an actuator which is the destinationof the sensor data. In order to prevent sensor data collisions, actuators transmit time sched-ules which coordinate sensor multi-hop transmission. Therefore each sensor after receivingthe scheduling information from its associated actuator transmits its data at the right timeslot. If the signal containing the scheduling information is received at a very low power due tochannel impairments, the sensor node might be unable to decode it and consequently it willremain isolated.To the best of our knowledge the potential problem of isolated sensor nodes in a SANEThas not been investigated. Actuators receive sensor data in a multi-hop fashion and transmitthe scheduling information to them in a single hop fashion. A sensor node needs to decode thereceived scheduling information from the actuator that it is associated with. This is in orderto know its assigned time slot in which it should transmit its sensed data. However due tothe impairments introduced by the wireless channel (signal degradation due to pathloss andfading), it is very likely that some sensor nodes, more likely the ones that are distant fromthe actuator, would not be able to decode their scheduling information. This is because somesensor nodes would probably receive the signal containing scheduling information at a very lowSignal-to-Noise Ratio (SNR). Consequently they will remain isolated, a fact that could createsome isolated zones in the sensing �eld. This would result to incomplete information reception,a situation that needs to be overcome for the uniform monitoring of the sensing �eld. Apotential solution to this would be the use of positive and/or negative acknowledgments (ACKsand/or NACKs) with respect to the reception of scheduling information. In this fashion, forthe sensor nodes that cannot decode their scheduling information, multi-hop transmission oftheir schedules can be employed. However this would result to a signi�cant overhead burden interms of time and energy waste of the sensor nodes, that can reduce their lifetime. Furthermorethat type of solution would increase the complexity of the employed protocols.For a sensor network with multiple sinks (sinks/actuators can be thought of similar entitiesfor design purposes), the tra�c generated by sensor nodes may be split and sent to di�erentsinks [62, 25]. In the presence of multiple sinks, the problem of optimal sink selection withthe aim of extending lifetime using anycast routing is studied in [63]. The authors propose aheuristic solution based on tra�c volumes sent to di�erent base stations to select an optimalbase station. The proposed solution is based on �ow splitting which follows di�erent routesfrom a source to its selected destination. The provided solution is elegant in the essence ofextending lifetime at routing layer. The only issue with this solution is the synchronization(MAC layer) among di�erent nodes to which a source (sensor) directs its �ow. They do notaddress this synchronization problem in the paper. Simulation results show better performancebased on numerical data and the issues related to MAC and synchronization were elevated.In cases, when there are multiple actuators and mapping between the sensors and actuators99



Chap. 4 The LEAD Cross-Layer Architecture for SANETsis not given, the joint problem of �nding an optimal actuator and extending network lifetimewith minimum end-to-end delay constraints is a challenging and interesting problem. Thisproblem is relevant from both the application's and wireless networking perspectives. Froman application requirement perspective, some real-time multimedia sensing applications (e.g.,video surveillance ) require to have all the tra�c generated from a source sensor to be routedto the same actuator (it may follow di�erent routes) so that decoding and processing canbe properly completed because the information from the same source is highly correlatedand dependent. From a wireless networking perspective, the actuator chosen as a sink couldhave a signi�cant impact on the end-to-end delays which is a hard constraint [C-3] for sensor-actuator applications. This is because the end-to-end delays are topology dependent; actuatorselection simply based on energy constraints can not guarantee optimal end-to-end delays, andtherefore, it should be based on both delay-energy constraints. As a result, there appears tobe a vital need to understand how to perform optimal routing to jointly achieve minimum end-to-end delay routes and optimize network lifetime in delay-energy constrained sensor-actuatornetworks.In this chapter, we propose a PHY, Routing and MAC solution with the aim of eliminatingisolated zones in the sensing �eld, maximizing the network lifetime, and attaining minimumend-to-end delays. The problem of sensor inactivity can be e�ectively faced on the physicallayer without increasing the protocol complexity and dissipating extra energy from sensornodes. Actuators can cooperate and form a distributed antenna array, a concept that has beenproposed for cellular communications [64]. The array jointly performs adaptive beamformingand distributes the time schedule to each sensor node. Sensors receive the schedule informationat a much higher power due to the array gain that results from beamforming and to theexploitation of macro-diversity which is inherent to the distributed nature of a SANET. Thisresults to a signi�cant reduction in the number of isolated sensors for a given transmit powerlevel. The cost is the need of Channel State Information at the transmitter (CSIT). It isshown by Matlab simulations that this e�ectively faces the problem of isolated zones. It isthen proposed that each sensor node transmits its data to only one actuator. A sensor selectsan actuator which is minimum number of hops away. Note that this actuator selection is justto decide a terminal point for sensor data transmissions and multi-path routing is actually usedto transmit data between a sensor and its associated actuator. An advantage of setting min.hop criteria for actuator selection is that the lower-tier (sensor-actuator coordination level)of our heterogeneous network can be organized into clusters, where each cluster is centrallymanaged by an actuator. It is also shown that the �ow routing with energy constraints canbe modeled as a non-linear programming optimization problem (NLP). We use a relaxation tooptimize the �ow routing towards this actuator to extend network lifetime. We then proposeto use an adaptive TDMA like MAC (that corresponds to the routing solution) to avoid theproblem of synchronization during �ow splitting and to meet the delay criteria for SANETs.The organization of this chapter is as follows. Section 4.2 highlights some interestingrelated literature. The problem formulation is presented in Section 4.3. In Section 4.4, weprovide the network model under consideration in detail. Section 4.5 focuses on the coordi-nation framework. Section 4.6 details the design criteria of our proposed actuator-selection,optimal-routing scheme and optimization algorithm. In Section 4.7, we present a distributednetwork learning framework to solve the actuator-selection problem. In Section 4.8, we presenta primal-dual algorithm for lifetime maximization. The medium access scheme is discussed inSection 4.9. In Section 4.10, we present our LEAD-wakeup protocol. Three di�erent actuator-to-sensor transmission schemes are given in Section 4.11. The simulation results are presented100



Sec. 4.2 Related Literaturein Section 4.12. In Section 4.13, we conclude the chapter and outline the future directions.4.2 Related LiteratureTo our knowledge, sensor-actuator networks have not been extensively studied in the net-working literature. However, our work in this direction has been informed and in�uenced bya variety of previous research e�orts in the domain of WSNs, which we now describe.TSMP (Time Synchronized Mesh Protocol) [70] is a networking protocol that forms thefoundation of reliable, ultra low-power wireless sensor networking. TSMP provides redun-dancy and fail-over in time, frequency and space to ensure very high reliability even in themost challenging radio environments. TSMP also provides the intelligence required for self-organizing, self-healing mesh routing. The result is a network that installs easily with no spe-cialized wireless expertise, automatically adapts to unforeseen challenges, and can be extendedas needed without sophisticated planning. An intracluster communication bit-map-assisted(BMA) MAC protocol is proposed in [71]. BMA is intended for event-driven applications.The scheduling of BMA can change dynamically according to the unpredictable variations ofsensor networks. In terms of energy e�ciency, BMA reduces energy consumption due to idlelistening and collisions. In this study, two di�erent analytic energy models for BMA, conven-tional Time Division Multiple Access (TDMA) and energy e�cient TDMA (E-TDMA) weredeveloped, when used as intra-cluster MAC schemes. Simulation experiments are constructedto validate the analytic models. Both analytic and simulation results show that in terms ofenergy e�ciency, BMA performance heavily depends on the sensor node tra�c o�er load, thenumber of sensor nodes within a cluster, the data packet size and, in some cases, the numberof sessions per round. BMA is superior for the cases of low and medium tra�c loads, rela-tively few sensor nodes per cluster, and relatively large data packet sizes. In addition, BMAoutperforms the TDMAbased MAC schemes in terms of average packet latency. LEAD-MACprovides better results because of a hybrid scheduling scheme besides providing all the featuressupported in BMA MAC.The energy e�ciency at the MAC layer has recently received attention, especially withthe increasing interest in the applications of unattended sensor networks. The S-MAC [36]enables low-duty-cycle operation in a multi-hop sensor network. Nodes form virtual clustersbased on �xed common sleep schedules to reduce control overhead and enable tra�c-adaptivewake-up. T-MAC [96] extends S-MAC by adjusting the length of time sensors stay awakebetween sleep intervals based on the communication of neighboring sensors. To achieve lowpower operation, B-MAC [97] employs an adaptive preamble sampling scheme to reduce dutycycle and minimize idle listening which is a basic source of energy drain. Whereas, the Z-MACproposal [98] combines the strengths of TDMA and CSMA while o�setting their weaknessesby switching the MAC to CSMA and TDMA at low and high contention periods, respectively.The performance of Z-MAC falls even below B-MAC in the case of low contention, so it is amore suited protocol for medium to high data rate applications.A schedule based MAC protocol is more di�cult to implement because accurate timesynchronization among neighbouring nodes is required. Each node uses a dedicated time slot totransmit messages. As �xed time slots are used, guarantees regarding bandwidth and messagedelay can be given. The main problem of such a MAC protocol is the complexity introduced bytime synchronization. Especially in highly constrained sensor networks the synchronizationoverhead might not be acceptable. In [74], the authors present an f-MAC protocol which101



Chap. 4 The LEAD Cross-Layer Architecture for SANETsovercomes the aforemen tioned restrictions. The f-MAC uses a framelet approach: �xed sizedframes are retransmitted a �xed number of times with a speci�c frequency. The protocolprovides bandwidth-delay guarantees and time-synchronization among nodes is not necessary.In [75], a MAC protocol is proposed which uses separate wakeup slots for each sensor node insensor networks. Most MAC protocols proposed for sensor network are ine�cient under heavytra�c loads, in particular in high density network topology because of frequent collisions andlong sleep latency. They describe a MAC protocol in which each node has a di�erent wakeupschedule in the same duty cycle, and it joins the competition only for its own short wakeup slotwhen the receiver is ready to receive its data. Simulation results indicate that this scheme canreduce energy consumption and minimize idle listening which increases the power e�ciency.The hybrid schedule of LEAD MAC provides the same results without using a seperate wakeupslot. Because, we take both sender and reciever into account while scheduling a transmission.Asynchronous power e�cient communication protocols are crucial to the success of WSNsas a distributed computing paradigm. An improved asynchronous duty-cycled MAC protocolis proposed in [76] for WSNs. It adopts a novel dual preamble sampling (DPS) approach bycombining low power listening (LPL) with short strobed preambles to signi�cantly reduce idlelistening in existing protocols and improves the performace compared to previously relatedMAC [97] protocols. Energy e�ciency and reliable data delivery are the two most importantparameters for designing wireless sensor network protocols. Wireless communication is in-herently unpredictable and error-prone. Hence, reliability is required to ensure that a packetreaches its desired destination; otherwise the energy expended in forwarding the packet iswasted. On the other hand, energy-saving mechanisms are required for battery-constrainedsensor networks. In [77], the authors have designed an on-demand energy-e�cient and reliableMAC protocol that enables reliable data delivery and energy conservation without a�ectingpacket latency. [78] proposes MH-MAC, a new MAC protocol for wireless sensor networkscapable of handling applications that generate infrequent huge peaks of tra�c. Existing pro-tocols are not adapted to this kind of applications. Asynchronous protocols are energy e�cientfor the long inactive periods, but fail to cope with the bandwidth and latency requirements ofthe tra�c peaks when more than two nodes are sending data to a common sink. Synchronousprotocols that support contention free slots provide good throughput for handling the loadpeaks, but consume unnecessary energy maintaining clocks synchronized for very long idle pe-riods. MH-MAC is a multimode hybrid protocol that can be con�gured by the application torun in asynchronous mode or in synchronous mode, with or without contention, providing thebest possible trade-o�. MH-MAC is a single-hop MAC, which supports multi-hop applicationsthrough a cross-layering API.In [79], the authors present the design of a new low duty-cycle MAC layer protocol calledConvergent MAC (CMAC). CMAC avoids synchronization overhead while supporting low la-tency. By using zero communication when there is no tra�c, CMAC allows operation atvery low duty cycles. When carrying tra�c, CMAC �rst uses anycast to wake up forwardingnodes, and then converges from route-suboptimal anycast with unsynchronized duty cyclingto route-optimal unicast with synchronized scheduling. To validate their design and providea usable module for the community, they implement CMAC in TinyOS and evaluate it onthe Kansei testbed consisting of 105 XSM nodes. The results show that CMAC at 1% dutycycle signi�cantly outperforms BMAC [97] at 1% in terms of latency, throughput and energye�ciency. They also compare CMAC with other protocols using simulations. The resultsshow for 1% duty cycle, CMAC exhibits similar throughput and latency as CSMA/CA usingmuch less energy, and outperforms SMAC [36]in all aspects. LEAD MAC provides better102



Sec. 4.2 Related Literatureresults as it does the same at initial network deployment. This procedure is not repeatedeverytime tra�c is transported from sensors to their destination unless converged routes arechanged. [80] introduces Crankshaft, a MAC protocol speci�cally targeted at dense wirelesssensor networks. Crankshaft employs node synchronisation and o�set wake-up schedules tocombat the main cause of ine�ciency in dense networks: overhearing by neighbouring nodes.Further energy savings are gained by using e�cient channel polling and contention resolutiontechniques. Simulations show that Crankshaft achieves high delivery ratios at low power con-sumption under the common convergecast tra�c pattern in dense networks. This performanceis achieved by trading broadcast bandwidth for energy e�ciency. Finally, tests with a TinyOSimplementation demonstrate the real-world feasibility of the protocol.Mobility in wireless sensor networks poses unique challenges to the MAC protocol design.Generally, MAC protocols for sensor networks assume static sensor nodes and focus on energye�ciency. In [72], the authors present a mobility adaptive, collision-free medium access controlprotocol (MMAC) for mobile sensor networks. MMAC caters for both weak mobility (e.g.,topology changes, node joins, and node failures) and strong mobility (e.g., concurrent nodejoins and failures, and physical mobility of nodes). MMAC is a scheduling-based protocol andthus it guarantees collision avoidance. MMAC allows nodes the transmission rights at particu-lar timeslots based on the tra�c information and mobility pattern of the nodes. By modelingseveral popular MAC layer protocols, the authors in [73] derive bounds on performance for re-ceiver e�ciency. In particular, they analyze four abstract models, Synchronous Blinking (e.g.T-MAC [96], S-MAC [36]), Long Preamble (e.g. B-MAC [97]), Structured Time-Spreading(also called Asynchronous Wake-Up), and Random Time Spreading. These results stronglysuggest that scheduling the receiver so as to minimize (or eliminate) the potential for inter-ference (or collisions) could be from 10 fold to 100 fold more e�cient than current practice.They provide two new receiver scheduling methods, Staggered On and Pseudorandom Stag-gered On, both of which are designed to exploit the untapped opportunity for greater receivere�ciency.In [1], the authors proposed an e�cient routing protocol for WSNs with global objective setto maximize network lifetime. The constraints are set to minimize the energy consumptionfor e�cient data aggregation. The protocol works by building gradients along an interestpropagation. In short, interest propagation sets up state in the network (or parts thereof)to facilitate "pulling down" data toward the sink. The results provided therein have shownsigni�cant improvement over traditional routing protocols both in terms of communication andcomputational load. Whereas in [65], the authors use the same approach as [1] for SANETsusing anycast routing. A reverse tree-based anycast routing is proposed, which constructs atree routed at the event source, where sensors can join and leave dynamically. The introductionof actuators in the existing WSNs has opened up a new dimension of "a hard delay constraint"while still looking for near-optimal network lifetime solutions [58]. For example, targeting anintruder holding a sniper in a surveillance �eld can be an interesting case to consider. Theactuation process has to localize the position of the intruder and actuate the destructionprocess. The important constraint in this case is the latency of the received data because thesensor data can be no more valid at the time of actuation in case of increased latency.A well designed application-speci�c coordination protocol is proposed [66], where clusterformation is triggered by an event so that clusters are created on-the-�y to optimally reactto the event itself and provide the reliability with minimum energy expenditure. In orderto provide e�ective sensing and acting, an e�cient and distributed coordination mechanismis required for delay-energy aware dissemination of information, and to perform right and103



Chap. 4 The LEAD Cross-Layer Architecture for SANETstimely actions. Therefore, we proposed to establish these clusters once during the initialnetwork deployment and the routing protocol can disseminate the sensed information to theactuators through maximum remaining energy paths. After receiving the event information,actuators may need to coordinate with each other in order to make decisions on the mostappropriate way to perform the required action. Depending on the application, there can bemultiple actuators interested in some information. Therefore, sensors need to transmit thisdata toward multiple actuators, which results in excess sensor-energy drain due to multipletransmissions of redundant information [67]. Moreover, the collected and transmitted sensordata must be valid at the time of acting. For example, if sensors detect a malicious personin an area and transmit this information to its optimal actuator; and the act of disposing atranquilizing gas must �nd that person in the very same area. Therefore, the issue of real-timecommunication is very important in SANETs.Most of the current research on sensor systems is mainly focused toward optimizing thenetwork lifetime (e.g., [26, 25]) and the energy consumption of the sensors bypassing thedelay-sensitivity of sensor data for real time applications. In [68], the authors presented adetailed overview of the routing techniques proposed for WSNs. The routing techniques areclassi�ed into three categories based on the underlying network structure: �at, hierarchical,and location-based routing. The hierarchical routing schemes have shown a promising im-provement for prolonging network lifetime [41]. An enhancement in basic LEACH is proposedin [42], where the network lifetime has been extended by the introduction of closest neighborcommunication. In [69], the network lifetime was prolonged on the basis of threshold-sensitiverouting schemes.If the mapping between a sensor node and a base station/actuator1 is given a priori,then the problem of �nding optimal �ow strategies to extend network lifetime has been wellinvestigated in the past [26, 41]. For a sensor network with multiple sinks, the tra�c generatedby sensor nodes may be split and sent to di�erent basestations [25]. In the presence of multiplebasestations, the problem of optimal basestation selection with the aim of extending lifetimeusing anycast routing is studied in [63]. The authors proposed a heuristic solution basedon tra�c volumes sent to di�erent base stations to select an optimal one. The proposedsolution is based on �ow splitting which follows di�erent routes from a source to its selecteddestination. The provided solution is elegant in the essence of extending lifetime at routinglayer. Unfortunately, in wireless networking, the routing layer operates on top of a MAClayer and the only MAC scheme that can be used in this case is the CSMA like MAC. Thenthe limitation with this solution is the synchronization among di�erent nodes to which asource (sensor) directs its �ow. The synchronization problem has not been addressed in [63].Simulation results show better performance for their proposal as they were only based onnumerical data and the issues related to MAC and synchronization were elevated. Further,achieving this synchronization is not trivial from a technical point of view in ad hoc mannerand is NP-hard in general.The multi-actuator architecture raises many interesting issues such as cluster formation,cluster-based sensor organization, network management and task allocation among the actua-tors. In this chapter, we only focus on the issues of network management within the clusters,particularly energy-aware MAC-layer protocol and inter-cluster interference issues.In [102], the authors presented two scheduling schemes (breadth-�rst and depth-�rst as-1Actuators/base stations have similar semantics for modeling purposes, i.e., sinks for data generated in thenetwork. 104



Sec. 4.3 Problem Statementsignment) for a cluster based sensor network. The proposed TDMA-MAC is shown to performwell in terms of energy-e�ciency and end-to-end delay depending on the choice of schedulingscheme. The gateway nodes transmit the schedule in their cluster using larger transmissionpower. This introduces a new problem of schedule interference among neighboring clustersand is not discussed in the paper. PEDAMACS [103] proposal for sensor networks has utilizedthe presence of a powerful access point (AP) among sensors which takes the transmission loadfrom the constrained sensors and is further responsible for the reliable delivery of sensor datatoward the sinks. In case of multiple APs, the neighboring APs should not transmit their co-ordination packets at the same time to avoid inter-cluster interference. The APs should takeinto account the sensors that are outside their largest range while generating the schedule.The power levels of the APs are adjusted so that the schedule can reach all the sensors in thecluster. If all the sensors cannot be reached by the schedule, they can still be scheduled atthe cost of an increased synchronization overhead apart from the increased delay and energyconsumption.4.3 Problem StatementWe consider a heterogeneous SANET, where data is transmitted in a multihop fashion fromsensors to the actuators. We have to decide on the following objectives: destination actuatorfor each sensor in the network, an optimal routing protocol, and a medium access scheme thattogether prolongs network-lifetime by minimizing the energy consumption and also takes careof delay-sensitivity of the sensed data. Therefore, in cases, where there are multiple actuatorsand mapping between the sensors and actuators is not given, the joint problem of �nding anoptimal actuator and extending network lifetime with minimum end-to-end delay constraintsis a challenging and interesting problem. This problem is relevant from both the application'sand wireless networking perspectives. From an application requirement perspective, for somereal-time multimedia sensing applications (e.g., video surveillance), it is necessary to have allthe tra�c generated from a source sensor to be routed to the same actuator (albeit that itmay follow di�erent routes) so that decoding and processing can be properly completed. Formultimedia tra�c such as video, the information contained in di�erent packets from the samesource are highly correlated and dependent. If the packets generated by a source are split andsent to di�erent actuators, any of these receiving actuators may not be able to decode the videopackets properly. From a wireless networking perspective, the actuator chosen as a sink couldhave a signi�cant impact on the end-to-end delays which is a hard constraint [58] for sensor-actuator applications. This is because the end-to-end delays are topology dependent; actuatorselection simply based on energy constraints can not guarantee optimal end-to-end delays, andtherefore, it should be based on both delay-energy constraints. As a result, there appears to bea compelling need to understand how to perform optimal routing to jointly achieve minimumend-to-end delay routes and optimize network lifetime in delay-energy constrained SANETs.In this chapter, we propose LEAD-RP to maximize network lifetime. For optimal actuatorselection, we propose LEAD-ADP that collects information about neighboring actuators foreach sensor node in the network. The outcome of a cost function decides an optimal actuatorand then we can �nd out an optimal �ow routing to maximize the network lifetime. Thesesteps are carried out at the network layer. At the MAC layer, we propose an adaptive LEAD-MAC with minimized awake periods to avoid the problem of synchronization during �owsplitting and to meet the delay constraints in SANETs. The actuator selection, optimal �ow105



Chap. 4 The LEAD Cross-Layer Architecture for SANETsrouting, and TDMA MAC solution together guarantee a near-optimal lifetime for SANETs.4.4 Network ModelConsider a static 3-tier SANET with N sensor nodes, M actuator2 nodes, and B basestationsas shown in Figure 4.1. A static 3-tier wireless sensor-actuator network with N sensor nodes,
M actuators nodes, and B Base Stations is considered as shown in Figure 4.1. Each sensorand actuator is equipped with an omnidirectional antenna. Actuators are inter-connected viaa backhaul network (wireline or wireless). It is assumed that an equal number of sensors K isassigned to each actuator, so as M ×K = N .4.4.1 Channel ModelA sensor node can decode a transmission from a neighboring sensor successfully if the experi-enced SNR or SINR (in the case of CCI) is above a certain threshold. The channel betweenthe ith sensor node and the jth actuator is

hij = Γij

√

βd−αij γij (4.1)where dij is the distance in m of the ith sensor and the jth actuator. α is the path-loss exponentand β the path-loss constant. γij is the corresponding log-normal coe�cient which modelsthe large-scale fading (shadowing), γdB ∼ N (0 dB, 8 dB), and Γij is the complex Gaussianfading coe�cient which models the small-scale fading, Γ ∼ NC (0, 1). The pathloss constantand exponent are chosen according to the COST-231 model, where actuator height is assumedto be 10m and sensor node height 10 cm.4.4.2 Neighborhood Relation ModelGiven an (N +M + B) × (N +M + B) neighborhood relation matrix N that indicates thenode pairs for which direct communication is possible. We will assume that R is a symmetricmatrix, i.e., if node i can transmit to node j, then j can also transmit to node i. For suchnode pairs, the (i, j)thentry of the matrix N is unity, i.e., Nij = 1 if node i and j cancommunicate; we will set Nij = 0 if nodes i and j can not communicate. For any node i, wede�ne Ni = {j : Ni,j = 1}, which is the set of neighboring nodes of node i. Similarly, a set ofinterference nodes (cannot be reached by one-hop) for node i (from where the transmissionscan be heard at node i, and is de�ned as Si = {K /∈ Ni ∪ {i} : Nk,j = 1 forsome j ∈ Ni}.Note that Si does not include any of the �rst-hop neighbors of node i.4.4.3 Forwarding (Relaying)The sensor-actuator network is deployed in a remote location. The sensors do the applicationdependent sensing and transmit their readings to the actuators. The actuators react on theenvironment based on the readings from the sensors and also forward (relay) this informationto the basestations (using long-haul communication). Some in-network aggregation techniquescould be applied at this stage if the data is correlated. Since this discussion is applicationdependent, and therefore, we do not go in its detail. The basestations are further responsible2Conceptually, we can assume that the actuator is also a sensor node, which does not sense the environment.106



Sec. 4.4 Network Model
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Figure 4.1: Architecture of SANETsfor forwarding (relaying) this information to a sink (this communication can be over satel-lite links) for remote analysis. Since, there are multiple actuators and basestations in ourheterogeneous network, we divide the problem of optimal �ow (from a sensor to a sink) atthree distinct levels. At level one (sensor-actuator coordination), we investigate the actuator-selection problem and optimal �ow routing in order to maximize the network lifetime at thislevel. At level two (actuator-actuator/basestation coordination), we study a similar problemof base-station selection and optimal �ow routing to maximize network lifetime at level 2.Finally at level three (basestation-sink coordination), we study the problem of optimal �owfrom basestations to the sink. In this study, we assume that there is su�cient energy availableat the sink, and thus, there is no energy constraint for the sink.4.4.4 Channel Model and AntennasWe assume a simple channel model: a node can decode a transmission successfully i� thereis no other interfering transmission. Each sensor node is supported by an omni-directionalantenna. Each actuator is provided with two omni-directional antennas; one to communi-cate with the sensor network, and the other to communicate with the network of neighboringactuators/basestations using long-range communications. Similarly, each basestation is alsoprovided with two omni-directional antennas; one to communicate with the network of actua-tors/basestations and the other to communicate with the sink (as it might be using a satellitelink). 107



Chap. 4 The LEAD Cross-Layer Architecture for SANETs4.4.5 Frequency and MACAssume that all nodes share the same frequency band at their respective operating level. Timeis assumed to be divided into �xed length slots. All the packets (depending on their operatinglevel) are of same length and the length of a time slot corresponds to the time required totransmit a packet over the underlying wireless channel.4.5 The Three-Level Coordination Framework For SANETsIn SANETs, sensors acquire information such as light, temperature, noise, and humidity fromthe surroundings, while actuators take decisions based on the information received and performrelevant actions. An integrated support for data aggregation in such networks works �exiblywell with all major aggregation proposals: di�usion algorithms [1], streaming queries [69], andevent graphs [65]. The three approaches di�er in the way they in�uence the energy utilizationand delay constraints, so it is left as an application and requirements speci�c concern to bemonitored by the actuators in the network. In general, the network may support a variety oftask types. We now focus on the three coordination levels of our self-organizing framework.
• Sensor-sensor coordination level: In WSNs, in-network aggregation [1] and nego-tiation based routing schemes are shown to work in the absence of any architecture.Therefore, we consider the sensor-sensor coordination level as �at structured. The mainproblem with the �at architectures is its scalability to large deployments. In our consid-ered architecture, this �at structure is locally applied for sensor coordination in order tofacilitate data aggregation functions. Further, the sensors need not to know about allthe sensors that belong to the same cluster due to the existence of multi-hop paths andonly neighbor knowledge is su�cient for e�ective coordination [C-3].
• Sensor-actuator coordination level: The coordination between sensors and ac-tuators follows a hierarchical architecture, which has been shown to perform better[41, 42, 69] in terms of de�ned QoS as compared to the �at architecture. To minimizethe latency between sensing and acting, the main goal of this coordination is transmitthe event information to the appropriate actuator in the shortest time. The excessiveburden of relaying information to the actuators can cause the sensor nodes to die due tolimited battery supply. Therefore, we optimize the network-lifetime in Section 4.6 usingan energy aware routing scheme at this coordination level.
• Actuator-actuator coordination level: The coordination between the actuators fol-lows a QoS architecture which can be divided into a number of categories based onapplication requirements [58]. As this particular coordination level is not constrainedby limited resources, we can use AODV [81]/OLSR [82] like routing protocols for ane�cient coordination among di�erent actuators.In the following, we present the overall LEAD Architecture [J-2], which comprises four maincomponents: 1) LEAD-RP, 2) LEAD-ADP, 3) LEAD-MAC, and 4) LEAD-Wakeup introducedin Section 4.1 and shown in Figure 4.2. 108



Sec. 4.5 The Three-Level Coordination Framework For SANETs
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Chap. 4 The LEAD Cross-Layer Architecture for SANETs4.6 LEAD-RP: The LEAD Routing ProtocolIn this section, we present the theoretical study of the problem under consideration. Thesensor-actuator coordination level is the most constrained coordination level in SANETs. Inthe following, we detail several components of our proposed actuator-selection problem andoptimal �ow routing protocol for SANETs.4.6.1 Power Consumption ModelFor a sensor node, the energy consumption due to wireless communication (i.e receiving andtransmitting) is considered the dominant source in power consumption at the routing layer.The issue of idle listening is delt with at the MAC layer in later sections.The power consumed by a sensor node i in (J/bit) in reception can be modeled as
P ir = Prx

∑

j∈Ni

fj,i (4.2)where fj,i is the rate (bits/s) at which node j is transmitting packets toward node i. A typicalvalue for the parameter Prx is 50 nJ/bit.If the power consumed to send a packet is given by Ptx (a typical value for this parameteris 50 nJ/bit [41]), then the power consumed by a sensor node i in transmitting its data (bothlocally originated and forwarded packets) is
Pt(i, j) = ci,j.fi,j (4.3)where ci,j is the power consumption coe�cient for data transmission between sensor i and jand fi,j is the total �ow from sensor i to sensor j in bits/s. Also
ci,j = α+ β.dmi,j (4.4)where α and β are constants, di,j is the distance between the sensors i and j, and m is thepath loss index. Typical values of α and β are 50nJ/bit and 0.0013 pJ/bit/m4 (for m = 4),respectively [41].4.6.2 Actuator-Selection and Optimal �ow RoutingThe joint problem of �nding an actuator and �ow routing to maximize network lifetime atthe level 1 (s.t. energy constraints) is non-trivial and interesting for sensor-actuator networks.We de�ne (for details, see Table 4.1)
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Sec. 4.6 LEAD-RP: The LEAD Routing Protocol
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Chap. 4 The LEAD Cross-Layer Architecture for SANETscomponent in the �ow routing problem can be removed by multiplying the equations (4.5)-(4.8) by Tl1 and then use the linear substitutes (
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Sec. 4.6 LEAD-RP: The LEAD Routing Protocol1. equation (4.13), (4.14) and (4.16) multiply Tl1, then we have the Lagrangian
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(4.17)According to the de�nition of the sets of volume, eq. (4.17) can be written as113
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(4.18)It is necessary to discuss the summation of the k. The constraints (4.13) and (4.14) aresatis�ed in the case of k = i and k 6= i , respectively. Therefore, eq. (4.18) can be written as
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Sec. 4.6 LEAD-RP: The LEAD Routing ProtocolHence, the optimal lifetime for a node i the under given set of constraints is given by(4.23). As we have found only one solution, we can assume that this is the optimal lifetimefor the network.Similarly, the joint problem of �nding an optimal basestation and �ow routing (to maximizenetwork lifetime at level two, actuator-actuator coordination) can be modeled the same wayas done for level one. We de�ne
FA,A =

{

fAk,Bl

Ai,Aj
: (1 ≤ i, j, k ≤M, i 6= j, j 6= k, 1 ≤ l ≤ B)

}

FA,B =
{

fAk,Bl

Ai,Bl
: (1 ≤ i, k ≤M, 1 ≤ l ≤ B)

}

FA,Ai
=

{

fAk,Bl

Am,Ai
: (1 ≤ m,k ≤M,m 6= i, k 6= i, 1 ≤ l ≤ B)

}

FAi,A =
{

fAk,Bl

Ai,Ar
: (1 ≤ r, k ≤M, r 6= k, r 6= i, 1 ≤ l ≤ B)

}

FAi,B =
{

fAk,Bl

Ai,Bl
: (1 ≤ k ≤M, 1 ≤ l ≤ B)

}We maximize the lifetime Tl2(Lifetime at network level two), s.t.
∑

r 6=i
fAi,Bl

Ai,Ar
+ fAi,Bl

Ai,Bl
−Giλ

Ai,Bl = 0 (4.24)
∑

r 6=i,k
fAk,Bl

Ai,Ar
+ fAk,Bl

Ai,Bl
−

∑

m6=i
fAk,Bl

Am,Ai
= 0 (4.25)

(
∑

f
Ak,Bl
Ai,Ar

∈FAi,A
cAi,Arf

Ak,Bl

Ai,Ar
+

∑

f
Ak,Bl
Ai,Bl

∈FAi,B
cAi,Bl

fAk,Bl

Ai,Bl

+
∑

f
Ak,Bl
Am,Ai

∈FA,Ai

Prxf
Ak,Bl

Am,Ai

)

Tl2 ≤ Ei for (1 ≤ i ≤M)
(4.26)

∑

1≤l≤B
λAi,Bl = 1 (1 ≤ i ≤M) (4.27)

Tl2, f
Ak,Bl

Ai,Aj
, fAk,Bl

Ai,Bl
≥ 0, λAi,Bl = 0 or 1

fAk,Bl

Ai,Aj
∈ FAi,A, f

Ak,Bl

Ai,Bl
∈ FAi,B , 1 ≤ i, j, k ≤M

i 6= j, k 6= j, 1 ≤ l ≤ BThe set of constraints from (4.24) to (4.27) can be interpreted in the same way as (4.5)to (4.8). The formulation of optimal �ow routing and basestation selection is again a MINLPproblem. We develop a similar upper bound for �ow routing and basestation selection problemthat can be formulated and solved via linear programming (similar to the formulation as levelone). Here, we only present the modeling of optimal �ow routing and basestation selection.An optimization criteria similar to level one can be opted here to solve the system of equa-tions. The non-linearity component in the �ow routing problem can be removed by multiplyingthe equations (4.24)-(4.27) by Tl2 and then use the linear substitutes (
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1 ≤ i, j, k ≤M, i 6= j, k 6= j, 1 ≤ l ≤ B.Since, we have only one sink in the network, the network of basestations can form anaggregation tree toward this common sink. The �ow from a basestation can be splitted andsend over multiple routes toward the sink. The �ow problem to extend network lifetime atlevel three can be written in similar fashion as (4.9) to (4.12) with their appropriate subscripts(note that in this case, all the data gathered at di�erent basestations is sent to a common sinkand hence, the optimal �ow solution formulation will results in an NLP formulation (whichcan be relaxed using same technique as presented earlier to an equivalent LP formulation),and is therefore, not presented here.4.7 LEAD-ADP: The LEAD Actuator Discovery ProtocolIn order to remove the mixed-integer (MI) component from the MILP, we consider the fol-lowing distributed learning mechanism that helps in selecting actuators for each sensor in thenetwork. We propose a framework which is tailored toward a standard behavior for mostdeployment scenarios, aiming to satiate the time-stringent requirements and energy e�cientresource utilization in a purely distributed fashion [C-1]. The proposal consists of three phases:the learning phase, the coordination phase, and the failure-and-recovery phase. In the follow-ing, we detail the three phases.4.7.1 The Learning-phaseThe learning-phase starts during the initial deployment stage when the sensors locate theneighboring actuators using a one-hop broadcast. The �nding of the "optimal-actuator at-tachment" for each sensor node is done through a novel protocol called ADP.4.7.1.1 Actuator-discovery Protocol (ADP)When a sensor node is turned on, it should �rst determine an actuator node as the �naldestination. For this end, a sensor node transmits a broadcast message named
AttachRequest (cost,Mj , C)to its one-hop neighbors as shown in Figure 4.3. A neighboring node upon receiving anattach-request message checks that it has sent an attach-request in the period Tn (applicationspeci�c), if it has already sent a broadcast to its neighbors, it will wait for a reply until timeout.Otherwise, it repeats this procedure unless the probe reaches an actuator. The reply messagenamed
AttachReplyi (cost, Mj , Ai)from the actuator follows the probe and terminates at its origin, de�ning a discrete path tothe sensor node. If a node receives multiple replies, it chooses a destination actuator basedon the outcome of a cost function.In Algorithm 4.1, we have induced a control procedure to obtain a promised QoS in terms ofdelay and energy consumption. We have assigned the hop-count to this function to restrict the116
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ACTOR NODE

Sensor Nodes

AttachRequest

Figure 4.3: AttachRequest by sensors at the start of ADPsearch probe (referred as 'C'). This hop-count can be treated as a function of sensor-actuatornode ratio in the network to limit unnecessary broadcast and also keeping the chances ofactuator-discovery well alive (leaving the issue as implementation concern). We don't takeinto account the distance between a sensor and its associated neighbors because the energyrequired to transmit to a node in its sensing radius is a constant (no power control assumedfor transmissions). ADP produces loop-free paths to the actuator nodes, as stated below.LEMMA 1. The next-hop selected by a sensor with ADP has a de�ned optimal path tothe actuator node, Algorithm. 4.1.As depicted by Figure 4.4, now a sensor node has some de�ned paths to route its senseddata to the actuator nodes by simply forwarding it to one of its one-hop neighbors (immediatenext node in the path to the actuator), and the actuator also keeps the de�ned path to the node(building its tree structure for the localized cluster). In a similar fashion all the nodes reservean optimal path to their nearest actors as shown in Figure 4.5, forming a local cluster, thusgiving us the initial deployment in the form of distributed clusters. The cluster informationavailable at the actuator will be used for scheduling in a later section.4.7.1.2 Correlation TreesOnce all the nodes have de�ned paths to their attached actuator, the actuator rearrangesall the paths to exploit correlation properties of the SANETs. As shown in Figure 4.6, theactuator rearranges all the paths in the depth-�rst arrangement order. In this way, we haveall the one-hop sensor nodes as the �rst children of the actuator node, so on and so forth.This gives a depth-�rst search tree structure. All the sensor-nodes have de�ned identities(names, address, etc). But when a cluster is created and organized into the tree form by theactuator, it assigns temporary addresses to the sensor nodes and keeps the mapping with itself.As depicted in Algorithm 4.2 once the tree structure is maintained we de�ne the temporaryaddresses of nodes by addressing all the nodes on the same hop-count �rst, following their117



Chap. 4 The LEAD Cross-Layer Architecture for SANETsAlgorithm 4.1 LEAD-ADPPseudo-code executed by all the sensor nodes N i during initial deployment-phase.Initially:cost = ∞attached-actuator = ∞C = constant (the trade-off is explained in Section 4.7.1.1).
Ai = Identity of the Actuator.For any sensor node Nido ActorDiscovery() {if cost (N i, Ai ) = ∞ thenfor each neighbor Mj of Ni doSend AttachRequest(cost,Mj, C )Receive AttachReplyi(cost,Mj , Ai)#Determine optimal Actuator, and the next-hop among the neighbors to reachit. for each AttachReply doif path(cost,Mj ) < path(cost,Mj−1) thenfor Ni MinCost = path(cost, Mj)AttachedActuator = Ainext_ho_to_actuator = Mjend-ifend-forend-forend-if}After deciding the actuator, each node sends a �JoinRequest� to its actuator.send JoinRequest(Ai)The actuator sends a �JoinAck� back to the sensor node confirming clusterjoining.send JoinAck(Mj,Ni)The procedure attach-request is implemented recursively as follows.
AttachRequest(cost,Mj, C ){if (cost != ∞)return (UpdateCost(cost), M j , Ai )else if (C != 0) thenfor all neighbors M j of N ido AttachRequest(cost,Mj, C − 1)end-forend-if}Actuator Reply to the broadcast messages from the one-hop away nodes contains thefollowing.
AttachRequest(cost,Mj , C)← ActorReply(cost = 1, Ai)

UpdateCost() is the part of the control semantics, and for this specific case,it is chosen to be hop-count
UpdateCost(cost) {return cost + 1} 118
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Attach−Replies

not chosen due
more hop−count
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Sensor−Node

Actor−Node

Attach−Reply

Figure 4.4: Actuator-replies (AttachReply) for corresponding AttachRequest messagesdescendants aiming toward a breadth-�rst addressing scheme. The mapping between theactual node-address and temporary-address is managed by the actuator (N (i)
add → T

(i)
add) inevery cluster. This strategy helps in optimizing the search to the attached neighbors in caseof node mobility and failure, and exploiting the correlation properties (see [C-1] for details).LEMMA 2. All the sensor-nodes are attached to the actuator with increasing hop-countin a depth-�rst order, Algorithm. 4.2.4.7.2 The Coordination-phaseThe deployed sensor nodes start sensing the distributed environment, and transmit their datathrough the de�ned path to the attached actuator. For the sensor-actuator coordination,the actuator-attachment and the paths obtained to route data to the actors provide e�ectiveenergy optimization for the sensor nodes. There can be two deployment con�gurations for theSANETs:Static Deployment: In this case, both sensor and actuator nodes are static and the gainis maximum due to e�cient routing of data to the acquired actuators.Mobile Deployment: For mobile deployment, we have four di�erent types of con�gura-tions (detailed in Section 4.7.3). The learning phase for mobile-case is essentially the same asfor the static-deployment. But at any point in time, the discrete path to the actuator nodesmay change due to the mobility of the nodes. The purpose behind organizing the cluster inthe above-explained behavior is to exploit the correlation properties (see [C-1]) of the SANETsnot only at the data-centric level but also at the node-centric level (direct-addressing).4.7.3 Failure and Recovery-phaseWe assumed that every sensor node has a pre-de�ned maximum battery life-time with aminimum threshold indicating failure in near future. The Failure and Recovery-phase monitorsthis time line and inform the actuator before the actual failure to take a few precautionarymeasures which includes: (i) exploiting the local cluster for an alternate path to nodes thatlost their routes to the actuator. (ii) do nothing if there was no further attached node. (iii)119
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θ = (0, 2π)

Actor Node

Sensor Nodes

Figure 4.5: The Local Cluster formulated at the termination of ADPupdate the cluster information of the attached-actuator for local management as shown inFigure 4.7. Further details can be found in [C-1].To decide on the optimal actuator, we consider that the cost function is set to min. hopcount and the actuators chosen by sensors are optimal in min. hop sense. An advantage ofsetting the cost-function to min. hop routing is that the lower-tier (level one) of our hetero-geneous network can be organized into clusters, where each cluster is centrally managed by anactuator. It will also result in the disappearance of the mixed-integer (MI) component fromthe optimization problem and the resultant is a relaxed linear optimization problem (LP)which is comparatively easier to solve [94]. In this fashion, a sensor can receive its schedulinginformation (detailed in Section 4.9) by its mapped destination-actuator that corresponds tothe optimal (s.t. energy constraints) routing solution, and hence, can result in the realizationof optimal network lifetime in practice. We denote the resulting destination for a sensor viathe above mapping as d (i). Therefore we have, µsi,d(i) = T , and µsi,Al = 0 for Al 6= d (i).Then, we can �nd a routing solution by replacing Al in (4.9) to (4.12) by d (i) (destinationactuator for sensor i, and is thus, not repeated here).4.8 Deterministic Lifetime MaximizationIn this section, we develop, using the Lagrangian dual decomposition method, a distributedalgorithm to maximize the network lifetime with no feedback control.4.8.1 Lagrange Dual ApproachIn what follows, we use the Lagrange dual decomposition method to solve the minimizationproblem. The Lagrangian function with the Lagrange multipliers (λi) is given as follows:120



Sec. 4.8 Deterministic Lifetime MaximizationAlgorithm 4.2 SOTPseudo-code executed by the actuator-nodescan the local-cluster Θ= [0,2π)for all nodesdo SOT(node n)
visit(n)for each child (next-hop) w of ndo SOT(w) (Initially, first scanned node one-hop away from actuator)add edge nw to the Tree SOTend forA temporary-address is assigned to each node by the actuator.Unmark all the verticeschoose some starting vertex n (actuator-node)
mark(n)list L = nTree SOT = nwhile L non-emptychoose some vertex v from the front of list
visit(v)
AssignAdd(v)for each unmarked neighbor w
mark(w)
AssignAdd(W)add it to the end of listadd edge vw to SOT.end-for
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Q (λ1, λ2, λ3)4.8.2 Deterministic Primal-Dual AlgorithmThe lifetime maximization problem can be solved via the following deterministic distributedalgorithm

• The T ′
lis are updated as

Tli (n+ 1) = Tli (n) + εn∇Tli
L

Tli (n) + εn



λ1




∑

r 6=i
f si,d(i)
si,sr

+ f
si,d(i)
si,d(i)

− gi



+

λ2




∑

k 6=i

∑

r 6=i,k
f sk,d(i)
si,sr

+ f
sk,d(i)
si,d(i)

−
∑

k 6=i

∑

m6=i
f sk,d(i)
sm,si



 +122



Sec. 4.9 LEAD-MAC: The LEAD Medium Access Control
λ3







∑

f
sk,d(i)
si,sr ∈Fsi,s

csi,srf
sk,d(i)
si,sr

+
∑

f
sk,d(i)

si,d(i)
∈Fsi,A

csi,Al
f
sk,d(i)
si,d(i)

+
∑

f
sk,d(i)
sm,si

∈Fs,si

prxf
sk,d(i)
sm,si











• The Lagrange multipliers are updated by
λ1 (n+ 1) = λ1 (n) − εn∇λ1L

= λ1(n) − εnTli




∑

r 6=i
f si,d(i)
si,sr

+ f
si,d(i)
si,d(i)

− gi





λ2 (n+ 1) = λ2 (n) − εn∇λ2L

= λ2 (n) − εnTli




∑

k 6=i

∑

r 6=i,k
f sk,d(i)
si,sr

+ f
sk,d(i)
si,d(i)

−
∑

k 6=i

∑

m6=i
f sk,d(i)
sm,si





λ3 (n+ 1) = λ3 (n) − εn∇λ3L

= λ3 (n) − εn




Tli






∑

f
sk,d(i)
si,sr ∈Fsi,s

csi,srf
sk,d(i)
si,sr

+
∑

f
sk,d(i)

si,d(i)
∈Fsi,A

csi,Al
f
sk,d(i)
si,d(i)

+

∑

f
sk,d(i)
sm,si

∈Fs,si

prxf
sk,d(i)
sm,si




 − ei




We note that in the above algorithm, we have used the same step size εn for both the primaland the dual algorithms.4.9 LEAD-MAC: The LEAD Medium Access ControlOnce the optimal actuators are decided for each sensor in the network and optimal �owrouting is formulated, then the sensors can be scheduled using a TDMA like MAC protocolthat corresponds to the �ow solution. The actuators explicitly schedule all the sensors basedon their knowledge of the cluster. If a random access scheme is used at the MAC layer, thenthe experienced network lifetime can not correspond to the optimal routing solution (4.23) as123



Chap. 4 The LEAD Cross-Layer Architecture for SANETsthe optimal routing solution is only based on the �ow coming into-and-out of a sensor nodesubject to energy-constraints. This scheme does not take into account the access energy wasteddue to collisions and successive retransmissions. The detailed power consumption model atthe MAC layer can be seen in [C-5]. For the considered model, we optimize the systemperformance using a TDMA-MAC protocol by minimizing the awake periods and power lossdue to interference. LEAD-MAC has three operational phases: (i) network learning phase,(ii) scheduling phase, and (iii) adjustment phase. The following discussion covers the di�erentprotocol phases in detail.4.9.1 Network Learning PhaseA sensor node �nds an optimal actuator using the proposed ADP (Actuator Discovery Pro-tocol, a controlled �ooding mechanism in Section 4.7), during the initial deployment phase.The sensors start the learning phase by transmitting a one hop broadcast search_request.When a broadcast reaches an actuator, it is replied with the actuator identity. A randomaccess scheme is used in the topology learning phase, because the sensors do not yet havea transmission schedule. The scheme is designed so that, at the end of this phase, almostall nodes are attached (based on the outcome of an objective function) to an actuator andcorrectly determine their neighbors and interferers with high probability. We adopt a carriersense multiple access (CSMA) mechanism similar to IEEE 802.11 [95]. The sensors listen fora random time before transmitting, and transmit if the channel is idle. A random delay isadded before carrier sensing to further reduce collisions. However, because a collision will leadto incomplete cluster information at the actuators, the CSMA scheme itself cannot guaranteethat an actuator will receive the full cluster information. Therefore, an acknowledgment fromthe actuator is sent when a sensor transmits a packet to join a particular cluster.4.9.2 Scheduling PhaseThe actuator explicitly schedules all the sensors, based on its knowledge of the cluster. Anactuator schedules the sensors in the depth-�rst order for end-to-end routes, and in a breadth-�rst order for any given parent node i, to capture forwarded data from all of its downlinksensors. At the end of the network learning phase, the network may be represented by G =
(V,E) , in which V is the set of nodes, including the actuator node Ai. The undirected edges
E ∈ V × V are the (transmission) links to be scheduled. The graph forms a tree, rootedat actuator Ai. All the tra�c from any given tree is destined for the actuator, so every datapacket at a node is forwarded to the node's parent. A node may interfere with another node, sothese nodes should not transmit simultaneously. The interference graph C = (V, I) is assumedknown at the end of network learning phase. Here I ∈ V × V is the set of edges such that
(u, v) ∈ I if either u or v can hear each other or one can interfere with the signal of the other.The con�ict graph corresponding to G = (V,E) and C = (V, I) is the graph GC = (V,EC)in which EC comprises the edges between node pairs that should not transmit at the sametime.The Scheduling Problem: Each node of G (except the actuator) generates packets.Given the interference graph C, the scheduling problem is to �nd a minimum length frameduring which all nodes can send their packets to the actuator using minimum energy. Theproblem is NP-complete [101]. We reduce the NP-complete problem of �nding the chromatic124



Sec. 4.9 LEAD-MAC: The LEAD Medium Access Controlnumber of a graph to the scheduling problem3. If the original tree network has depth N , thelinear network GL = (V L,EL) has nodes V L = {Ai, v1, . . . , vN} with node vl correspondingto level l in the original network. The interference graph CL = (V L, IL) includes edges
(vj , vl) if there is an interference between a node at level j and a node at level l in the originalnetwork. We can now color the linear network using the same approach used in [101]. Then,the scheduling algorithm is given by 4.3. For all the basic proofs on NP-completeness andcoloring of network, please refer to [101], as we do not repeat them here in order to conservespace.Algorithm 4.3 The Scheduling AlgorithmInput: Graph G = (V,E)of the original tree network, with interference C = (V, I) , color as-signment of the corresponding linear network, using K colors, such that each color correspondsto a maximum non-con�icting set.Output: Transmission schedule for nodes of G.begin while (atleast one packet has not reached the Actuator)for s = 1 to Ksets = set of levels corresponding to color sT=0while (nodes of color s has atleast one packet)for j = 1 to |sets|

T = T ∪
T {maximumnon− conflicting set of nodes from level j ∈ setswith atleast one packet}if T 6= 0assign this slot to set Tupdate the place of packetsendendendThe scheduling frame duration T is divided into slots (a single slot-duration depends on thepacket size, available transmission rate, and is typically application dependent). A slot extendsthe packet duration by a guard interval to compensate for synchronization errors. At thebeginning of this phase, an actuator broadcasts the scheduling packet using maximum transmitpower. Since the actuator reaches all the sensors at the same time, the error in synchronizationfrom the delay between time-stamping and sending the packet at the transmitter is eliminated.Since the range of an actuator is on the order of kilometers, the propagation delay is alsonegligible (few µsec). Based on the assumption that all the nodes run the same software, all ofthem will time-stamp the packet at the same time. Therefore, the only error of synchronizationin this application comes from clock skew, the di�erence in the clock tick rates of the nodes.Typical clock drifts of a sensor node in 1sec is 10 µsec [97]. If the packet generation periodof each node is around 30 sec, the maximum clock drift will be 0.3 msec compared to approx.20 msec (the duration of the packet transmission of a packet of 50 byte at 50kbps). The totaltime-frame duration of this schedule is given by T , which depends on the number of sensorsin the cluster. Therefore, the frame duration T is di�erent for every cluster in the network.3The chromatic number of a graph G is the smallest number k such that G is k − colorable if its verticescan be colored using k di�erent colors in such a way that adjacent vertices have di�erent colors.125



Chap. 4 The LEAD Cross-Layer Architecture for SANETsThe minimum duration for a sensor to stay awake Ta is Ta = Trx + Ttx + Tg, where Trx is thetime required to receive a packet, Ttx is the time required to transmit one packet to the parentnode, and Tg is the guard interval for synchronization errors. The interval Tg is assumed tobe a small percentage of the total slot duration. The maximum duration for a sensor to stayawake depends on its sub-tree and can be calculated as a multiple of Ta depending on theapplication, e.g., if the application allows for data aggregation: a sensor can receive forwardeddata from its sub-tree, aggregate its own packet and transmit the resultant packet requiringonly one time slot.The �rst transmitted packet to contain the CDMA code is the collision-free TDMA sched-ule by each actuator in the network, so that the sensors receive the schedule from their attachedactuator only once. The schedule packet contains a current-time �eld in order for all the sen-sors in one cluster to synchronize to a common clock before starting the transmissions and anext-time �eld, where all the sensors wakeup once in order to resynchronize to the commonclock.4.9.3 Adjustment PhaseIf a new node is added to the network or a link level failure is detected in the network, a sensorwill try to attach itself by transmitting a one-hop broadcast request in its neighborhood. Allthe sensors in the network wakeup at next-time to resynchronize to the network. At this time,a sensor which receives the actuator-search broadcast replies to the sensor with its actuatorid and cost to reach the actuator. Upon receiving the reply to its broadcast (there can bemultiple replies), a sensor decides its optimal actuator and transmits an attachment requestto the actuator. The new sensor is added to the transmission schedule and also acquires thesame CDMA code as its cluster.4.10 LEAD-WakeupThe main idea of LEAD-Wakeup protocol is to extend the scheduling for event-driven sensingapplications, where the slots assigned to the nodes do not have to be used. According to theadopted scheduling scheme, all the nodes of one routing path remain active only for a smallduration Ta to check the possibility of arrival of forwarded data.4.10.1 Adaptivity to Network ConditionsA sensor wakes up at the scheduled time to see if it has any new sensed data in its transmitqueue. If it has no data to transmit and also, no data arrives from its children sensorsduring a de�ned interval (which is equivalent to the reception time for one packet and a guardinterval), it immediately goes back to the sleep mode and saves considerable amount of energy(adaptive duty cycle). The duration of this adaptive validation period is at least equivalent to
Tadapt = Trx + Tg.4.10.2 Analysis of LEAD WakeupIn [102], the authors have shown that the depth-�rst scheduling works better than the breadth-�rst scheme for end-to-end delay, throughput and forwarding queue size at the sensors, but failsto perform well in energy consumption compared to the breadth-�rst scheduling. In this work,126



Sec. 4.10 LEAD-Wakeupwe will show that the hybrid scheduling scheme with an adaptive duty cycle achieves a goodtrade-o� between the sensor energy consumption and end-to-end delay for sensor-actuatorapplications.Energy Consumption: For a wireless sensor, typical states are �active�, �idle�, and�sleep�. The energy saved for a sensor by not sending the sensors directly to active state isshown in Figure 4.8. The only form of overhead seen in this power management is the timespent in settling from one state to another and is given by
Eoverhead = Tsi.

(
Pi − Ps

2

)

+ Tia.

(
Pa − Pi

2

) (4.28)where Tsi and Tia is the time required to change the state from sleep-to-idle and idle-to-awake,respectively. The appearance of 2 in denominator is not due to the fact that the �anks aretriangular, but simply because, it represents exactly half the energy to what could be spentotherwise. The gain in energy using such an adaptive power management can be seen as
Esaved = (δt − Tsi) . (Pa − Pi)+

Tsi.
(

Pa −
(
Pi+Ps

2

))

+ Tia

(
Pa−Pi

2

) (4.29)where δt = Tevent − T1, T1= start of the adaptive awake period Tadapt and Tevent = timeof arrival of an event (transmission or reception).
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Figure 4.8: Energy Savings through adaptive duty cycleIf we see the case with Intel strong ARM (Table 4.2), it is sensing the environment in S1.At scheduled time, it will change its sleep state from S1 to S2. The sensor node will stay inthis state until the arrival of event for Tadapt, if it do not receive a data packet, and itself hasno packet to transmit then it will go back to sleep. Otherwise, it will jump to S4 to transmita packet. The minimum energy consumed by a sensor during one time frame T is given by127



Chap. 4 The LEAD Cross-Layer Architecture for SANETs
MinEi = Es1i . (T − Tadapt) + Es2i .Tadapt (4.30)Similarly, maximum energy consumed by a sensor during T is given by

MaxEi = Es1i . (T − Ta) + Es2i .δt+ Es4i . (Ta − δt) (4.31)The sensors only wakeup when a transmission or reception is expected, therefore, we save theexpected energy drain due to interference from two-hop neighbors. Due to an adaptive sleepschedule, a sensor saves energy by con�guring its transmitter state to sleep. Therefore, thecomplex lifetime equation in [C-5] is reduced to
T ilife =

Ei
(

Prx
∑

j∈Ni
αj,i + Ptx

∑

j∈Ni
αi,j + Psenseλi

) (4.32)Observed Latency: The average latency seen by a packet from nodei is
delayi =

∑

K

(δs2−s4 + Tdata) (4.33)where Tdata is the time required to actually transmit a packet and K is the number of hopstoward the actuator of nodei. And the worst case latency seen by a packet from nodei

delayi =
∑

K

(δs2−s4 + Tdata) + T (4.34)which can happen if an event arrival in the current awake duration Ta does not reach theactuator due to long paths.4.11 Actuator to Sensor Transmission SchemesIn this section, three di�erent actuator-to-sensor transmission schemes are presented togetherwith their analysis and performance evaluation [C-9]. Actuators can all transmit at the samefrequency and therefore interfere with each other. They can also transmit at di�erent fre-quencies in order to avoid interfering with each other at the cost of higher frequency reusefactor.4.11.1 Transmission at a single frequency (Reuse Factor 1)In this case, each actuator communicates with the sensor nodes that are assigned to it. Theactuator broadcasts a packet containing scheduling information, for the sensors nodes attachedto it, at the same frequency. Each sensor node receives together with useful scheduling infor-mation, co-channel interference (CCI) from other actuators. The received signal of the sensornode i is
yi = hij

√

Pjxj +
∑

k 6=j
hik

√

Pkxk + n (4.35)where i = 1, 2, ...,K, hij is de�ned in (4.1), j is the actuator that the sensor i is assigned to,
Pj is the transmit power of each actuator, n is the additive white Gaussian noise (AWGN)component with power σ2, and xj is the transmitted scheduling information of actuator j.128



Sec. 4.11 Actuator to Sensor Transmission SchemesThroughout this chapter it is assumed that all actuators transmit on the same power level. Itis also assumed that E ‖xm‖2 = 1. The packet xj contains the schedules of all sensor nodesattached to actuator j. ∑

k 6=j hik
√
Pkxk represents the detrimental CCI term. Therefore, theSignal-to-Interference-Noise Ratio (SINR) of a sensor node i is

SINRi =
‖hij‖2 Pj

∑

k 6=j ‖hij‖2 Pk + σ2
(4.36)If SINRi is below a certain threshold T (SINRi < T ), sensor node i is unable to decodeits scheduling information and therefore it is unable to resolve when to transmit its senseddata. Thus, it will remain isolated.The advantage of this scheme is that each actuator, in order to distribute sensor schedulinginformation it broadcasts a packet that contains all sensor schedules. Therefore, in one timeslot, all schedules are distributed. However, each sensor needs to go through all the contentsof the scheduling packet in order to �nd its own schedule, a fact that increases decoding com-plexity. The main disadvantage is that some sensor nodes might remain isolated as describedabove.4.11.2 Transmissions at di�erent frequencies (Higher Reuse Factor)In this case also, each actuator communicates with the sensor nodes that are associated with it.Each actuator broadcasts its scheduling information at a di�erent frequency. This eliminatesCCI at the cost of a higher frequency reuse factor (RF). The received signal at the sensor i isthen

yi = hij
√

Pjxj + n (4.37)where i = 1, 2, ...,K. The Signal-to-Noise Ratio (SNR) of a sensor node i is
SNRi =

‖hij‖2 Pj
σ2

(4.38)The advantage of this scheme comparing to the frequency reuse factor 1 is the eliminationof CCI. CCI degrades the received SNR and therefore increases the probability of sensorinactivity. By using di�erent frequencies for each actuator, the number of isolated sensors isdecreased for a given level of transmit power.4.11.3 Actuator Cooperation (Joint Beamforming)In this scenario, the actuators are assumed to be interconnected via high speed backhaullinks (wireline or wireless). After an initial handshake between a sensor and its associatedactuator (min. hop fashion, more details on this assignment are provided in Section 4.6),each actuator transmits a training sequence. Then each sensor estimates the channel betweenitself and all the actuators, and it transmits this set of channel coe�cients to its associatedactuator in a multi-hop fashion. Therefore, the Transmitter Channel State Information (CSIT)is obtained. Furthermore, each actuator determines the schedules for its associated sensors.Actuators exchange their local CSIT and their scheduling information via the backhaul links,and jointly perform Maximal Ratio Combining (MRC) beamforming in order to transmit thescheduling information to each sensor. Hence, actuators form a distributed antenna array.129



Chap. 4 The LEAD Cross-Layer Architecture for SANETsThe transmission of the scheduling information is done in a Round-Robin fashion and at thesame frequency. Each sensor has a channel vector hi = [hi1, hi2, ..., hiM ]. In order for theper-actuator power constraint to be satis�ed, each actuator j transmits to sensor i
Aij =

h∗ij
‖hij‖

√

Pjsi (4.39)The received signal of the sensor node i is then
yi =

∑M
j=1 hijAij + n⇒

yi =
∑M

j=1 ‖hij‖
√
Pjsi + n

(4.40)where i = 1, 2, ..., N and si is the schedule assigned to sensor node i. It is assumed that
E ‖si‖2 = 1. Thus the SNR of the sensor node i in the case of equal power transmission is

SNRi =
P

(
∑M

j=1 ‖hij‖
)2

σ2
(4.41)Joint beamforming enhances the received SNR due to the array gain and the exploitationof macro-diversity which is inherent in a SANET. Therefore, this scheme provides a robustway of minimizing sensor inactivity. This is achieved at the cost of CSIT at the actuators.Furthermore, multiple time slots are needed in order to deliver the schedule to all sensor nodes,since actuators transmit to one sensor node at a time.4.12 Simulation ResultsIn this section, we present our ns-2 [53] simulation results demonstrating the performanceof our actuator-selection, optimal �ow routing, and TDMA MAC solution. As our analysisis di�erent from the related literature presented in this work, we only compare the resultsgiven by the upper bound in (4.23) (optimal �ow solution for the relaxed problem which isindependent of MAC) and the simulations performed in ns-2 on top of a TDMA like MAC.In our simulations, we consider di�erent network sizes (varying the number of sensors andactuators) with randomly deployed topologies. Also, we evaluate the lifetime only at levelone as the optimal lifetime solution at other levels can be interpreted in a similar fashion.Further, in the existing network simulators e.g. [53, 52], there are no available means ofsimulating a heterogeneous network consisting of sensors and actuators (as actuator havedi�erent transmission and processing capabilities). Therefore, we post-process our ns-2 basedtcl-scripts in order to simulate a heterogeneous sensor-actuator network. Some simulationparameters are listed in Table 4.3. The simulations are run several times for each networksetting and the results presented are averaged over these runs.For each network setting, we calculate the upper bound on lifetime provided by (4.23)through MILP relax. We denote this lifetime as 'Lifetime from Analytical Bound'. We denotethe lifetime obtained with actual ns-2 simulation as 'Lifetime from simulations'. The initialenergy at sensor i is randomly generated following a uniform distribution with ei ∈ [300, 500]

(kJ). The data generation rate at each sensor i, gi, is also uniformly distributed within [5, 10]
(kb/s). The sensor-actuator routing model under consideration is the same as in Section 2.8.At simulation start up, the nodes learn the network topology and built routes toward the130



Sec. 4.12 Simulation Resultsdestination actuators (based on the outcome of a cost-function). In this simulation-analysis,actuators are also sensor nodes which have 0 sampling rate4. This learning process, whichdepends on the network topology, can take upto 50 − 70 seconds.We simulated the ADP, LEAD-RP and LEAD-MAC in ns-2 [53]. For sensor-sensor coor-dination, the sensors only require one-hop neighbor identity through which it can reach theactuator with lower cost as compared to its own. For sensor-actuator coordination, we simu-lated topologies of various sizes (50-400 sensors). The considered packet size is 50 bytes andthe transmission rate is 50kpbs. The average depth of the resulting routing trees is 4.4, 5.2,and 7 for 20, 30, and 60 sensors per cluster, respectively; correspondingly the average numberof neighbors is 4.6, 5.0, and 5.5. The results obtained from (4.23) and simulations using ns-2are presented in Figure 4.9. It can be easily seen that our approach (optimal routing throughLEAD-RP, actuator search through ADP, and a TDMA MAC through LEAD-MAC) can pro-vide a network lifetime very close to the optimal solution. The slight di�erence in the lifetimeobtained from the simulations is due to the energy expenditure during initial network learningand route discovery toward actuators. The simulated lifetime lies exceptionally close to theanalytical bound (for relaxed �ow-problem) due to the following reasons: 1) we have built anaggregation tree toward each actuator in the network and calculate the optimal �ow routingsolution. 2) The scheduling information is sent to the sensors by their mapped-actuator nodeswhich corresponds to the optimal �ow solution. 3) The problem of synchronization is easilysolved as the transmission schedule is calculated by the actuator in each cluster. 4) There isno extra energy expenditure as a result of collisions and successive retransmissions. 5) Thenodes are sent to sleep mode, when not transmitting, and also no information is expected toarrive from a sensor's downlink tree.
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Figure 4.9: Network lifetime under analytical and simulation resultsDirected Di�usion [1] and anycast [65] is chosen as the routing protocol for comparison.4At run-time, these nodes are modi�ed to actuators (i.e., di�erent communication capabilities compared tosensors) so that an aggregation tree could be built toward these actuators for each cluster.131



Chap. 4 The LEAD Cross-Layer Architecture for SANETsFigure 4.10 shows the end-to-end latency as a function of network size. The delay increaseswith the increase in the network size, but the increase is signi�cantly less for ADP. Thisgradual increase is the result of smaller mean-path length for ADP as the cost-function is setto min-hop routing and forwarding queues at the sensors are not saturated at the given load.Figure 4.11 show the mean energy consumption as a function of time. ADP energy savingsare more signi�cant due to the existence of multiple de�ned routing paths toward optimalactuators, where depending on the remaining energy of the forwarding sensors, a source sensorcan choose between several available paths to e�ciently route its data. In Figure 4.12, themean path length is shown as a function of network size. Again the mean path length (whichis related to the end-to-end latency) increases with the network size. However, the increaseis more gradual with the ADP as compared to anycast and directed di�usion. Using ADP,sensors always transmit their data to the nearest actuator (because we set the cost-functionto min-hop routing for actuator discovery during initial deployment).
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Sec. 4.12 Simulation Results
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Carlo simulation the average number of isolated sensors is calculated for each transmissionscheme as a function of the actuator transmit power. Averaging is performed over sensor nodepositions and channel realizations. A sensor is assumed to be isolated if its received SNIRor SNR is below the threshold of 1 Watt. In Figure 4.15 it is plotted the average number ofisolated sensors versus the actuator transmit power for 1200 deployed sensors. It can be seenthat for the power of -12 dBw isolated sensor zones are almost completely eliminated in thecase of MRC beamforming. In the case of Reuse Factor 3 (RF3), isolated zones are eliminatedwhen the transmit power is approximately 0 dBw and in the case of Reuse Factor 1 (RF1)the average number of isolated sensors saturates approximately at 0 dBw.133
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power is -12 dBw. It can be clearly seen that the joint MRC beamforming scheme outperformsthe simple Reuse 3 broadcasting, as the average number of isolated sensors is almost 0 forthat power level. 135
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Figure 4.16: Average Number of isolated Sensors Vs. Total Number of Deployed Sensors.In Figures 4.17, 4.18 and 4.19, the probability of inactivity can be seen in the di�erent areasof the hexagon for the three di�erent transmission schemes considered, when actuators trans-136



Sec. 4.12 Simulation Resultsmit power is -12 dBw. In the cases of RF1 and RF3 schedule broadcasting, the center of thetopology experiences a signi�cant probability of inactivity. In a real system implementation,this would result to an important loss of information. On the contrary, Joint beamformingalmost eliminates isolated areas in the sensing �eld at this power level. This turns out tobe a very e�ective actuator transmission scheme that greatly reduces the amount of transmitpower needed to ensure very low sensor inactivity. This is because of the beamforming SNRgains and the macro-diversity gains that are provided by the spatially distributed transmittingactuators.
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Sec. 4.13 Conclusions and Future work4.13 Conclusions and Future workThis chapter considers a large scale SANET with multiple actuators as sinks for data generatedby the sensors. Since many applications require to have each source node send all its locallygenerated data to only one actuator for processing, it is necessary to optimally map eachsensor to its actuator. Also considering the fact that the end-to-end delays in wireless sensor-actuator networks is a hard constraint, we jointly optimize the actuator selection and optimal�ow routing subject to energy and delay constraints with the global aim of maximizing thenetwork lifetime. We proposed and evaluated (using ns-2) our actuator-selection (LEAD-ADP)and routing scheme (LEAD-RP) on top of a TDMA based MAC (LEAD-MAC) protocol.We then use the Lagrangian dual decomposition method to devise a distributed primal-dualalgorithm to maximize network-lifetime in the network. The deterministic distributed primal-dual algorithm requires no feedback control and therefore converges almost surely to theoptimal solution. The results show that the required optimal value of lifetime is achievedfor every node in the network by the distributed primal-dual algorithm. We also providea comparison to the analytical bound. Simulation results show that this approach has near-optimal performance and is practically implementable as compared to earlier analytical studiesbased only on numerical evaluations.This chapter also addresses the problem of isolated regions in the sensing �eld by lettingactuators exchange their CSIT and jointly perform beamforming in order to deliver schedulinginformation to sensor nodes. The gains of cooperation were shown by simulating the aver-age number of isolated sensors for the case of single actuator transmission and cooperativetransmission.In the near-future, we will consider a real-life SANET application and simulate its behaviorwith the LEAD self-organizing framework to observe its performance. We will take intoconsideration a dynamic actuator-assignment scenario to timely transport data in a mobilewireless sensor-actuator network.
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Chap. 4 The LEAD Cross-Layer Architecture for SANETsTable 4.1: NotationsSymbols De�nitions
N The total number of Sensors in the network
M The total number of Actuators in the network
B The total number of BaseStations in the network
ei Initial energy of a sensor node i
Ei Initial energy of an actuator node i
gi The locally generated data rate at sensor i
Prx Power consumption coe�cient for receiving data
ci,j Power consumption coe�cient for transmitting data from sensor i to sensor j
α, β Two constants terms in power consumption for transmitting data
di,j The geographic distance between two nodes i and j

f sk,Al
si,sj

(

or f sk,Al

si,Al

) The �ow rate from sensor i to sensor j (or actuator l) with source and destinationbeing sensor k and actuator l
Fs,s (or Fs,A) The set of �ows from one sensor to another (or Actuator node)

Fs,si
The set of �ows coming into sensor i

Fsi,s (Fsi,A) The set of �ows going out of sensor i to other sensors (or Actuator node)
λsi,Al If the generated data at sensor i will be transmitted to actuator l, then λsi,Al = 1;otherwise λsi,Al = 0

V sk,Al
si,sj

(

or V sk,Al

si,Al

) The data volume (in bits) transferred from sensor i to sensor j (or Actuator l) withsource and destination being sensor k and Actuator l
υs,s (υs,A) The set of volume from a sensor to another sensor (or an actuator)
υs,si

The set of incoming volume into sensor i
υsi,s (υsi,A) The set of outgoing volume from a sensor i to another sensor (or an actuator)
µsi,Al = λsi,AlT in MILP-relax

fAk,Bl

Ai,Aj

(

or fAk,Bl

Ai,Bl

) The �ow rate from actuator i to actuator j (or BaseStation l) with sourceand destination being actuator k and BaseStation l
FA,A (or FA,B) The set of �ows from one actuator to another (or BaseStation)

FA,Ai
The set of �ows coming into an actuator i

FAi,A (FAi,B) The set of �ows going out of actuator i to other actuators (or BaseStation)
Gi The locally gathered data at actuator i, Gi =

∑

i gi, (1 ≤ i ≤ N)

λAi,Bl If the data gathered at actuator i will be transmitted to BaseStation l,then λAi,Bl = 1; otherwise λAi,Bl = 0

V Ak,Bl

Bi,Bj

(

or V Ak,Bl

Ai,Bl

) The data volume (in bits) transferred from actuator i to actuator j(or BaseStation l) with source and destination being actuator kand BaseStation l
υA,A (υA,B) The set of volumes from a actuator to another actuator (or a BaseStation)

υA,Ai
The set of incoming volume into actuator i

υAi,A (υAi,B) The set of outgoing volumes from a actuator i to anotheractuator (or a BaseStation)
µAi,Bl = λAi,BlT in MILP-relax140



Sec. 4.13 Conclusions and Future work
Table 4.2: Useful states for the sensor node with associated power consumption and delay(time to reach S4 from any given state)Operating State Strong ARM Memory ADC Radio Power Consumption Delay (ms) Notation Used

S0 Sleep sleep O� O� 50 (µW) 50 E
s0

node

S1 Sleep Sleep On O� 5 (mW) 20 E
s1

node

S2 Sleep Sleep On Rx 10 (mW) 15 E
s2

node

S3 Idle Sleep On Rx 100 (mW) 5 E
s3

node

S4 Active Active On Tx, Rx 400 (mW) NA E
s4

node

Table 4.3: The simulation area is such that there are atleast two sensors in each otherstransmission range Sensors Area (m2) Actuators100 500*500 2150 600*600 3... ... ...400 970*970 8
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Chapter 5Cross-Layer Routing in UASNsUASNs consist of sensors that are deployed to perform collaborative monitoring of tasksover a given volume of water. These networks will �nd applications in oceanographic datacollection, pollution monitoring, o�shore exploration, disaster prevention, assisted navigation,tactical surveillance, and mine reconnaissance. The quality of the underwater acoustic link ishighly unpredictable, since it mainly depends on fading and multipath, which are not easilymodeled phenomena. This in return severely degrades the performance at higher layers suchas extremely long and variable propagation delays. In addition, this variation is generallylarger in horizontal links than in vertical ones.In this chapter, we �rst analyze a modulation scheme and associated receiver algorithms.This receiver design take advantage of the TR and properties of spread spectrum sequencesknown as Gold sequences. Furthermore, they are much less complex than receivers usingadaptive equalizers. This technique improves the signal-to-noise ratio (SNR) at the receiverand reduces the bit error rate (BER). We then applied PC to the case of network communi-cation. We show that this approach can give almost zero BER for a two-hop communicationmode compared to the traditional direct communication. This link layer information is usedat the network layer to optimize routing decisions. We show these improvements by means ofanalytical analysis and simulations.5.1 IntroductionAcoustic signaling for wireless digital communications in the sea environment can be a veryattractive alternative to both radio telemetry and cabled systems. However, time-varying mul-tipath and often harsh ambient noise conditions characterize the underwater acoustic channel,often making acoustic communications challenging. The sensors must be organized in an au-tonomous network that self-con�gures according to the varying characteristics of the oceanenvironment. Major challenges in the design of UASNs are:
• The channel is severely impaired, mainly due to multipath.
• Temporary loss of connectivity mainly due to shadowing.
• The propagation delay is �ve orders of magnitude higher than in radio frequency terres-trial channels and is usually variable [4].
• Extremely low available bandwidth. 143



Chap. 5 Cross-Layer Routing in UASNs
• Limited battery energy at disposal.In this chapter, we present our analysis of a modulation scheme and associated receiver al-gorithms. We also present the quanti�cation of SNR and BER gains using PC in a singletransmitter-receiver setting. We then applied PC technique to a multi-hop communicationsystesm. This link layer information is used at the network layer to optimize routing decisions.This cross-layering improves the network lifetime of battery operated UASNs by reducing thenumber of retransmission attempts.The organization of this chapter is as follows. Section 5.2 details some of the interestingrelated work. In Section 5.3, we discuss the basic building blocks that contributed to theproposed solution. We present the receiver algorithms that take advantage of TR and lowcross-correlation of Gold sequences for single-hop point-to-point communication and its per-formance analysis in Section 5.4. We apply the idea of PC on a linear network to improvesome performance metrics in Section 5.5. We also present a distributed routing algorithm andits performance analysis for a larger network size. In Section 5.6, we conclude the chapterand outline the future directions.5.2 Related WorkAcoustic underwater communication is a challenging problem [4, 104] for reliable high speedcommunication in the ocean. Underwater communication must deal with the inter-symbolinterference (ISI) caused by the time-varying and dispersive multipath shallow water environ-ments. The principle of TR can be used to overcome these challenges.TR has been investigated and applied widely as time reversal mirrors (TRMs) [105, 106]to solve such problems. Classically, TR is based on spatial reciprocity and time symmetry ofthe wave equation. TR is a process where a source at one location transmits sound. This isreceived at another location, time reversed, and retransmitted. The retransmitted sound isthen focused back at the original source location. Time-reversing acoustic technologies wereproven to be e�ective for acoustic focusing under unknown acoustic environmental conditions.The experiments [105] conducted by the Marine Physical Laboratory and the NATO UnderseaResearch Center showed that a TRM can produce signi�cant focusing at long distances in a125 m deep-water channel.P. Roux et al. [111] experimentally demonstrated a way to simplify the study of TRin a �uctuating medium without invoking reciprocity in the propagation medium. This non-reciprocity based time-reversal (NR-TR) is built from the forward propagation (one-way prop-agation) between the TRM and the desired focal point. As a consequence, TR provides a goodfocus even when spatial reciprocity does not hold in the medium. For guided wave propa-gation, a very high degree of orthogonality between the signal [107] is necessary to allow anaccurate measure of the whole multipath structure of the transfer function. Instead of TRMs,a point-to-point (without arrays of sources or receivers) acoustic communication frameworkusing passive phase conjugation (PPC) is investigated in [112] which use families of sequencescalled Gold codes to compensate the ISI problem. Gold codes are based on m-sequencesthat are often used in the underwater acoustic community because of their auto-correlationproperties [113, 114, 115, 116].D. Pompili et al. [120] proposed algorithm for delay-insensitive and delay-sensitive appli-cations in UASNs. They consider a three-dimensional architecture and evaluate their routingalgorithms on top of IEEE 802.11 MAC. They provide a way to calculate an optimal packet144



Sec. 5.3 The Design Criteriasize given end-to-end route information. The choice of IEEE 802.11 MAC severely degradesthe performance metrics at network layer due to the protocol overhead and is not suitable forUASNs [121, 122].5.3 The Design CriteriaIn this section, we detail the basic building blocks that contributed to the solution providedin this chapter [C-11].5.3.1 Gold SequencesOne important class of periodic sequences which provides larger sets of sequences with goodperiodic cross-correlation is the class of Gold sequences. A set of Gold sequences can beconstructed from any preferred pair of m-sequences which have a special three-valued cross-correlation function {
−1 + 2[(L+2)/2],−1,−1 − 2[(L+2)/2]

}, where L is the length of a shiftregister. It can be obtained by taking a m-sequence u and deriving a second m-sequence v byusing decimation. The decimation factor is an integer and has to ful�ll the equation q = 2J+1,where L/gcd (L, J))1 is odd.Now that we have generated a preferred pair of m-sequences of period N = 2L − 1, wecan construct a set of Gold sequences. From the two m-sequences, all product sequences areachieved by the exclusive chip by chip modulo-2 adding with synchronous clocking:
G(u, v) , {u, v, u⊕ v(iTc)} 0 ≤ i < N (5.1)Any 2-register Gold code generator of length L can generate a set of M = 2L + 1 sequencesof length N = 2L − 1 Gold sequences which have a three valued cross-correlation

{

2(M+1)/2 − 1

N
,− 1

N
,−2(M+1)/2 − 1

N

}for L odd and {

2(M+2)/2 − 1

N
,− 1

N
,−2(M+2)/2 − 1

N

}for L ≡ 2mod4. Gold sequences are bipolar sequences with values -1 and 1. Their specialproperty is that any two di�erent Gold sequences from the same family have very low cross-correlation values.5.3.2 The Time reversal (phase conjugation) approachThe TR approach avoids the explicit recovery of the channel and its subsequent equalizationvia signal processing, and its associated algorithm complexity. To review how this focusing isachieved in point-to-point communication, we present here the following two con�gurations:(1) active phase conjugation (APC) and (2) passive phase conjugation (PPC) [C-11]. Thechannel impulse response (CIR) function is h (t) and its Fourier Transform (FT) is H (ω).Recall that, in the frequency domain, the convolution of h (t) and transmit signal s (t) is
H (ω)S (ω). Similarly, the correlation of two signals s1 (t) and s2 (t) is S∗

1 (ω)S2 (ω).1gcd (·) is a binary algorithm which computes the greatest common divisor of two non-negative integers.145



Chap. 5 Cross-Layer Routing in UASNsIn the two-way transmission (APC) con�guration, the transmitter send a waveform S (ω)which travels through the channel and is recorded on the receiver as H (ω)S (ω). The receivedwaveform is phase conjugated, H∗ (ω)S∗ (ω), retransmitted through the same channel and isagain convolved with H (ω), producing |H|2 S∗ (ω) at the original point. The term |H|2 is theTR or PC focusing operator.In the one-way transmission (PPC) con�guration as shown in Figure 5.1, the transmittersend two signals S1 (ω) and S2 (ω) one after another, respectively, through the same channel.They are received at the receiver as H (ω)S1 (ω) and H (ω) S2 (ω). The cross-correlation of
H (ω)S1 (ω) and H (ω)S2 (ω) is the product |H|2 S∗

1 (ω)S2 (ω), in which we again �nd thetime reversal operator (TRO). The auto-correlation of the CIR |H|2 tends to reconcentrate orfocus the multipath arrivals at zero time lag.
S S HS HS *S

2
H

Traverse Channel

1 1

2

1
S2 2

Correlate

|H|Figure 5.1: Passive Phase Conjugation (PPC)5.3.3 Underwater Propagation ModelIn the underwater acoustic communication, the transmission loss (TL) describes how theacoustic intensity decreases as an acoustic pressure wave propagates outwards from a soundsource. The transmission loss TL (d, f) [dB] that a narrow-band acoustic signal centered atfrequency f [KHz] experiences along a distance d [m] can described by the Urick propagationmodel [123],
TL(d, f) = x log d+ α (f) · d+A. (5.2)where, the �rst terms account for geometric spreading, which refers to the spreading of soundenergy as a result of expansion of the wave-fronts. It increases with the propagation dis-tance and is independent of frequency. There are two common kinds of geometric spreading:spherical (omni-directional point source, spreading coe�cient x = 20), which characterizesdeep water communications, and cylindrical (horizontal radiation only, spreading coe�cient

x = 10), which characterizes shallow water communication. In this chapter, we will considerthe shallow water case. Also, A in (5.2) represents transmission anomaly and is measured in[dB].5.3.3.1 Cylindrical-Spreading Transmission LossThe cylindrical spreading characterizes shallow water communication and (5.2) provides thefollowing approximation of the TL for cylindrical spread signals as:
TL (d, f) = 10 log d+ α (f) · d× 10−3 (5.3)where d is the distance between the source and the receiver (hydrophone), f is the central fre-quency of the source, α is the medium absorption [dB/m] which can be expressed as following146



Sec. 5.4 Case I: Single-Hop Communication Frameworkbetween 4◦C and 20◦C

α(f) =







0.0601 × f0.8552 1 ≤ f ≤ 6
9.7888 × f1.7885 × 10−3 7 ≤ f ≤ 20
0.3026 × f − 3.7933 20 ≤ f ≤ 35
0.504 × f − 11.2 35 ≤ f ≤ 50

(5.4)Note that A is used usually to apply a spherical spreading model. This is because thetransmission anomaly is meant to account for the e�ects of refraction and is therefore notaccounted in (5.3). More details can be found in [124] and [125].5.3.3.2 The passive-sonar equationWe �rst take a look the sonar parameters and reference locations as shown in Table 5.1. Theyare added together in forming the sonar equation. Note that, the units of all sonar parametersare in [dB]. Table 5.1: ParametersParameter Symbol Reference LocationSource Level SL 1 yd. from source onits acoustic axisTransmission TL 1 yd. from source andLoss at target or receiverNoise Level NL at hydrophone locationReceiving DI at hydrophone terminalsDirectivity IndexDetection Threshold DT at hydrophone terminalsIn the passive case, the target strength becomes irrelevant as only one-way transmissionis involved. The passive-sonar equation becomes
SL − TL = NL − DI + DT (5.5)where SL is Source Level, TL is Transmission Loss, NL is Noise Level, DI is (receiving)Directivity Index, and DT is Detection Threshold.When the target is just being detected, the SNR equals to DT. An average value for theambient noise level NL is 70 dB as a representative shallow water case. The directivity indexDI is calculated based on the aperture of the antenna.5.4 Case I: Single-Hop Communication FrameworkA receiver algorithm that we will use in this chapter take advantage of time reversal (phaseconjugation) and low cross-correlation of the Gold sequences. In PPC con�guration, themessage must be encoded in the correlation of the two consecutively transmitted waveforms

S1 and S2. Encoding information in the correlation of two waveforms is not a typical signalingscheme and may provide some advantages. Therefore, we choose the PPC con�guration forour UASN. 147



Chap. 5 Cross-Layer Routing in UASNsOur modulation cycles through a series of Gold sequences from the same family. Withsingle receiver in acoustic communication using PPC, an ISI problem should be considered.To compensate for this, we rely upon families of Gold sequences to minimize the correlationbetween the sequences in each family.5.4.1 Waveform designHere Gi indicates the ith Gold sequences from a family of 2L+1 sequences. When transmitted,each Gi is a bipolar sequence modulated by a carrier (BPSK modulation). The transmittedsignal of a certain chip k (
1 ≤ k ≤ N = 2L − 1

) is
sc(t) = g(k)

√

Ec

√
2

Tc
cos (2πf (t− kTc) + φ) (5.6)where g (k)'s are real numbers of kth chip, ±1 representations of a Gold sequences, Ec isthe energy per chip, f is the carrier frequency and φ is the initial phase, and Tc is the chipduration.Then the expressing of ith Gold sequence in the duration NTc is

Gi (t) =

N−1∑

k=0

g (k)
√

Ei

√
2

Tc
cos (2πf (t− kTc) + φ) (5.7)where Ei is the energy of ith Gold sequence.When Gi (t) passes through underwater channel, the multipath signal will arrive at receiverwith di�erent time delay. In communication system, the received signal is modeled as

r (t) =
∑

p

hpGi (t− τp) +No (t)

=
∑

p

hpGi (t) ⊗ δ (t− τp) +No(t)
(5.8)where τp is the delay of pth path, hp is considered as pth CIR and No is the ambient noise ofchannel. Because PPC is an approach in the frequency domain, Fourier transform of (5.8) is

R (ω) = H (ω)Gi (ω) +No (ω) (5.9)5.4.2 Pulse position modulation (PPC-PPM)Pulse position modulation is implemented to take advantage of PPC, we set the �rst signaltransmitted S1 (ω) as the reference Gold sequences {Gi, 1 ≤ i≤M} with a constant timeinterval between them as shown in Figure 5.2. If this constant interval can be divided into
K resolvable time slots, each pair of Gi's will carry log2K bits of information. The second
{G′

i} (black) is the repeat of the {Gi} (grey) with a varying distance between the referenceand second positions. The positions of the second {G′
i} is purposely varied to convey theinformation bits being transmitted. 148



Sec. 5.4 Case I: Single-Hop Communication Framework

Figure 5.2: Waveform Design for PPC-PPMAt the receiver, the particular order of the Gold sequences being transmitted is known,so the appropriate matched �lter tuned to Gi can be applied to each received symbol. Thematched �lter performs a pulse compression on each Gi and reproduces the multipath arrivalstructure associated with both instances of Gi. We can illustrate this scheme as following:
{Gi (ω)}−→H (ω){Gi (ω)}filter Gi−−−−−→H (ω)|Gi|2

{Gi (ω − ϕi)}−→H (ω){Gi (ω − ϕi)}
filter Gi−−−−−→H (ω)|Gi (ϕi)|2When symbols overlap due to multipath, the low cross-correlation property of the Gold se-quences ensures that the di�erent matched �lters do not let through much of the interferingsymbols. Then it is possible to decode the information from relative positions of the dominantarrivals only.The correlation of the two matched �lter outputs is

〈

H (ω)|Gi|2,H (ω)|Gi (ϕi)|2
〉

= |H|2|Gi|2|Gi (ϕi)|2 (5.10)and the producing waveform is proportional to |H|2. The auto-correlation function of themultipath impulse response, Γh, is de�ned as following
Γh (0) =

∫ NTc

0
|h (t)|2 dt =

∫ 1
NTc

0
|H (ω)|2 dω (5.11)where the duration of codewords, N = 2L − 1, is much greater than the multipath channeldelay spread.5.4.3 Calculation of SNR and BERIn this section, we calculate SNR and bit-error rate (BER) that quanti�es the robustness ofour approach in the presence of external noise.149



Chap. 5 Cross-Layer Routing in UASNs5.4.3.1 Signal-to-Noise-Ratio (SNR)The transmitted signals are set to be ±1 pulses controlled by the generated sequence of length
N . The total transmitted signal energy per Gold sequence

Et =
1

Tc

∫ NTc

0
s∗c (t) sc (t) dt (5.12)is N per path because sc (t) was normalized to unit power (Ec = 1). The total received signalenergy Er over all multi-paths is

Er = Γh (0) .Et.m = Γh (0) .N.m (5.13)where m is the number of Gold sequences used to construct PPM, 1 ≤ m ≤M .The output of the correlator y (k) at kth chip received can be written as
y (k) = Γh (0) |Gi|2 |Gi (ϕi)|2 + n (k) (5.14)where n (k) is the noise output and can be developed from (5.8). Substitute (5.7) into (5.8), we�nd that beside the desired component √Ec, there are still two undesired components whichindicate the interferences from multipath and ambient noise by Imp and Ino, respectively. Dueto the independence of each chip in PN code, the �rst order statistics of Imp and Ino will bezero and their variances can be expressed as
Vmp (k) = Ec

∑

p h
2
p cos (φ′ (p))

Vno (k) = N0
2Then, we have the variance of n (k) as

Vn (k) = Vmp (k) + Vno (k)The received SNR is then expressed as
Er
Io

=
Γh (0) .N.m

N.Vn (k)
=

Γh (0) .m

Ec
∑

p h
2
p cos (φ′ (p)) + N0

2

(5.15)The bit energy SNR is
Eb
Io

=
1

log2K
· Er
I0

(5.16)where each code word carries log2K bits of information.5.4.3.2 Bit-Error-Rate (BER)Using the assumptions of equal probable messages, it is possible to write the conditional errorfunction rate for the binary case as
P (a1, a2, ..., ap) = 1√

2π

∫ ∞
−∞

1
√

∑p
i=1 a

2
iRi(1−λ̂)

exp
[

−x2

2

]

dx. (5.17)where ai is the instantaneous voltage gain of the ith channel, p is the multichannel order, λ̂ isthe real part of the normalized signal cross-correlation coe�cient and Ri = Ei

No
, where Ei isthe energy of each transmitted signal by the ith transmitter.150



Sec. 5.4 Case I: Single-Hop Communication FrameworkThen, the classic BER of BPSK in multipath fading channel can be calculated as
BER = f

(
Eb
N

) (5.18)where f (·) is the bit-error function which is developed from (5.17). More details on (5.17)can be found in [126].Therefore, the calculation of the BER in our model can be expressed as a function ofthe ratio between the energy of received bit and the noise at the receiver. While r [bps] isthe considered bit rate, the energy of received bit can be calculated by Pimax · 2N/ (r · TL),where Pimax is the maximum transmitting power for node i, and 2N is the gain from pulsecompression (for detail, see (5.14)). We recall (5.5) in Section 5.3.3 for the application ofour PPC-PPM construction, SL is the transmitted signal intensity at 1 m from the sourceaccording to the following expression:
SL =

Eb
No

+ 2TL+ 70 −DI = 10 log
It

1µPa
(5.19)where, It is in µPa. Solving for It yields:

It = 10SL/10 × 0.67 × 10−18 (5.20)in Watts/m2. Finally, the transmitter power needed to achieve an intensity It at a distanceof 1 m from the source in the direction of the receiver is expressed as
Pt = 2π × 1m× h× It (5.21)in Watts, where h is the water depth in m.Then, the maximum transmitting power Pimax for node i equal to Pt which is calculatedfrom the TL, considered as the maximum allowable one-way transmission loss in passivesonars. The BER is then �nally expressed as
BER = f

(
Pimax · 2N
No · r · TL

) (5.22)5.4.4 Simulation ResultsThe PPC-PPM single-hop performance is tested using Matlab-Simulink. The block diagramof system model under consideration is shown in Figure 5.3. A set of Gold sequence will begenerated and pulse positioned in order to encode the bit information. We use the BPSKcarrier at 3.5 kHz to modulate the codewords and then send them through the multipathfading channel. The channel considered here is a Rayleigh fading channel. At the reception,the signal received is passed through a matched �lter tuned to Gi. We then perform thecorrelation of the matched �lter outputs to implicitly auto-correlate the CIR H by which eachof the two Gi receptions have been spread, realizing a �lter consisting of the TR (PC) operator
|H|2 as discussed in Section 5.3.2. 151
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PPM X
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Channel Matched
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Correlation Symbol
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Figure 5.3: Block Diagram of PPC-PPM using Gold sequences
For the simulation, we consider communication between two nodes in shallow water. Onenode works as transmitter and the other as receiver. Both are centered at 3.5 kHz and have abandwidth of 500 Hz. The Figures 5.4 and 5.5 shows the classical (theoretical) BER (5.18) andPPC-PPM BER (5.22) for underwater multipath fading channel (for r = 126 [bps] and 500[bps], respectively). The distance between the two nodes, in both cases, is 1 km at depth 50m.The results from our simulations for PPC-PPM BER gives better performance compared tothe theoretical results. This shows that the PPC-PPM scheme can provide promising resultsfor the low SNR region. Further, it is also immediately clear that the PPC-PPM BER usinga lower value of r (i.e., 126 [bps] in Figure 5.4) gives better results compared to higher values(i.e., 500 [bps] in Figure 5.5). For details on this behavior, see (5.22).
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Figure 5.4: Bit-Error-Rate Vs. SNR for 126 [bps]152
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Figure 5.5: Bit-Error-Rate Vs. SNR for 500 [bps]

Figure 5.6 shows the BER w.r.t distance for r = 126 [bps], h = 50 m, and SNR = 3 [dB].It is evident from the �gure that the value of PPC-PPM BER decreases with distance. Thisbehavior is also clear from (5.22), i.e., when the distance is increased, the TL will increase(see (5.3)) but it will decrease the BER. 153
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Figure 5.6: Bit-Error-Rate Vs. Distance (m)

Figure 5.7 shows the BER w.r.t physical layer rate (r) at SNR = 3 [dB], d = 1 km and
h = 50 m. The BER increases with the increase in transmission rate. This behavior alsocon�rms the results of Figure 5.5. Therefore, it is ideal to use low transmission rates in orderto achieve a desired (application speci�c) value of BER.154
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Figure 5.8 shows the BER w.r.t depth at SNR = 3 [dB], d = 1 km, and r = 126 [bps]. TheBER decreases with the increase in depth. This result is again evident from (5.21), where ptis the required power to transmit the information at a given h. The results of Figures 5.6, 5.7,and 5.8 will help greatly in optimizing routing decisions when we will deal with communicationinfrastructure using a network of underwater acoustic sensor nodes.155
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Figure 5.8: Bit-Error-Rate Vs. Depth5.5 Case II: Multi-Hop Communication FrameworkIn this section, we consider a multi-hop communication architecture, for three-dimensionalUASNs, that will be used in the formulation of our routing algorithms. These networks areused to detect and observe phenomena that cannot be adequately observed by means of oceanbottom sensor nodes, i.e., to perform cooperative sampling of the 3D-ocean environment. Inthree-dimensional UASNs, underwater sensor nodes �oat at di�erent depths to observe a givenphenomenon. There can be di�erent means to deploy such network. Sensors can coordinatetheir depths in such a way as to guarantee connectivity, i.e., at least one path from everysensor to the sink always exists, and achieve communication coverage [4].5.5.1 A Three-Node Linear NetworkWe �rst take an example of linear 3-node network. The node 1 sends a signal to node3, whichis 2-hop away and is relayed by node 2 which can hear both 1 and 3. We do not discuss theMAC behavior for this example (given in the following section). The routing in this case issimple as the network is linear. Node 2 will receive the packets from node 1 (source) andrelays them to node 3 (destination). In the one-way transmission PPC-con�guration, the�rst-transmitter send two signals S1 (ω) and S2 (ω) one after another, respectively, through156



Sec. 5.5 Case II: Multi-Hop Communication Frameworkthe same channel. They are received at the �rst-receiver as H (ω)S1 (ω) and H (ω)S2 (ω).The cross-correlation of H (ω)S1 (ω) and H (ω)S2 (ω) is the product |H|2 S∗
1 (ω) S2 (ω) inwhich we �nd the TRO. The auto-correlation of the CIR |H|2 tends to re-concentrate or focusthe multipath arrivals at zero time lag. After the �rst transmission, the bit information istaken out of the data because of the phase di�erence, we purposely applied. For the secondtransmission, we combine a new set of Gold Sequence to this bit information and send this setagain through the channel. Then, the �rst-receiver transmits the signals S′

1 (ω) and S′

2 (ω) oneafter another, respectively, through the same channel. They are received at the second-receiveras H (ω)S
′

1 (ω) and H (ω)S
′

2 (ω). The cross-correlation of H (ω)S
′

1 (ω) and H (ω) S
′

2 (ω) isthe product |H|2 S′∗
1 (ω)S

′

2 (ω) in which we again �nd the TRO. Again, the auto-correlationof the CIR |H|2 tends to focus the multipath arrivals. In addition, from the auto-correlationof S′∗
1 (ω)S

′

2 (ω), we �nd almost zero BER compared to the �rst-hop transmission as shown inFigure 5.9.
S

1
’ S

1
’HS’

2
S’

2
H

2

|H|

S S HS HS
2

2
’SS

1
’ *

H

Traverse Channel

First Transmit First Receive

Second Transmit

|H|H

Traverse Channel

1 1 1
S2 2

Correlate

S
2 *

Correlate
Second Receive

Figure 5.9: Passive Phase Conjugation (PPC) in a 3-node networkProof: For the �rst transmission-reception pair as shown in Figure 5.9, if S1 = S (ω) and
S2 = S (ω) e−j

ϕ
2π , where ϕ is the phase di�erence. Then

Corr (HS1,HS2) =
∫ +∞
−∞ (H (ω)S (ω))∗ dω

H (ω)S (ω) e−j
ϕ
2π dω = |H (ω)|2 |S (ω)|2 e−j ϕ

2πAnd for the 2nd transmission-reception pair as shown in Figure 5.9, we have
Corr

(

HS
′

1,HS
′

2

)

=

∫ +∞

−∞
(HS∗

1S2)
∗H (S∗

1S2) (ϕ) dω

=

∫ +∞

−∞
|S (ω)|2 ej ϕ

2πH∗ (ω)H (ω) |S (ω)|2 e−j ϕ
π dω

= |S (ω)|4
(∫ +∞

−∞
H∗ (ω)H (ω) dω

)

e−j
ϕ
2π

= |H (ω)|2 |S (ω)|4 e−j ϕ
2πThe proof is complete. 157



Chap. 5 Cross-Layer Routing in UASNs5.5.2 Network ModelIn this chapter, we consider a UASN with N underwater acoustic sensor nodes with a commonsink (referred to as dest in our modeling).Channel Model: We assume that the channel is severely impaired due to multipathand fading: a node can decode a transmission successfully i� there is no other interferingtransmission, if itself in not transmitting, and if the SNR is higher than a prede�ned threshold.Antenna and Frequency: Each sensor node is equipped with one directional antennawith some maximum constraint on power. The transmit antenna has de�ned �nite powerlevels. The sensor nodes share the same frequency band.Neighborhood relation model: Given is an N × N neighborhood relation matrix Nthat indicates the node pairs for which direct communication is possible. We will assume that
N is a symmetric matrix, i.e., if sensor i can transmit to sensor j, then j can also transmitto sensor i. For such sensor pairs, the (i, j)th entry of the matrix N is unity, i.e., Ni,j = 1if sensors i and j can communicate with each other; we will set Ni,j = 0 if sensors i and jcan not communicate. For any sensor i, we de�ne Ni = {j : Ni,j = 1}, which is the set ofneighboring sensors of i.Data Collection Process and Relaying: Each sensor node is assumed to be sensingits environment at a prede�ned rate. Also, each sensor node wants to use the sensor networkto forward its sampled data to a common sink, which is assumed to be a part of the network.Thus, each sensor node also acts as a forwarder of data from other sensor nodes in the network.Channel Access Mechanism: The acoustic underwater channel has large signal prop-agation delay. Usual network communication is based on electromagnetic waves traveling atthe speed of about 3 × 108m/s. The speed of sound is approximately equal to 1.5 × 103m/s.The di�erence in propagation speed can have a great impact on how protocol works. Aloha isa class of MAC protocols that do not try to prevent packet collision. Whereas, Slotted Alohais a modi�ed form of Aloha which introduces discrete time slots to improve channel utility.Assuming that there is a way to synchronize the nodes so that they could implement SlottedAloha, we have to look at the propagation delay. Although the nodes sent the packets inprede�ned slots, there is no guarantee that they will arrive in time slots. Therefore, SlottedAloha in underwater environment has no di�erent performance than Aloha itself [121, 122]and we use Aloha like MAC for our modeling and simulation purposes.5.5.3 The Routing AlgorithmIn the following, we introduce a distributed routing solution for underwater applications. Thealgorithm is energy-aware and based only on local information as end-to-end route-informationmight not be available.The objective of the distributed solution is to e�ciently exploit the channel and to minimizethe energy consumption [J-3]. It tries to exploit those links that guarantee a low packet errorrate (PER), in order to maximize the probability that the packet is correctly decoded at thereceiver. We now cast the distributed routing solution.158



Sec. 5.5 Case II: Multi-Hop Communication FrameworkAlgorithm 5.1 UWRP: UnderWater Routing Protocol
Given : i, Ni, Pi
Ni is the neighborhood set of i, and Pi is the positive advance set, composed of nodes closerto sink than node i, i.e., j ∈ Pi i� dj,dest < di,dest.
Find : j∗ ∈ Ni ∩ Pi
f (j∗) = min f (j) such that
f (j) = α.

PERi,j∑

j∈NiPERi,j

+ (1 − α) .

(

1 − Pj∑

j∈Ni
Pj

)where α ∈ [0, 1] is a smoothing parameter applied to the choice of next-hop for routing.
PERi,j = 1 − (1 −BERi,j)

s is the Packet-Error-Rate on the link (i, j) for a packet size s.Also, Pj is the remaining energy of sensor j.Note that the selection of j∗ is subject to two objective functions which need only localneighborhood knowledge and can be readily available without any protocol overhead. By using
PERi,j with some positive value of α, we want to use a link (i, j) with the minimum value of
PER on that link in order to minimize the number of retransmission attempts. And using Pjwith its given weight (1 − α), we want to use a link (i, j) with maximum remaining energy inorder to prolong the network-lifetime of battery-operated UASNs. A weighted sum of thesetwo quantities results in the selection of next-hop for routing. Note that this information isavailable to the nodes without any extra signaling overhead. Generally, ad hoc protocols relyon acknowledgments for reliable data transfer. When a node j receives a packet from i, itsends an ACK packet to j to notify successful packet reception. This ACK packet is modi�edto indicate the values of certain parameters like Pj and PERi,j .5.5.4 Simulation ResultsThe PPC-PPM multi-hop performance is tested using Matlab-Simulink. The block diagramof physical layer system model under consideration is shown in Figure 5.3. A set of Goldsequence will be generated and pulse positioned in order to encode the bit information. Weuse the BPSK carrier at 3.5 kHz to modulate the codewords and then send them through themultipath fading channel. We consider N = 50 underwater acoustic sensor nodes that arerandomly distributed in the network with sink located roughly in the center of the topology.The transmission range of sensors is such that there are no isolated sensors in the network.The sensor nodes learn the network topology during the initial network deployment to forman aggregation tree towards the sink. All sensors are the sources of data and generate a packetevery 5mins. The value of α for our simulations is set to α = (0.65, 0.8]. Multihop routing isused and the next-hop is decided as the outcome of the distributed routing algorithm presentedin Section 5.5.3. All other details of the simulation model can be found in Section 5.5.2.Figure 5.10 shows the PER, when 1-hop, traditional routing, between link (i, j)) versus2-hop routing is used. We would like to mention here that 2-hop case does not mean state thatall the sensor nodes are two hops away from the sink, it merely says that instead of a one-hoprouting between nodes i and j, we use an intermediate sensor node k and route data on links
(i, k) and (k, j) instead of link(i, j) . This result shows that instead of performing a 1-hoprouting on link (i, j), a 2-hop routing (on links (i, k) and (k, j)) results in a dramatic decreasein PER even when i and j are in the transmission range of each other. An interesting factorhere is the choice of optimal k for each link (i, j). From the neighborhood information Ni, wechoose k(k 6= i, j) in a similar fashion as j∗ in Algo. 5.1 . This particular choice of routing also159



Chap. 5 Cross-Layer Routing in UASNsminimizes the average number of transmission attempts of a packet on a given link. This resultis quite evident from Figure 5.11. It shows the average number of transmission attempts fora packet under di�erent values of PER. The network-lifetime of battery operated underwateracoustic sensor nodes can be three times longer using our routing approach compared to anyother multi-hop energy-aware routing protocol and is clear from Figure 5.11. Although, thisis achieved at the cost of slightly higher network-layer delay . We use N̂ tx
i,j to represent theaverage number of retransmit attempts on the link (i, j) and is calculated as follows:

N̂ tx
i,j =

⌈
1

1 − PERi,j

⌉

. (5.23)Equation (5.23) assumes independent errors among adjacent packets, which holds when thechannel coherence time is shorter than the average retransmission delay, i.e., the averagetime that a sender needs to retransmit an unacknowledged packet. Therefore, given theharsh characteristics of the underwater channel, our routing scheme (based on TR approach)performs better than the traditional multi-hop routing approaches in UASNs. The value of TR(PC) is its ability to focus sound back at the original source without any a priori knowledgeof the underwater channel. The TR focus enables the underwater sensor network to minimizethe e�ect of multipath and channel fading thus improving the SNR and reducing the BER(PER for multihop case) and ISI.
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Sec. 5.6 Conclusions and Future Work
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Figure 5.11: Average number of packet transmission attempts5.6 Conclusions and Future WorkIn this chapter, we considered UASNs that are deployed to perform collaborative monitoringof tasks over a given volume of water. We �rst use a single antenna transmitter and receiverfor spatial focusing. PPC implicitly equalizes the channel by refocusing channel spread. Wehave quanti�ed the gain of PPC temporal compression, in a single-hop point-to-point setup,using Gold sequences to implement receivers based on PPM modulation schemes. We havealso shown that PPC-PPM can be applied to a network to achieve almost zero BER for a two-hop communication mode compared to single-hop communication. This result is of signi�cantimportance in making routing decisions for UASNs. In particular, it allows a node to selectits next hop with the aim of minimizing the energy consumption. This cross-layering (PHY-Routing) improves the network lifetime of battery operated UASNs by reducing the numberof retransmission-attempts between any given pair of nodes. It also minimizes the energyconsumption per successful transmission.In future, we will consider a multihop 3D underwater acoustic sensor network with a real-life application and extend the results of this chapter to optimize the scheduling layer (MAC)and routing layer with the aim of minimizing energy consumption per successful transmissionand maximizing the network lifetime. 161
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Chapter 6Conclusion and OutlookIn this chapter, we �rst summarize brie�y the contributions of this thesis in Section 6.1. InSection 6.2, we discuss extensions of this work that will provide interesting challenges forfuture research in the �eld of cross-layer optimizations in wireless sensor and sensor-actuatornetworks.6.1 Summary of ContributionsIn this thesis, we have considered three di�erent types of sensor networks: 1) WSNs, 2)SANETs, and 3) UASNs. WSNs consist of large number of distributed sensor nodes thatorganize themselves into a multihop wireless network. Typically, these nodes coordinate toperform a common task. On the other hand, SANETs are composed of possibly a large num-ber of tiny, autonomous sensor devices and actuators equipped with wireless communicationcapabilities. Distributed systems based on networked sensors and actuators with embeddedcomputation capabilities enable an instrumentation of the physical world at an unprecedentedscale and density, thus enabling a new generation of monitoring and control applications.SANETs is an emerging technology that has a wide range of potential applications includ-ing environment monitoring, medical systems, robotic exploration, and smart spaces. Suchnetworks consist of large number of distributed sensor and few actuator nodes that organizethemselves into a multihop wireless network. SANETs are becoming increasingly important inrecent years due to their ability to detect and convey real-time, in-situ information for manycivilian and military applications. In contrast to terrestial WSNs, UASNs consist of sensorsthat are deployed to perform collaborative monitoring of tasks over a given volume of water.These networks will �nd applications in oceanographic data collection, pollution monitoring,o�shore exploration, disaster prevention, assisted navigation, tactical surveillance, and minereconnaissance. Moreover, UUVs and AUVs equipped with sensors, will enable the explorationof natural undersea resources and gathering of scienti�c data in collaborative monitoring mis-sions. Underwater acoustic networking is the enabling technology for these applications.Throughout this work, we have addressed the design, implementation, and the cross-layeroptimization of routing protocols in WSNs, SANETs, and UASNs. Since the introduction ofthe WSNs and the associated routing/aggregation protocols, this topics has attracted signif-icant research e�orts, with the ultimate hope to set the basic theory that would be able tomodel the diversity of constraints and requirements to characterize it. Meanwhile, di�erentaspects of the problem are addressed continuously by di�erent approaches, enabling more and163



Chap. 6 Conclusion and Outlookmore advances in the treatment of the subject.In dealing with the routing protocols for WSNS, SANETs, and UASNs, we have consideredcross-layering between: application/MAC, routing/MAC, MAC/PHY layers of the protocolstack for such networks.For WSNs with random channel access, we proposed a cross-layered (application/MAC)data sampling approach that guarantees a long term data sampling rate while minimizing theend-to-end delays. Simulation results show that performance of this scheme is better thanthe traditional layered architecture, where the channel access mechanism is independent ofthe data sampling process. We also saw that the proposed scheme does not require tediousparameter tuning as is the case for the layered architecture.For general purpose WSNs, we proposed another cross-layered approach and obtained someimportant insights into various tradeo�s that can be achieved by varying certain networkparameters. Some of them include: 1) Routing can be crucial in determining the stabilityproperties of the networked sensors. 2) Whether or not the forwarding queues can be stabilized(by appropriate choice of WFQ weights) depends only on routing and channel access rates 3)We have also seen that the end-to-end throughput is independent of the choice of WFQ weights.We therefore, proposed a distributed learning algorithm to achieve Wardrop equilibrium forthe end-to-end delays incurred on di�erent routes from a sensor node to a fusion center (sink).From the simulation results, we have seen a very high delay for a single-queue system (providedthe system was stable) compared to two-queues system.Another objective was to minimize the total delay in the network in layered architecture,where the constraints are the arrival-rate and service-rate of a node. Particularly, we haveshown that the objective function is strictly convex for the entire network. We then usethe Lagrangian dual decomposition method to devise a distributed primal-dual algorithmto minimize the delay in the network. The deterministic distributed primal-dual algorithmrequires no feedback control and therefore converges almost surely to the optimal solution.The results show that the required optimal value of service rate is achieved for every node inthe network by the distributed primal-dual algorithm. It is important to pay equal attentionto the observed delay in the network and energy consumption for data transmissions. A fastconvergence only means that a small amount of extra energy is consumed to perform localcalculations to achieve the desired optimizations. Similarly for the stochastic delay controlalgorithm, we have shown a probability one convergence and its rate of convergence properties.We then proposed a learning algorithm, applicable to both the open system (layered-architecture) as well as the closed system (cross-layered architecture), to achieve Wardropequilibrium for the end-to-end delays incurred on di�erent routes from sensor nodes to thefusion center. For the closed system, this algorithm also adapted the channel access rates ofthe sensor nodes.For wireless sensor-actuator networks with random channel access, we propose that eachsensor must transmit its readings toward one actuator only in order to take the burden of re-laying, toward di�erent actuators, away from energy-constrained sensors in a straight forwardfashion. We then proposed a data sampling approach that guarantees a long term data sam-pling rate while minimizing the end-to-end delays. Simulation results show that performanceof this scheme is better than the traditional layered architecture where the channel accessmechanism is independent of the data sampling process. We also saw that the proposedscheme does not require tedious parameter tuning as is the case for the layered architecture.We also proposed an algorithm for an optimal actuator selection that provides a good mappingbetween any sensor and an actuator in the network. The selection algorithm �nds a delay-164



Sec. 6.1 Summary of Contributionsoptimal actuator for each sensor in polynomial time. We then proposed a learning algorithm,applicable to both the open system as well as the closed system, to achieve Wardrop equilib-rium for the end-to-end delays incurred on di�erent routes from sensor nodes to their attacheddelay-optimal actuators. For the closed system, this algorithm also adapted the channel accessrates of the sensor nodes. We �nally propose a distributed actuation control mechanism forSANETs that is responsible for an e�cient actuation process.The actuators can dynamically coordinate and perform power control to maintain a de�nedlevel of connectivity subject to throughput constraints. The control overhead for static andmobile actuator scenarios is analyzed using ns-2 simulations. The PC heuristic algorithm isapplicable to multihop SANETs to increase throughput, battery life and connectivity.We then consider a large scale SANET with multiple actuators as sinks for data generatedby the sensors. Since many applications require to have each source node send all its locallygenerated data to only one actuator for processing, it is necessary to optimally map eachsensor to its actuator. Also considering the fact that the end-to-end delays in wireless sensor-actuator networks is a hard constraint, we jointly optimize the actuator selection and optimal�ow routing subject to energy and delay constraints with the global aim of maximizing thenetwork lifetime. We proposed and evaluated (using a standard network simulator, ns-2) ouractuator-selection (LEAD-ADP) and routing scheme (LEAD-RP) on top of a TDMA basedMAC (LEAD-MAC) protocol. We then use the Lagrangian dual decomposition method todevise a distributed primal-dual algorithm to maximize network-lifetime in the network. Thedeterministic distributed primal-dual algorithm requires no feedback control and thereforeconverges almost surely to the optimal solution. The results show that the required optimalvalue of lifetime is achieved for every node in the network by the distributed primal-dualalgorithm. We also provide a comparison to the analytical bound. Simulation results showthat this approach has near-optimal performance and is practically implementable as comparedto earlier analytical studies based only on numerical evaluations.First, this chapter addresses the problem of isolated regions in the sensing �eld by lettingactuators exchange their CSIT and jointly perform beamforming in order to deliver schedulinginformation to sensor nodes. The gains of cooperation were shown by simulating the aver-age number of isolated sensors for the case of single actuator transmission and cooperativetransmission. Since many applications require to have each source node send all its locallygenerated data to only one actuator for processing and the fact that the end-to-end delaysin SANETs is a hard constraint, we jointly optimize the actuator selection and optimal �owrouting subject to delay-energy constraints. This approach has near-optimal performance andis practically implementable.We use a single antenna transmitter and receiver for spatial focusing. PPC implicitly equal-izes the channel by refocusing channel spread. We have quanti�ed the gain of PPC temporalcompression, in a single-hop point-to-point setup, using Gold sequences to implement receiversbased on PPM modulation schemes. We have also shown that PPC-PPM can be applied to anetwork to achieve almost zero BER for a two-hop communication mode compared to single-hop communications. This result is of signi�cant importance in making routing decisions forUASNs. In particular, it allows a node to select its next hop with the aim of minimizing theenergy consumption. This cross-layering (PHY-Routing) improves the network lifetime of bat-tery operated UASNs by reducing the number of retransmission-attempts between any givenpair of nodes. It also minimizes the average-energy consumption per successful transmission.165



Chap. 6 Conclusion and Outlook6.2 Future Directions
• Since the objective of the distributed routing algorithm was only to converge to aWardrop equilibrium, at this moment it is not able to make a judicious choice amongmultiple Wardrop equilibria, if they exist. We will work on modi�cations of the algorithmto make it converge to an e�cient equilibrium.
• In the near-future, we will present a detailed simulation based study of PC heuristicalgorithm in di�erent networking scenarios with some application speci�c actuation re-quirements and practical evaluation of distributed multiple-actuator actuation process.We will also work on the development of PC heuristic algorithm to improve some MAClayer performance metrics using a cross-layer approach. As a consequence of a very fastconvergence to Wardrop equilibrium, we are also tempted to perform the energy-analysisof the proposed learning and routing scheme in the context of network lifetime.
• We will consider a real-life SANET application and simulate its behavior with the LEADself-organizing framework to observe its performance. We will take into considerationa dynamic actuator-assignment scenario to timely transport data in a mobile wirelesssensor-actuator network.
• We will also consider a multihop 3D underwater acoustic sensor network with a real-life application and extend the results of this chapter to optimize the scheduling layer(MAC) and routing layer with the aim of minimizing energy consumption per successfultransmission and maximizing the network lifetime.
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Chapter 7Résumé en FrancaisLes récents progrès dans les systèmes micro-électro-mécaniques (MEMS) technologie, les com-munications sans-�l, et de l'électronique numérique ont permis le développement de faiblecoût, de faible puissance, n÷uds de capteurs multifonctionnels qui sont de petite taille et decommuniquer non attachés à de courtes distances. Wireless Sensor Networks (RdC) se com-posent d'un grand nombre de n÷uds de capteurs distribués qui s'organisent en un réseau sans�l multi-sauts comme le montre la Figure 7.1. Un réseau de capteurs sans �l est un réseau adhoc avec un grand nombre de n÷uds qui sont des micro-capteurs capables de récolter et detransmettre des données environnementales d'une manière autonome. Chaque n÷ud a un ouplusieurs capteurs, processeurs embarqués, et les radios de faible puissance, et est normale-ment fonctionner sur batterie. Typiquement, ces n÷uds coordonner pour accomplir une tâchecommune. Ces n÷uds de capteurs minuscules, qui sont composées de détection, de traitementdes données, et communiquer les composants, l'idée d'exploiter les réseaux de capteurs baséssur l'e�ort de collaboration d'un grand nombre de n÷uds. Les réseaux de capteurs représen-tent une amélioration importante par rapport aux capteurs traditionnels, qui sont déployésdans les deux manières suivantes [1]:
• Les capteurs peuvent être placés loin du phénomène réel, c'est à dire quelque chose deconnu par la perception sensorielle. Dans cette approche, grands capteurs qui utilisentdes techniques complexes de distinguer les cibles de bruit dans l'environnement sontnécessaires.
• Plusieurs détecteurs qui e�ectuent uniquement la détection peut être déployé. Les posi-tions de la topologie de capteurs et des communications peuvent être réalisées avec soin.Ils transmettent des séries temporelles du phénomène à senti les n÷uds centraux où lescalculs sont e�ectués et les données sont fusionnées. L'entité centrale est montré dansla Figure 7.1. Il peut être placé en fonction de nulle part sur l'application a besoin.Un réseau de capteurs est composé d'un grand nombre de n÷uds de capteurs, qui sontfortement a�ecté, soit à l'intérieur du phénomène ou très proche de lui. La position de n÷udsde capteurs ne doivent pas être conçus ou pré-déterminé. Ils peuvent être aléatoirementdispersés dans une zone géographique, appelée � champ de captage � correspondant au terraind'intérêt pour le phénomène capté. Cela permet un déploiement aléatoire dans des terrainsinaccessibles ou les opérations de secours aux sinistrés. D'un autre côté, cela signi�e aussi queles protocoles de réseau de capteurs et d'algorithmes doivent posséder des capacités d'auto-organisation. Une autre caractéristique unique du RdC est l'e�ort de coopération de n÷uds167



Chap. 7 Résumé en Francais

Figure 7.1: Un réseau des capteurs sans-�lde capteurs. N÷uds de capteurs sont équipés d'un processeur embarqué. Au lieu d'envoyerdes données brutes pour les n÷uds responsable de la fusion, les n÷uds de capteurs utilisentleurs capacités de traitement d'e�ectuer localement à partir des calculs simples et transmettredes données que le nécessaire et partiellement traitées.Les caractéristiques décrites ci-dessus d'assurer une gamme étendue d'applications pourles réseaux de capteurs. Quelques-uns des domaines d'application sont la santé, de l'armée,l'environnement, civil, et la sécurité. Par exemple, les données physiologiques sur un patientpeut être surveillé à distance par un médecin. Bien que ce soit plus pratique pour le patient,il permet également au médecin de mieux comprendre l'état actuel du patient. Les réseauxde capteurs peuvent également être utilisés pour détecter des agents chimiques étrangers dansl'air et l'eau. Ils peuvent aider à identi�er le type, la concentration et la localisation despolluants. En substance, les réseaux de capteurs peuvent fournir à l'utilisateur �nal, avecintelligence et une meilleure compréhension de l'environnement. Nous imaginons que, dansl'avenir, les réseaux de capteurs sera une partie intégrante de notre vie, plus que l'actuel nosordinateurs personnels.Ces réseaux de faible puissance et de perte (LLNs) sont constitués de nombreux dispositifsintégrés avec une puissance limitée, la mémoire et les ressources de traitement. Ils sont reliésentre eux par une série de liens, tels que IEEE 802.15.4, Bluetooth, WiFi basse puissance,câblés ou d'autres de faible puissance PLC (Powerline Communication) liens. LLNs sont latransition vers une bout-en-bout solution IP pour éviter le problème de la non-interopérabilitédes réseaux interconnectés par des passerelles de conversion de protocoles et les proxies. Pro-tocoles de routage existants, tels que OSPF, IS-IS, AODV et OLSR ont été évaluées par leROLL groupe de travail IETF [2] et avoir en leur forme actuelle, été jugées conformes à pas168



toutes les exigences en matière de routage spéci�ques WSN. Le groupe travaille actuellementsur la normalisation des fonctionalités de routage pour les exigences spéci�ques posées parLLNs.Réseaux de capteurs et actionneurs sans-�l (SANETs) sont parmi les domaines de recherchele plus traité dans le domaine des technologies d'information et de la communication (TIC),ces jours, aux Etats-Unis, en Europe et en Asie. SANETs sont composés de, éventuellement,un grand nombre de minuscules dispositifs de capteurs autonomes et actionneurs équipés decapacités de communication sans �l montré dans la Figure 7.2. Un des aspects les plus perti-nents de ce domaine de recherche se trouve dans sa multidisciplinarité et le large éventail decompétences qui sont nécessaires à l'approche de leur conception. SANETs sont une technolo-gie émergente qui dispose d'un large éventail d'applications possibles, y compris surveillancede l'environnement, les systèmes médicaux, l'exploration robotique et des espaces intelligentes.SANETs sont de plus en plus importante ces dernières années en raison de leur capacité à dé-tecter et à transmettre en temps-réel, des informations in-situ pour de nombreuses applicationsciviles et militaires.Chaque n÷ud de capteur possède un ou plusieurs capteurs (y compris le multimédia, i.e.,la vidéo et l'audio ou de données scalaires, i.e., température, pression, lumière, infrarouge etmagnétomètre), les processeurs embarqués, des radios de faible puissance, et est normalementfonctionner sur batterie. Un actionneur est un dispositif qui convertit un signal de com-mande électrique à une action physique, et constitue le mécanisme par lequel un agent agitsur l'environnement physique. Du point de vue pris en compte dans cette thèse, toutefois,un actionneur, en plus d'être capable d'agir sur l'environnement au moyen d'un ou plusieursactionneurs, est également une entité de réseau qui e�ectue des fonctionnalités liées au réseau-tage, à savoir, recevoir, transmettre, traiter et relais de données. Par exemple, un robot peutinteragir avec l'environnement physique, au moyen de plusieurs moteurs et servo-mécanismes(actionneurs). Toutefois, d'un point de vue de la mise en réseau, le robot constitue une entitéunique, ce qui est appelé actionneur. Par conséquent, l'actionneur terme englobe les dispositifshétérogènes comprenant des robots, des véhicules aériens sans pilote (UAV), et actionneursen réseau telles que l'arrosage d'eau, caméras panoramiques basculantes, des bras robotiques,applications, etc.Toutefois, en raison de la présence d'actionneurs, SANETs ont quelques di�érences par lesréseaux de capteurs tel que décrit ci-dessous:
• Bien que les n÷uds de capteurs sont de petits dispositifs avec une limite de détection, decalcul et capacités de communication sans-�l, les actionneurs sont généralement richesen ressources dispositifs équipés de capacités de traitement meilleur, plus fort pouvoirde transmission et la durée de vie de la batterie.
• En SANETs, il est peut être nécessaire de répondre rapidement. Par conséquent, laquestion de la communication en temps réel est très important dans SANETs puisqueles actions sont e�ectuées sur l'environnement après la détection a lieu.
• Un déploiement dense n'est pas nécessaire pour l'actionneur n÷uds. Ainsi, dans SANETsle nombre d'actionneurs est beaucoup plus faible que le nombre de capteurs.
• A�n d'assurer l'e�cacité de détection et d'agir, un mécanisme distribué de coordina-tion locale est nécessaire entre les capteurs et actionneurs. Dans les réseaux de cap-teurs, l'entité centrale exerce les fonctions de collecte de données et la coordination.169
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Figure 7.2: Un réseau sans �l capteurs-actionneursDans SANETs, des phénomènes nouveaux appelé: capteur-actionneur, et actionneur-actionneur peut se produire.De nombreux protocoles et algorithmes ont été proposés pour les réseaux de capteurs dansles années récentes [3]. Toutefois, puisque les conditions énumérées ci-dessus imposent descontraintes plus strictes, qu'ils ne peut pas être bien adapté aux caractéristiques propres etl'application de SANETs.N÷uds de capteurs de fond de l'océan sont réputés pour permettre aux applications decollecte de données océanographiques, surveillance de la pollution, l'exploration o�shore, de laprévention des catastrophes, avec l'aide de navigation et les applications de surveillance tac-tique. Unmanned/Autonomous Underwater Vehicles (UUV, AUV), équipé de capteurs sous-marins, sera également trouver une application dans l'exploration des ressources naturellessous-marines et la collecte de données scienti�ques à des missions de surveillance en collabora-tion. Pour que ces applications viables, il est nécessaire pour permettre des communicationssous-marines parmi les appareils sous-marins. N÷uds de capteurs sous-marins et des véhiculesdoivent posséder des capacités d'auto-con�guration, autrement dit, ils doivent être en mesurede coordonner leurs activités par l'échange de con�guration, la localisation et des informationsde mouvement et à relayer les données surveillées à une station à terre.Le réseau sans �l acoustique sous-marine est la technologie habilitante pour ces applica-tions. Underwater Acoustic Sensor Networks (UASN) consistent en un nombre variable decapteurs et de véhicules qui sont déployés pour accomplir les tâches de surveillance de collab-oration sur une zone donnée. Pour atteindre cet objectif, les capteurs et les véhicules auto-organiser en un réseau autonome qui peut s'adapter aux caractéristiques de l'environnementocéanique [5]. 170



Mise en réseau sous-marine est une zone relativement inexplorés bien que les communica-tions sous-marines ont été expérimentées depuis la 2ème Guerre Mondiale, quand, en 1945,un téléphone sous-marin a été développé aux Etats-Unis pour communiquer avec les sous-marins. Communications acoustiques sont la technologie à couche physique dans les réseauxsous-marins. En fait, les ondes radio se propagent à de longues distances dans l'eau de merconductrice seulement à des fréquences très basse (30-300 Hz), qui nécessitent de grandesantennes et la puissance de transmission élevée. Ondes optiques ne sou�rent pas d'une forteatténuation tels peut sont in�uencées par la di�usion. En outre, la transmission de signauxoptiques à une haute précision de pointage du laser faisceaux étroits. Ainsi, les liens dans lesréseaux sous-marins sont basés sur les communications acoustiques sans �l.L'approche traditionnelle pour la marine à fond ou la colonne de surveillance des océansest de déployer des capteurs sous-marins que les données enregistrées au cours de la mission desuivi, et récupérer ensuite les instruments. Inconvénients suivants sont o�erts par ce régime:
• Suivi en temps réel n'est pas possible. Ceci est particulièrement critique dans la surveil-lance ou dans les applications de surveillance environnementale tels que la surveillancesismique. Les données enregistrées ne sont pas accessibles que lorsque les instrumentssont récupérées, mais qui arrive plusieurs mois après le début de la mission de surveil-lance.
• Aucune interaction n'est possible entre les systèmes de contrôle à terre et en instrumentsde contrôle. Cela entrave toute adaptative mise au point des instruments, et il n'est paspossible de recon�gurer le système après des événements particuliers se produisent.
• Si des défaillances ou erreurs de con�guration se produit, elle ne peut pas être possiblede les détecter avant les instruments sont récupérés. Ceci peut facilement conduire à larupture complète d'une mission de surveillance.
• La quantité de données qui peuvent être enregistrées au cours de la mission de suivipar chaque capteur est limitée par la capacité des dispositifs de stockage embarqué(mémoires, disques durs, etc.).Par conséquent, il est nécessaire de déployer des réseaux sous-marin qui permettra le suivi entemps réel des zones océaniques sélectionnée, la con�guration à distance et l'interaction avecles opérateurs sur terre. Ceci peut être obtenu en connectant les instruments sous-marins aumoyen de liaisons sans �l basé sur la communication acoustique.De nombreux chercheurs sont actuellement engagés dans le développement de solutions deréseautage pour les réseaux de capteurs terrestres. Bien qu'il existe de nombreuses récemmentmis au point des protocoles de réseau pour les réseaux de capteurs, les caractéristiques uniquesde la chaîne de communication acoustique sous-marine, comme la capacité de bande passantelimitée et des retards variables, nécessitent des protocoles très e�cace et �able des données decommunication. La qualité du lien acoustique sous-marine est très imprévisible, car elle dépendprincipalement de la décoloration et le multi-trajet, qui ne sont pas des phénomènes facile-ment modélisés. Ceci, en retour, se dégrade considérablement les performances au niveau descouches supérieures comme les très longs et variables retards de propagation. En outre, cettevariation est généralement plus importante dans les liens horizontaux que dans les verticales.Signalisation acoustiques pour les communications numériques sans �l dans l'environnementde mer peuvent être une alternative très attrayante tant pour les systèmes de radio et detélémétrie câblé. Toutefois, variables dans le temps des trajets multiples et souvent rudes171



Chap. 7 Résumé en Francaisconditions de bruit ambiant caractériser le canal acoustique sous-marine, ce qui rend souventles communications acoustiques di�ciles. Des dé�s majeurs dans la conception de UASNssont les suivants:
• Le canal est gravement altérée, principalement en raison de trajets multiples.
• La perte temporaire de connectivité principalement à l'ombrage.
• Le retard de propagation est de cinq ordres de grandeur plus élevé que dans les canauxde fréquence radio terrestre et est généralement variable [4].
• Très faible bande passante disponible.
• Garantie limitée de l'énergie de la batterie à disposition.Puisque les missions de surveillance sous-marins peuvent être extrêmement coûteuses en raisondes coûts élevés impliqués dans des appareils sous-marins, il est important que le réseaudéployé être très �ables, de manière à éviter l'échec des missions de surveillance en raison dedéfaillance des dispositifs simples ou multiples. Par exemple, il est crucial d'éviter de concevoirla topologie du réseau avec les points uniques de défaillance susceptible de compromettrele fonctionnement global du réseau. La capacité du réseau est également in�uencée par latopologie du réseau. Comme la capacité de la chaîne sous-marine est extrêmement limitée,il est très important d'organiser la topologie du réseau ainsi un tel qu'aucun des gouletsd'étranglement de communication sont mis en place.FonctionnementLes données captées par les n÷uds sont acheminées grâce à un routage multi-saut à un n÷udconsidéré comme un "point de collecte", appelé n÷ud-puits (ou sink). Ce dernier peut êtreconnecté à l'utilisateur du réseau (via Internet, un satellite ou un autre système). L'usagerpeut adresser des requêtes aux autres n÷uds du réseau, précisant le type de données requiseset récolter les données environnementales captées par le biais du n÷ud puits.Les progrès conjoints de la microélectronique, microtechnique, des technologies de trans-mission sans �l et des applications logicielles ont permis de produire à coût raisonnabledes micro-capteurs de quelques millimètres cubes de volume, susceptibles de fonctionner enréseaux. Il intègrent :
• une unité de captage chargée de capter des grandeurs physiques (chaleur, humidité,vibrations, rayonnement...) et de les transformer en grandeurs numériques,
• une unité de traitement informatique et de stockage de données et un module de trans-mission sans �l (wireless).Ces micro-capteurs sont donc de véritables systèmes embarqués. Le déploiement de plusieursd'entre eux, en vue de collecter et transmettre des données environnementales vers un ouplusieurs points de collecte, d'une manière autonome, forme un réseau de capteurs sans �l.172



HistoriqueJusque dans les années 1990, hormis pour quelques balises radio, pour acheminer les donnéesd'un capteur au contrôleur central il fallait un câblage coûteux et encombrant.De nouveaux réseaux de capteurs sont apparus dans les années 1990, notamment dans lesdomaines de l'environnement et de l'industrie, permis par les récents progrès du domaine destechniques sans-�l (wireless). Aujourd'hui, grâce aux récents progrès des techniques sans-�l,de nouveaux produits exploitant des réseaux de capteurs sans-�l sont employés pour récupérerces données environnementales.EnjeuxPour le magazine Technology Review du MIT, le réseau de capteurs sans �l est l'une des dixnouvelles technologies qui bouleverseront le monde et notre manière de vivre et de travailler.Il répond à l'émergence ces dernières décennies, de l'o�re et d'un besoin accru d'observationet de contrôler des phénomènes physiques et biologiques dans di�érents domaines :
• industriels, techniques et scienti�que (monitoring de la température, la pression, l'hygrométrie,la luminosité...).
• écologie et environnement (surveillance des UV, de la radioactivité, de polluants tels queles HAP, les métaux lourds, ou de l'ozone ou du le NO2 ou encore le CO2 et d'autres gazà e�et de serre santé (suivi des malades, veille éco-épidémiologique et épidémiologique,
• sécurité,
• transports (automatisations diverses, prévention des accidents...),
• l'automatisation des bâtiments domotique,
• etc)ApplicationsLa diminution de taille et de coût des micro-capteurs, l'élargissement de la gamme des typesde capteurs disponibles (thermique, optique, vibrations,...) et l'évolution des support de com-munication sans �l, ont élargi le champ d'application des réseaux de capteurs. Ils s'insèrentnotamment dans d'autres systèmes tels que le contrôle et l'automatisation des chaînes demontage. Ils permettent de collecter et de traiter des informations complexes provenant del'environnement (météorologie, étude des courants, de l'acidi�cation des océans, de la disper-sion de polluants, de propagules, etc.Certains prospectivistes pensent que les réseaux de capteurs pourraient révolutionner lamanière même de comprendre et de construire les systèmes physiques complexes, notammentdans les domaines militaire, environnemental, domestique, sanitaire, de la sécurité, etc.173



Chap. 7 Résumé en FrancaisApplications militairesComme dans le cas de plusieurs technologies, le domaine militaire a été un moteur initialpour le développement des réseaux de capteurs. Le déploiement rapide, le coût réduit, l'auto-organisation et la tolérance aux pannes des réseaux de capteurs sont des caractéristiques quirendent ce type de réseaux un outil appréciable dans un tel domaine. Un réseau de capteursdéployé sur un secteur stratégique ou di�cile d'accès, permet par exemple d'y surveiller tousles mouvements (amis ou ennemis), ou d'analyser le terrain avant d'y envoyer des troupes(détection d'agents chimiques, biologiques ou de radiations). Des tests concluants auraientdéjà été réalisés par l'armée américaine dans le désert de Californie. Certains exampeles sontles suivants:
• Asset Monitoring: les commandants peuvent surveiller les emplacements des troupes,des armes et des fournitures pour renforcer le contrôle et la communication.
• BattleField Monitoring: les vibrations et les capteurs magnétiques peuvent localiser etsuivre des forces ennemies dans le champ de bataille.
• Urban Warfare: capteurs autorisé le déploiement dans les immeubles peuvent empêcherleur réoccupation et de suivre l'activité des ennemis à l'intérieur.
• Protection: prévention et protection contre les radiations, les armes biologiques et chim-iques peuvent être atteints par le déploiement d'un WSN, qui détecte le niveau de ray-onnement ou de la présence de produits toxiques.
• Distributed Tactical Surveillance: AUVs et capteurs �xes sous-marins peuvent colla-borer pour la surveillance des zones de surveillance, de reconnaissance, de ciblage et desystèmes de détection d'intrusion. Par exemple, dans [7], un réseau de capteur 3D sous-marin est conçu pour un système de surveillance tactique qui est capable de détecter etclassi�er les sous-marins, véhicules de livraison de petite taille (SDVs) et des plongeurssur la base des données recueillies par rayonnement mécanique, magnétique microcap-teurs et acoustique. Avec des systèmes de sonar à l'égard du radar traditionnel, UASNspeut atteindre une précision plus élevée, et permettre la détection et la classi�cationdes cibles à faible signature en combinant également des mesures de di�érents types decapteurs.
• Mine Reconnaissance: Le fonctionnement simultané des AUV multiples avec capteursacoustiques et optiques peuvent être utilisées pour e�ectuer l'évaluation rapide de l'environnementet de détecter les mines comme des objets.Applications à la sécuritéLes structures d'avions, navires, automobiles, métros, etc pourraient être suivies en tempsréel par des réseaux de capteurs, de même que les réseaux de circulation ou de distributionde l'énergie. Les altérations de structure d'un bâtiment, d'une route, d'un quai, d'une voieferrée, d'un pont ou d'un barrage hydroélectrique (suite à un séisme ou au vieillissement)pourraient être détectées par des capteurs préalablement intégrés dans les murs ou dans lebéton, sans alimentation électrique ni connexions �laires. Certains capteurs ne s'activant quepériodiquement peuvent fonctionner durant des années, voire des décennies. Un réseau decapteurs de mouvements peut constituer un système d'alarme distribué qui servira à détecter174



les intrusions sur un large secteur. Déconnecter le système ne serait plus aussi simple, puisqu'iln'existe pas de point critique. La surveillance de routes ou voies ferrées pour prévenir desaccidents avec des animaux (roadkill) ou des êtres humains ou entre plusieurs véhicules estune des applications envisagées des réseaux de capteurs.Selon leurs promoteurs, ces réseaux de capteurs pourraient diminuer certaines failles desystèmes de sécurité et mécanismes de sécurisation, tout en diminuant leur coût. D'autrescraignent aussi des dérives sécuritaires ou totalitaires si l'usage de ces réseaux n'est pas assu-jetti à des garanties éthiques sérieuses.Applications environnementalesDes thermo-capteurs peuvent être dispersés à partir d'avions, ballons, navires et signalerd'éventuels problèmes environnementaux dans le champ de captage (incendie, pollution, épidémies,aléa météorologique...) permettant d'améliorer la connaissance de l'environnement et l'e�cacitédes moyens de lutte. Des capteurs pourraient être semés avec les graines par les agriculteursa�n de détecter le stress hydrique des plantes ou le taux de nutriment de l'eau du sol, pouroptimiser les apports d'eau et de nutriments ou le drainage et l'irrigation. Sur les sites in-dustriels, les centrales nucléaires ou dans les pétroliers, des capteurs peuvent être déployésen réseau pour détecter des fuites de produits toxiques (gaz, produits chimiques, élémentsradioactifs, pétrole, etc.) et alerter les utilisateurs et secours plus rapidement, pour permettreune intervention e�cace. Une grande quantité de micro-capteurs pourrait être déployée enforêt ou dans certaines aires protégées pour recueillir des informations sur l'état des habitatsnaturels et sur les comportements de la faune, de la �ore et de la fonge (déplacements, activité,état de santé..). L'université de Pise (Italie) a ainsi réalisé des réseaux de capteurs pour lecontrôle de parcs naturels (feux, animaux,..). Des capteurs avalés par les animaux ou placéssous leur peau sont déjà parfois utilisés). Il devient ainsi possible "d'observer la biodivesité",sans déranger, des espèces animales vulnérables au dérangement ou di�ciles à étudier dansleur environnement naturel, et de proposer des solutions plus e�caces pour la conservation dela faune.Les éventuelles conséquences de la dispersion en masse des micro-capteurs dans l'environnementont soulevé plusieurs inquiétudes. En e�et, ceux-ci sont généralement doté d'une micro-batterie contenant des métaux nocifs. Néanmoins, le déploiement d'un million de capteursde 1 millimètre cube chacun ne représente qu'un volume total d'un litre. Même si toutce volume était constitué de batteries, cela n'aurait pas des répercussions désastreuses surl'environnement. Certains exampeles sont les suivants:
• Surveillance de L'habitat: un WSN déployé dans un environnement sous-glaciaire [11, 12]peut recueillir des renseignements sur les calottes glaciaires et les glaciers. Les réseaux decapteurs peuvent également être déployés pour mesurer la population d'oiseaux et autresespèces [13]. Aussi, WSN peut fournir un avertissement d'inondation [14] et surveillerl'érosion côtière [15].
• La Détection des Catastrophes: les incendies de forêt peuvent être détectées et localiséespar un densément déployés WSN.
• Les Réseaux D'échantillonnage de L'océan: les réseaux de capteurs et d'AUV, telsque l'Odyssée AUV-classe [16], peut e�ectuer l'échantillonnage, synoptique coopéra-tive adaptative de l'environnement 3D océan côtier [17]. Des expériences telles que175



Chap. 7 Résumé en Francaisl'expérience sur le terrain de Monterey Bay [18] a démontré les avantages de réunir lesnouveaux véhicules sophistiqués de robotique avec les modèles d'océan de pointe pouraméliorer la capacité d'observer et de prévoir les caractéristiques de l'environnementocéanique.
• Surveillance de L'environnement: UASNs peut e�ectuer la surveillance de la pollution(chimique, biologique et nucléaire). Par exemple, elle mai être possible de détaillerle lisier chimique des antibiotiques, des hormones de type ÷strogène et d'insecticidespour contrôler les ruisseaux, les rivières, les lacs et les baies de l'océan (qualité del'eau une analyse in-situ) [19]. Surveillance des courants océaniques et les vents, lesprévisions météo s'était améliorée, la détection des changements climatiques, compren-dre et prévoir l'e�et des activités humaines sur les écosystèmes marins, la surveillancebiologique comme le repérage des poissons ou des micro-organismes, sont d'autres appli-cations possibles. Par exemple, dans [20], la conception et la construction d'un réseausimple détection sous-marine est décrit de détecter des gradients de température ex-trêmes (thermocline), qui sont considérés comme un terrain fertile pour certains micro-organismes marins.
• Les Explorations Sous-Marine: UASNs peut aider à détecter les gisements sous-marinsou de réservoirs, déterminer des routes pour la pose de câbles sous-marins, et aider àl'exploration des minéraux précieux.
• Prévention des Catastrophes: les réseaux de capteurs qui mesurent l'activité sismiquedans les endroits éloignés peuvent fournir des alertes aux tsunamis dans les zones côtières[21], ou d'étudier les e�ets des tremblements de terre sous-marin (compris sous la mer).
• Détection D'incendie au Forêt: un SANET pourraient être déployés pour détecter unincendie de forêt à ses débuts [22]. Un certain nombre de n÷uds doivent être pré-déployéedans une forêt. Chaque noeud peut rassembler les di�érents types d'informations provenantde capteurs, comme la température, l'humidité, de pression et de position. Toutes lesdonnées de détection est envoyé par la communication multi-hop au centre de con-trôle via un nombre d'actionneurs (dispositifs de passerelle) répartis à travers la forêt.Les actionneurs sont connectés à des réseaux mobiles (par exemple, Universal MobileTelecommunications System - UMTS) et sera positionné de manière à réduire le nombrede sauts de la source de détection d'incendie au centre de contrôle. Les actionneurspermettra également de réduire la congestion du réseau dans les déploiements à grandeéchelle par l'extraction des données depuis le réseau en des points prédéterminés. Il maiégalement être possible dans ce scénario que certains patrons d'unités mobiles forêtsagissent comme actionneur mobile, la collecte de données sur l'environnement sur toutleur parcours à travers la forêt. Dès qu'un événement lié à l'incendie est détecté, commel'élévation de température brusques, le centre de contrôle sera aussitôt très e�rayée. Lesopérateurs dans le centre de contrôle peut juger s'il s'agit d'une fausse alarme en util-isant soit les données recueillies à partir d'autres capteurs ou en envoyant une équipepour véri�er la situation sur place. Ensuite, les pompiers et les hélicoptères peuvent êtreenvoyées pour éteindre l'incendie avant qu'il ne croît à un incendie de forêt majeurs.176



Applications médicales et vétérinaireLa surveillance des fonctions vitales d'un organisme vivant pourrait à l'avenir être facilitée pardes micro-capteurs avalés ou implantés sous la peau. Des gellules multi-capteurs ou des micro-caméras pouvant être avalées existent déjà, pouvant sans recours à la chirurgie, transmettredes images de l'intérieur d'un corps humain (avec une autonomie de 24 heures). Une récenteétude présente des capteurs fonctionnant dans le corps humain, qui pourraient traiter certainesmaladies. Un projet est de créer une rétine arti�cielle composée de 100 micro-capteurs pourcorriger la vue. D'autres ambitieuses applications biomédicales sont aussi présentées, tel que: la surveillance de la glycémie, la surveillance des organes vitaux ou la détection précoce decancers. Des réseaux de capteurs permettraient théoriquement une surveillance permanentedes patients et une possibilité de collecter des informations physiologiques de meilleure qualité,facilitant ainsi le diagnostic de quelques maladies.
• Surveillance à domicile: surveillance à domicile pour les malades chroniques et personnesâgées [23] permet de soins de longue durée et peut réduire la durée du séjour hospitalier.
• Surveillance des patients: n÷uds de capteurs déployés sur le corps des patients dansles hôpitaux [24], permettent la collecte des données à caractère périodique ou continuecomme la température, la pression artérielle, etc.Applications commercialesDes n÷uds capteurs pourraient améliorer le processus de stockage et de livraison (pour garantirla chaine du froid en particulier). Le réseau ainsi formé, pourra être utilisé pour connaîtrela position, l'état et la direction d'un paquet ou d'une cargaison. Un client attendant unpaquet peut alors avoir un avis de livraison en temps réel et connaître la position du paquet.Des entreprises manufacturières, via des réseaux de capteurs pourraient suivre le procédé deproduction à partir des matières premières jusqu'au produit �nal livré. Grâce aux réseaux decapteurs, les entreprises pourraient o�rir une meilleure qualité de service tout en réduisantleurs coûts. Les produits en �n de vie pourraient être mieux démontés et recyclés ou réutiliséssi les microcapteurs en garantissent le bon état. Dans les immeubles, le système domotique dechau�age et climatisation, d'éclairage ou de distribution d'eau pourrait optimiser son e�ciencegrâce à des micro-capteurs présents dans des tuiles aux plancher en passant par les murs,huisseries et meubles. Les systèmes ne fonctionneraient que là où il faut, quand il faut et à lajuste mesure. Utilisée à grande échelle, une telle application permettrait de réduire la demandemondiale en énergie et indirectement les émissions de gaz à e�et de serre. Rien qu'aux États-Unis, cette économie est estimée à 55 milliards de dollars par an, avec une diminution de 35millions de tonnes des émissions de carbone dans l'air. Le monde économique pourrait ainsidiminuer ses impacts environnementaux sur le climat. Certains exampeles sont les suivantes:
• Surveillance: un réseau de capteur peut détecter les incendies dans les immeubles etdonner des informations sur sa localisation. Il peut également détecter des intrusions etdu suivi de l'activité humaine.
• La Prévention des Catastrophes: n÷uds de capteurs déployés dans le cadre de l'eaupeut empêcher de catastrophe comme le tsunami du tremblement de terre océaniquesou imminente. 177



Chap. 7 Résumé en Francais
• Smart Metering Solutions: Smart Metering Solutions, fourni par Coronis, basé sur Wave-nis [8] la technologie sans �l ont été déployées dans des millions d'installations résiden-tielles, industrielles et commerciales autour du monde, reliant les consommateurs de gaz,de l'eau et d'électricité de manière e�cace avec l'opérateur est de retour l'informationet de systèmes de facturation. Wavenis technologie sans �l fournit l'ultra-longue portéeet de la consommation d'énergie extrêmement basse qui sont essentiels pour l'e�cacitémile dernière, la couverture extérieure en matière de comptage des réseaux qui serventdes villes entières, y compris les zones urbaines denses ainsi que tentaculaire des zonessuburbaines et commerciale.
• Navigation Assistée: les capteurs peuvent être utilisés pour identi�er les dangers sur lefond marin, de localiser les bancs de roches dangereuses dans les eaux peu profondes,des postes d'amarrage, submergé épaves, et d'e�ectuer le pro�lage bathymétrie.
• Reprise après Sinistre: après un séisme ou une attaque terroriste, les n÷uds de capteurpeut détecter des signes de vie à l'intérieur d'un bâtiment endommagé.
• Smart Park: un système de contrôle distribué soutenu par SANET. Elle améliore la mo-bilité dans la zone urbaine en trouvant des places de parking gratuits pour les conduc-teurs désireux de se garer [9, 10]. Elle diminue également le risque d'éventuels accidents,la pollution, et d'éliminer la rage au volant.Plates-formesParmi les standards les plus aptes à être exploités dans les réseaux de capteurs sans-�l seretrouvent la double pile protocolaire Bluetooth / Zigbee.
• La Bluetooth, dont Ericsson a initié le projet en 1994, a été standardisé sous la normeIEEE 802.4.15 et a comme but la création et le maintien de réseaux à portée personnelle,PAN (Personal Area Network). Un tel réseau est utilisé pour le transfert de donnéesà bas débit à faible distance entre appareils compatibles. Malheureusement, le granddéfaut de cette technique est sa trop grande consommation d'énergie et ne peut doncpas être utilisée par des capteurs qui sont alimentés par une batterie et qui idéalementdevraient fonctionner durant plusieurs années.
• Le ZigBee combiné avec IEEE 802.15.4 o�re des caractéristiques répondeant encoremieux aux besoins des réseaux de capteurs en termes d'économies d'énergie. ZigBeeo�re des débits de données moindres, mais il consomme également nettement moins queBluetooth. Un faible débit de données n'handicape pas pour un réseau de capteurs oùles fréquences de transmission sont faibles.Les constructeurs tendent à employer des � techniques propriétaires � ayant l'avantage d'êtrespéci�quement optimisées pour une utilisation précise, mais avec l'inconvénient de ne pas êtrecompatibles entre elles.Matérielles et LogicielsDe nouvelles techniques in�uenceront l'avenir des réseaux de capteurs. par exemple, UWB(Ultra wideband) est une technique de transmission permettant des consommations extrême-178



ment basses grâce à sa simplicité matérielle. De plus, l'atténuation du signal engendré par desobstacles est moindre qu'avec les systèmes radio à bande étroite conventionnels.Le domaine des capteurs sans �l semble promis à un grand essor. De nombreux nouveauxproduits logiciels sont attendus, y compris dans le domaine de l'open-source avec par exempleTinyOS développé à l'Université de Berkeley ; un système d'exploitation "open source" conçupour les capteurs embarqués sans-�l qui est déjà utilisé (en 2009) par plus de 500 universitéset centres de recherche dans le monde. La réalisation de programmes sur cette plateformes'e�ectue exclusivement en NesC (dialecte du C). Cet OS a notamment pour particularité unetaille extrêmement réduite en termes de mémoire (quelques kilo-octets).Architecture d'un micro-capteurUn � n÷ud capteur � contient quatre unités de base : l'unité de captage, l'unité de traitement,l'unité de transmission, et l'unité de contrôle d'énergie. Selon le domaine d'application, il peutaussi contenir des modules supplémentaires tels qu'un système de localisation (GPS), ou bienun système générateur d'énergie (cellule solaire). Quelques micro-capteurs, plus volumineux,sont dotés d'un système mobilisateur chargé de les déplacer en cas de nécessité.L'unité de captageLe capteur est généralement composée de deux sous-unités : le récepteur (reconnaissantl'analyte) et le transducteur (convertissant le signal du récepteur en signal électrique). Lecapteur fournit des signaux analogiques, basés sur le phénomène observé, au convertisseurAnalogique/Numérique. Ce dernier transforme ces signaux en un signal numérique com-préhensible par l'unité de traitement.L'unité de traitementElle comprend un processeur généralement associé à une petite unité de stockage. Ellefonctionne à l'aide d'un système d'exploitation spécialement conçu pour les micro-capteurs(TinyOS par exemple). Elle exécute les protocoles de communications qui permettent de faire� collaborer � le n÷ud avec les autres n÷uds du réseau. Elle peut aussi analyser les donnéescaptées pour alléger la tâche du n÷ud puits.L'unité de transmissionElle e�ectue toutes les émissions et réceptions des données sur un medium � sans-�l �. Ellepeut être de type optique (comme dans les n÷uds Smart Dust), ou de type radio-fréquence.
• Les communications de type optique sont robustes vis-à-vis des interférences électriques.Néanmoins, ne pouvant pas établir de liaisons à travers des obstacles, elles présententl'inconvénient d'exiger une ligne de vue permanente entre les entités communicantes.
• Les unités de transmission de type radio-fréquence comprennent des circuits de mod-ulation, démodulation, �ltrage et multiplexage ; ceci implique une augmentation de lacomplexité et du coût de production du micro-capteur.179



Chap. 7 Résumé en FrancaisConcevoir des unités de transmission de type radio-fréquence avec une faible consommationd'énergie est un dé� car pour qu'un n÷ud ait une portée de communication su�sammentgrande, il est nécessaire d'utiliser un signal assez puissant et donc une énergie consomméeimportante. L'alternative consistant à utiliser de longues antennes n'est pas possible à causede la taille réduite des micro-capteurs.L'unité de contrôle d'énergieUn micro-capteur est muni d'une ressource énergétique (généralement une batterie). Étantdonné sa petite taille, cette ressource énergétique est limitée et généralement non-remplaçable.ceci fait souvent de l'énergie la ressource la plus précieuse d'un réseau de capteurs, car ellein�ue directement sur la durée de vie des micro-capteurs et donc du réseau entier. L'unitéde contrôle d'énergie constitue est donc un systèmes essentiel. Elle doit répartir l'énergiedisponible aux autres modules, de manière optimale (par exemple en réduisant les dépensesinutiles et en mettant en veille les composants inactifs). Cette unité peut aussi gérer dessystèmes de rechargement d'énergie à partir de l'environnement via des cellules photovoltaïquepar exemple.Architectures Réseau de capteursIl existe plusieurs topologies pour les réseaux à communication radio. Nous discutons ci-dessous des topologies applicables aux réseaux de capteurs.La Topologie en étoileDans cette topologie une station de base envoie ou reçoit un message via un certaine nombrede n÷uds. Ces n÷uds peuvent seulement envoyer ou recevoir un message de l'unique stationde base, il ne leur est pas permis de s'échanger des messages.
• Avantage: simplicité et faible consommation d'énergie des n÷uds, moindre latence decommunication entre les n÷uds et la station de base.
• Inconvénient : la station de base est vulnérable, car tout le réseau est géré par un seuln÷ud.La topologie � en toile � ou � en grille � (Mesh Network)Dans ce cas (dit � communication multi-sauts �), tout n÷ud peut échanger avec n'importequel autre n÷ud du réseau (s'il est à portée de transmission). Un n÷ud voulant transmettreun message à un autre n÷ud hors de sa portée de transmission, peut utiliser un n÷ud inter-médiaire pour envoyer son message au n÷ud destinataire. Avantage : Possibilité de passer àl'échelle du réseau, avec redondance et tolérance aux fautes, Inconvénient : Une consommationd'énergie plus importante est induite par la communication multi-sauts. Une latence est créepar le passage des messages des n÷uds par plusieurs autres avant d'arriver à la station debase.Un réseau Mesh est le nom des systèmes en réseau embarqués qui partagent plusieurscaractéristiques telles que: 180



• Multi-Hop�La possibilité d'envoyer des messages de capteur en capteur jusqu'à unestation de base, ceci permettant l'extension du réseau en escalade.
• Self-Con�guring�Capacité à créer le réseau sans intervention humaine.
• Self-Healing�Capacité d'ajouter et de supprimer des noeuds du réseau automatique-ment sans avoir à recon�gurer le réseau.
• Dynamic Routing�Capacité à déterminer de manière adaptative le chemin vers la basedynamiquement en fonction des conditions du réseau. Ces caractéristiques associéesà une gestion de la consommation d'énergie permettent aux réseaux de capteurs unegrande autonomie, un déploiement facile et une réactivité face à un problème au sein duréseau.La topologie hybrideUne topologie hybride entre celle en étoile et en grille fournit des communications réseaurobustes et diverses, en assurant la minimisation de la consommation d'énergie dans les réseauxde capteurs. Dans ce type de topologie, les n÷uds capteur autonome en énergie ne routent pasles messages, mais il y a d'autres n÷uds qui ont la possibilité de faire le routage des messages.En général, ces n÷uds disposent d'une source d'énergie externe.Motivations et ObjectifsLes réseaux de capteurs sont similaires à des réseaux ad hoc en ce sens que les réseaux de cap-teurs emprunter massivement sur l'auto-organisation et les technologies de routage développépar le groupe ad hoc de la recherche. Toutefois, un objectif majeur pour la conception desréseaux de capteurs est de réduire le coût de chaque n÷ud. Pour de nombreuses applications,le coût souhaité pour une connexion sans �l périphérique est inférieur à un dollar.Nous, dans cette thèse, prenons un ensemble de capteurs répartis sur une région poure�ectuer un opération. Chacun de ces capteurs a un émetteur-récepteur sans �l qui transmetet reçoit sur une seule fréquence, qui est commun à tous ces capteurs. Au �l du temps, certainsde ces capteurs générer/collecter des informations pour être envoyé à un autre capteur. Enraison de la capacité de la batterie limitée de ces capteurs, un capteur ne peut pas communiquerdirectement avec les n÷uds qui sont loins. Dans de tels scénarios, l'une des possibilités detransfert d'informations entre deux noeuds qui ne peuvent pas communiquer directement estd'utiliser d'autres n÷uds de capteurs dans le réseau. Pour être précis, les capteurs sourcetransmet ses informations à l'un des capteurs qui est à sa portée de transmission. Le capteurintermédiaire utilise ensuite la même procédure a�n que l'information a �nalement atteint sadestination.Un ensemble composé de la paire ordonnée de noeuds constituent une liaison qui est utilisépour faciliter la communication entre les deux paires donné de n÷uds (par exemple, un capteuret une station de base). Il s'agit d'un problème standard de routage multi-sauts dans lesréseaux de capteurs. Le problème de routage optimal a été largement étudié dans le cadre desréseaux �laires où habituellement plus court chemin (algorithme de routage) est utilisé: chaquemaillon du réseau a un poids qui lui est associée et l'objectif de l'algorithme de routage estde trouver un chemin qui permet d'atteindre le poids minimal entre deux noeuds donnée. Detoute évidence, le résultat d'un tel algorithme dépend de la fonction de poids associée à chaque181



Chap. 7 Résumé en Francaislien dans le réseau. Dans les réseaux de capteurs, l'optimalité de l'algorithme de routage estdé�ni à prolonger la vie de réseau (là où la vie est dé�ni comme le temps engendré par leréseau pour certains agrégation des données jusqu'à ce n÷ud vivant en premier est déconnectésuite à une coupure de l'énergie). Toutefois, une compréhension complète de l'e�et de routagesur les performances de réseaux de capteurs et de l'utilisation des ressources (en particulier,la stabilité en couche MAC et, par conséquent, le retard bout-en-bout) n'a pas reçu beaucoupd'attention.Pour SANETs, nous nous concentrerons sur deux niveaux de coordination les plus re-streintes à savoir: capteur-actionneur, et l'actionneur-actionneur. En SANETs, pour capteur-actionneur de coordination, il est nécessaire d'élaborer des protocoles qui sont en mesure defournir des services en temps réel avec des bornes retard donné, en fonction des contraintesd'application et d'assurer une communication e�cace de l'énergie entre les capteurs et action-neurs. Les actionneurs peuvent communiquer les uns avec les autres, en plus de communiqueravec les capteurs. Comme il existe peu de nombre de n÷uds d'actionneur et les capacités depuissance de ces n÷uds sont plus élevés que les n÷uds de capteurs, communication est simi-laire à la communication en réseau sans �l ad-hoc. Nous considérons également un SANET quiprolonge la durée de vie du réseau en minimisant la consommation d'énergie et, parallèlement,prend soin de retard-sensibilité des données captées.En dehors de SANETs, nous considérons également UASNs qui sont déployés pour accom-plir les tâches de surveillance de collaboration sous-marine. Les capteurs doivent être organ-isés en un réseau autonome qui s'auto-con�gurer en fonction des caractéristiques variables del'environnement océanique. La plupart des dé�ciences du canal acoustique sous-marine sontadéquatement traitées au niveau physique, par la conception de récepteurs qui sont en mesurede faire face à des taux peu élevé d'erreur, la décoloration, et les interférences inter-symboles(ISI) causée par trajets multiples. Il ya eu des e�orts à développer des égaliseurs de canauxet d'adaptation des techniques de traitement spatial de sorte que la modulation de phase co-hérente peut être utilisé pour atteindre la haute e�cacité spectrale souhaitée. Ces techniquessont exigeants en calcul avec les réglages de paramètres multiples et des exigences qui ne sontpas particulièrement adaptés aux applications où l'autonomie, l'adaptabilité et de longue viede batterie d'opération sont envisagées. Par conséquent, nous analysons les facteurs in�u-ant sur les communications acoustiques dans le but de préciser les dé�s posés par les chaînessous-marines pour les réseaux de capteurs sous-marins.ContributionLe chapitre 'Introduction' présente de manière générale le domaine des réseaux de capteurssans-�ls et les applications possibles. Il présente aussi rapidement les contributions ainsi quele plan du document de thèse. Une di�érence est ainsi faite pour les réseaux de capteurs sans-�ls (wireless sensor networks, WSN), les réseaux de capteurs-actionneurs (sensor-actuatornetworks, SANET), et réseaux de capteurs sous-marine (underwater acoustic sensor networks,UASNs).Après un premier chapitre introductif qui donne en particulier les hypothèses, les motiva-tions et les objectifs du travail réalisé, le deuxième chapitre présente le problème du routagemulti-sauts et de l'échantillonnage (un couplage entre la couche applicative, celle qui e�ectuela capture des données, et la couche d'accès au support) dans les réseaux de capteurs sans �I.On aborde d'abord les deux possibilités les plus connues, à savoir un échantillonnage indépen-182



dant ou dépendant des possibilités de transmission, et on montre que la deuxième solutionest celle qui donne les meilleures performances, i.e., garantit l'échantillonnage et minimise lesdélais de bout-en-bout. On propose ensuite d'associer deux �les à chaque capteurs, dont unede retransmission des messages reçus, et on montre que la stabilité de ces dernières est fonctiondu routage et des taux d'accès au canal. En�n, on propose un algorithme de routage optimalqui recherche l' équilibre de Wardrop et fournit le meilleur délai dans de tels réseaux.Nous considérons un WSN dans lequel les n÷uds de capteurs sont des sources du tra�cqui doit être transféré dans un mode multi-hop à un centre de traitement commun. Nousconsidérons: les n÷uds de capteurs ont un processus d'échantillonnage indépendants (archi-tecture en couches) de l'opération de transmission, montré dans la Figure 7.3. Ce système estcomme le réseau de paquets radio (PRN) pour lesquels l'analyse exacte n'est pas disponible.Nous montrons aussi que la condition de stabilité proposé dans la littérature de PRN n'estpas précis. D'abord, une condition de stabilité correcte pour un tel système est fourni. Puis,nous avons proposé un échantillon strati�é d'échantillonnage des données schéma dans lequel,le capteur de noeuds exemple de nouvelles données seulement quand il a une occasion (ar-chitecture inter-couches), de la transmission des données montré dans la Figure 7.3. Pour lecouplage (appelé closed-system par opposition à l'open system qui est sans couplage), l'idéegénérale est que la couche d 'accès au support demande à la couche applicative de lancer unecapture lorsqu'elle n'a pas de paquets en attente de transmission. Toutes les applicauons nepeuvent pas fonctlonncr selon ce mode. Ensuite, une étude analytique de la stabilité du sys-tème est aussi proposée. On peut également remarquer que ce système donne une meilleureperformance en termes de retard et est d'ailleurs favorable à l'analyse.Le mécanisme de couplaga proposé péut e�ectivement être vu comme un mécanismeinter-couches. Il peut aussi se ramener à un système classique de contrôle du type maitre-esclave, pour lequel les avantagcs et les inconvénients sont connus et une littérature abondantedisponible. L'étude de la stabilité du système est intéressante, avec une phase de modélisationet une phase de résolution avec des méthodes d'évaluation de performance.

Figure 7.3: Une architecture en couches et inter-couchesDe fournir des services intéressants tels que la surveillance d'urgence, réuni en temps réelet les contraintes énergétiques et de la stabilité au contrôle d'accès au support (MAC) couche183



Chap. 7 Résumé en Francaissont les exigences de base des protocoles de communication dans ces réseaux. Nous proposonségalement une architecture en couches croisées avec deux �les d'émission de la couche MAC,c'est à dire, l'un pour ses propres données générées, et l'autre pour le tra�c de transmissionmontré dans la Figure 7.4. Nous utilisons une discipline probabiliste pour les �les d'attente.Notre premier résultat concerne principalement la stabilité des �les d'attente à e�ectuer auniveau des noeuds. Il précise que si les �les d'attente de transfert peut être stabilisé, par lechoix approprié des �les d'attente, ne dépend que de routage et les taux d'accès aux canauxdes capteurs. En outre, le poids des WFQs jouer un rôle dans la détermination du compromisentre la puissance allouée pour la communication et le retard de l'acheminement du tra�c.

Figure 7.4: Un système avec deux �les d'attente au-MACEn ce qui concerne le routage, on propose un routage minimisant le retard d'acheminemeneten prenant en compte le retard de chaque chemin, dans I'hypothèse où plusieurs chemins sontpossibles. Il est supposé que ce retard d'acheminemenet est disponible. De plus, il est connuque des oscillations néfastes peuvent apparaître si le mode des calcul de ces retards ou lasélections des routes optimales est mal adapté. Pour cela, on utilise une méthode qui a étéproposée par allieurs pour déterminer les estimations des retards et les probabilités de routagea�n de parvenir à un équilibre de type Wardrop. On montre la stabilité par simulâtion, avecdes résultats conséquents.Nous abordons ensuite le problème du routage optimal qui vise à minimiser le retardbout-en-bout. Depuis, nous nous permettre le partage de tra�c à des noeuds sources, nousproposons un algorithme qui cherche l'équilibre de Wardrop au lieu d'un seul chemin avecle retard minimum. Wardrop equilibria première apparition dans le contexte des réseaux detransport. Le premier principe de Wardrop dire: Le temps de trajet en toutes les voies utiliséesen fait sont égaux et inférieurs à ceux qui seraient subis par un seul véhicule, sur toutes routesnon utilisés. Chaque utilisateur non-coopérative cherche à minimiser son coût de transport.184



Les �ux de circulation qui satisfont à ce principe sont généralement quali�és de 'l'équilibreutilisateur' (UE) �ux, puisque chaque utilisateur de choisir l'itinéraire qui est le meilleur.Plus précisément, un utilisateur-optimisé l'équilibre est atteint lorsque aucun utilisateur peutabaisser son coût de transport par une action unilatérale.Le régime de routage distribué est conçue pour une large classe de réseaux de capteursqui converge (au sens de Cesaro) à l'ensemble de Cesaro-Wardrop equilibria. Chaque lienest attribué un poids et l'objectif est d'acheminer à travers les sentiers de poids minimum enutilisant itérative régime de mise à jour. La convergence est établie en utilisant les résultatsstandard de la littérature connexe et validée par les résultats des simulations TinyOS. Notrealgorithme peut s'adapter à l'évolution du tra�c sur le réseau et les retards. Ce régime estfondé sur le temps de multiples rapprochement échelle algorithmes stochastiques. L'algorithmeest simulé dans TOSSIM et des résultats numérique de ces simulations sont fournis.Pour les réseaux de capteurs à l'accès au canal aléatoire, nous avons proposé une approched'échantillonnage des données qui vous garantit un taux d'échantillonnage tout en minimisantle retard bout-en-bout. De simulation et des résultats numériques montrent que les perfor-mances de ce système est mieux que l'architecture traditionnelle, où le mécanisme d'accèscanal est indépendante d'échantillonnage. Nous avons également vu que le régime proposéne nécessite pas de paramètre de réglage fastidieux comme c'est le cas pour l'architecture encouches.Nous avons également obtenu quelques aperçus importants sur des arbitrages di�érentsqui peuvent être obtenus en faisant varier certains paramètres du réseau. Certains d'entre euxcomprennent: 1) Le routage peut être crucial dans la détermination des propriétés de stabilitédes capteurs en réseau. 2) Que ce soit ou non les �les d'attente de transfert peut être stabilisé(par le choix approprié des poids WFQ) ne dépend que de routage et les taux d'accès au canal3) Nous avons vu également que le retard bout-en-bout est indépendante du choix des poidsWFQ.Nous avons alors proposé un algorithme d'apprentissage, applicable à tous les deux sys-tèmes, d'atteindre l'équilibre de Wardrop pour le retard bout-en-bout. Pour le système fermé,cet algorithme a aussi adapté le taux d'accès au canal des n÷uds de capteurs. À partir desrésultats de simulation, nous avons vu un délai très élevé pour un système unique �le d'attente(à condition que le système était stable) par rapport au système avec deux �les d'attente.Depuis, l'objectif de l'algorithme n'a été que de converger vers un équilibre de Wardrop, àce moment ce n'est pas en mesure de faire un choix judicieux parmi les équilibres de Wardropmultiples, si elles existent.Le troisième chapitre étend le précédent en considérant des réseaux de capteurs et d'actionneurs,les actionneurs devant tous recevoir leurs informations en temps minimum. Ce chapitredonne d'abord une architecture cross-layer fermée, en opposition aux architectures ouvertesde l'internet, et montre que cette proposition est plus performante et converge plus vite quela solution classique (hiérarchique) ouverte, ceci à la fois pour la stabilité des �les d'attenteet pour la minimisation des délais de bout-en-bout. En considérant une architecture de com-munication à deux niveaux, celui des capteurs aux actionneurs, et celui des actionneurs entreeux, on conduit une étude de conception complète et propose en particulier successivementun nouvel algorithme permettant à chaque capteur de choisir son actionneur de façon opti-male et un nouvel algorithme de routage (de tous les �ux des capteurs vers leurs actionneursrespectifs), optimal aussi, qui est adaptatif et converge vers un équilibre de Cesaro-Wardrop.Le chapitre3 présente des contributions pour les réseaux de capteurs-actionneurs (SANETs).On énonce que ces systèmes engendrent des interactions plus variées: capteur-capteur, capteur-185



Chap. 7 Résumé en Francaisactionneur, actionneur-actionneur. Dans le cadre de l'interaction capteur-actionneur, on pro-pose ensuite un mécanisme pour la sélection d'un actionneur pour un ensemble des capteursdonnés. En ce qui conccrne les interactions actionneur-actionneur, on propose une méthodebasée sur le contrôle de la puissance d'émission.Nous considérons un SANET et résoudre le problème du retard minimum pour l'agrégationdes données. Nous analysons le moyen retard bout-en-bout dans le réseau. L'objectif est deminimiser le retard total sur le réseau. Nous prouvons que cette fonction objectif est stricte-ment convexe pour l'ensemble du réseau. Nous proposons ensuite un cadre d'optimisationdistribuée à atteindre l'objectif requis. L'approche est basée sur l'optimisation convexe etalgorithme déterministe distribué sans contrôle rétroactif. Seul le savoir local est utilisé pourmettre à jour les mesures algorithmiques. Plus précisément, nous formulons l'objectif commeune fonction de réduction des retards au niveau du réseau où les contraintes sont la capacité dureception et le taux de service aux couche MAC. En utilisant la méthode lagrangienne, nousdéduisons un algorithme primal-dual distribué pour minimiser le retard dans le réseau. Nousdéveloppons en outre un retard stochastique primal-dual contrôle algorithme en présence d'unenvironnement bruyant. Nous présentons également la convergence et la vitesse de convergenceassociée.Ce chapitre étudie également un problème de sélection d'actionneur avec le retard optimalpour SANETs. Chaque capteur doit transmettre ses données locales à un seul des actionneurs.Un algorithme en temps polynomial est proposé pour le sélection d'actionneur. Nous proposonsen�n un mécanisme distribué pour le contrôle d'actionnement qui couvre toutes les exigencespour un processus de commande e�cace.Pour les réseaux de capteurs-actionneurs sans �l avec accès au canal aléatoire, nous pro-posons que chaque capteur doit transmettre ses lectures vers un actionneur. L'objectif pourle système ouvert est de minimiser le retard total du réseau. En particulier, nous avons mon-tré que la fonction objectif est strictement convexe pour l'ensemble du réseau. Les résultatsmontrent que la valeur optimale du taux de service requis est atteint pour chaque noeud duréseau par le primal distribués algorithme dual. Il est important d'accorder une attentionégale à la fois le retard observé dans le réseau et la consommation d'énergie pour les trans-missions de données. Une convergence rapide signi�e que seul un petit supplément d'énergieest consommée pour e�ectuer des calculs locaux pour atteindre les optimisations souhaitées.Seule l'e�cacité énergétique de routage peut pas servir un objectif, pour certaines applica-tions de réseaux de capteurs. De même pour l'algorithme stochastique, nous avons montréune probabilité égale à un convergence et son taux de convergence.Nous proposons en�n un mécanisme de contrôle distribué de commande destinés à SANETsqui est responsable d'un processus de commande e�cace. Les actionneurs peuvent dynamique-ment coordonner et e�ectuer le contrôle de puissance pour maintenir un niveau dé�ni de laconnectivité sous réserve de contraintes de débit. Les frais généraux de contrôle des scénariosactionneur statique et mobile est analysée à l'aide des simulations ns-2. L'algorithme PCheuristique est applicable à SANETs multihop pour augmenter le débit, la vie de la batterieet de connectivité.À l'avenir, nous présenterons une étude basée sur une simulation détaillée de PC algorithmeheuristique dans les scénarios de mise en réseau di�érents avec quelques actionnement. Nousallons également travailler sur le développement de PC algorithme heuristique pour améliorercertains indicateurs de performance couche MAC utilisant une approche multi-couche. Commeconséquence d'une convergence très rapide à l'équilibre de Wardrop, nous sommes égalementtenté d'e�ectuer l'analyse des études proposé et du programme d'itinéraire dans le cadre de186



vie du réseau.Dans le quatrième chapitre, on présente de nouvelles extensions de nos algorithmes nouspermettant d'optimiser à la fois les délais et la consommation d'énergie. On étudie en partic-ulier une architecture du système dans laquelle les capteurs sont organisés en clusters autourdes actionneurs, et étend alors les propositions précédentes sur le choix du meilleur action-neur, et celui du routage optimal, et de plus propose un nouveau protocole de niveau MAC quicomplémente les deux précédents a�n de minimiser encore le couple délai-énergie. L'ensemble< choix des actionneurs, routage optimal et protocole MAC adapté > constitue ainsi une nou-velle architecture, originale, qui est de plus évaluée, et conduit à une solution quasi-optimalepour I'augmentation la durée de vie du système.Ce chapitre présente l'architectur LEAD (low-energy, adaptive and distributed) pour ex-ploiter des réseaux de capteurs présentant un grand nombre de noeuds. Ce travail comporteen fait plusieurs contributions à plusieurs niveaux: organisation, routage, couche d'accèsMAC et PHY. Globalement LEAD regroupe sous une architecture commune des contribu-tions origlnales et complémentaires. On peut citer un protocole de découverte d 'actionneurs,un mécanisme de réveil pour économiser l'énergie (LEAD-Wakeup) et une méthode de trans-mission.Nous considérons un trois niveaux SANET et de présenter la conception, la mise en ÷uvreet l'évaluation des performances d'un protocol (LEAD) cadre d'auto-organisation. Ce cadreassure la coordination, le routage et protocoles de la couche MAC d'organisation en réseauet de gestion. Le cadre est illustré à la Figure 7.5. Nous organisons la SANET en groupeshétérogènes où chaque grappe est géré par un actionneur. Pour maximiser la durée de viedu réseau et d'atteindre retard minimale bout-en-bout, il est essentiel pour une adaptationoptimale à chaque n÷ud de capteurs à un actionneur et de trouver un schéma de routageoptimal. Nous fournissons un protocole de découverte du récepteur (ADP) qui découvre unactionneur de destination pour chaque capteur dans le réseau basé sur le résultat d'une fonctionde coût. En outre, une fois que la destination des actionneurs sont �xes, nous fournissons unesolution de routage optimal dans le but de maximiser la durée de vie du réseau. Nous proposonsalors un TDMA MAC protocole en conformité avec l'algorithme de routage. L'actionneur-sélection, le routage optimal, et TDMA MAC régimes de garanties ainsi une durée de viequasi-optimale. La proposition est validée par des moyens d'analyse et de NS-2 résultats desimulation.Les contraintes énergétiques et du retard ont un impact signi�catif sur la conception et lefonctionnement de SANETs. En outre, la prévention de n÷uds de capteurs d'être inactif/isoléest très critique. Le problème de l'inactivité du capteur/isolement découle de la pathloss et àla décoloration qui dégrade la qualité des signaux transmis à partir d'actionneurs à des cap-teurs, en particulier dans les zones de déploiement anisotrope, par exemple, terrains accidentéset montagneux. La transmission des données de capteurs en SANETs repose largement surl'information concernant le calendrier que chaque n÷ud de capteurs reçoit de son actionneurassocié. Par conséquent, si le signal contenant des informations d'ordonnancement est par-venue à une puissance très faible en raison des dé�ciences introduites par le canal sans �l,le n÷ud de capteurs pourraient être incapables de le décoder et, par conséquent il resterainactif/isolé.Capteurs transmettent leurs lectures pour les actionneurs. Tous les actionneurs coopéreret conjointement transmettre les informations de programmation à des capteurs à l'utilisationde beamforming. Il en résulte une réduction importante du nombre de capteurs inactifs com-parant à la transmission unique pour un niveau donné de puissance d'émission. La réduction187



Chap. 7 Résumé en Francais

Figure 7.5: The LEAD Frameworkest attribuable au gain résultant de tableau et l'exploitation de la macro-diversité qui estfourni par la coopération de l'actionneur. A�n de maximiser la durée de vie du réseau etd'atteindre les retards minimale bout-en-bout, il est essentiel pour une adaptation optimale àchaque n÷ud de capteurs à un actionneur et de trouver une solution de routage optimal. Unesolution distribuée pour la sélection actionneur optimal soumis à des contraintes de retard estégalement fournie.Depuis de nombreuses applications nécessitent d'avoir chaque n÷ud source envoie toutesses données locales à un seul destination pour le traitement, il est nécessaire de cartographierde façon optimale chaque capteur à son actionneur. Prenant également en considération le faitque le retards bout-en-bout dans les réseaux de capteurs sans �l actionneur est une contraintedure, nous optimisons conjointement le choix d'actionneur et un débit optimal de routageavec l'objectif global de maximiser la durée de vie du réseau. Nous avons proposé et évalué(à l'aide de ns-2) notre sélection d'actionneur (LEAD-ADP), et le routage (LEAD-RP), etd'un TDMA MAC (LEAD-MAC) protocol. Nous utilisons ensuite la méthode lagrangiennede concevoir un algorithme primal-dual distribués a�n de maximiser la durée de vie du réseau.Nous fournissons également un rapport à l'analyse liée. Les résultats des simulations montrentque les performances de cette approche est quasi-optimale et il est pratiquement réalisables parrapport aux précédentes études analytiques basées uniquement sur les évaluations numériques.Dans un avenir proche, nous allons considérer une application réelle SANET et de simuler soncomportement avec l'auto-organisation LEAD permettant d'observer ses performances.En�n, dans le chapitre cinq, on considère la problématique des réseaux de capteurs sous-marins acoustiques. Ces capteurs sont déployés dans des conditions de transmission trèsdi�érentes des conditions sans �I, en e�et bien plus contraintes en termes de vitesse et d'erreur.188



Ces conditions nous conduisent à considérer maintenant un nouveau niveau physique, et onmontre que la technique de conjugaison de phase conduit à un taux d'erreur quasiment nulen utilisant une communication à deux sauts. Cette approche nous permet alors d'utiliser lesinformations de la couche Ligne a�n d'optimiser le routage.On étudie le cas des capteur sous-marin où le milleu aquatique o�re une trés faible bandepassante, introduit un très grand taux d'erreurs et des délais accrus. On propose une méthodeoriginale pour exploiter le principe du time reversal et des Gold-sequence dans la modulationdphysique du signal. Nous considérons la première analyse d'un schéma de modulation et lesalgorithmes du récepteur. Cette conception de récepteurs pro�ter du retournement temporel(TR) et les propriétés du Gold séquences. En outre, ils sont beaucoup moins complexes queles récepteurs utilisant des égaliseurs adaptatifs. Cette technique améliore le rapport sig-nal/bruit (SNR) au niveau du récepteur et réduit le taux d'erreur binaire (BER). On présentedes résultats qui montrent que nos propositions permet de réduire le taux d'erreur dans cesenvironnements très di�ciles. L'aspect routage 'inter-couches' est introduit ici de manière in-directe en sélectionnant les liens présentant le plus faible taux d'erreur pour réduire le nombrede retransmissions. Nous avons ensuite appliqué la conjugaison de phase pour la communi-cation réseau. Nous montrons que cette approche peut donner presque zéro BER pour unmode communication en deux sauts par rapport à la communication directe traditionnels.Cette information est utilisée à la couche réseau pour optimiser les décisions de routage. Nousmontrons ces améliorations par le biais de l'analyse d'analyse et de simulation.De plus, dans chaque chapitre, on a soit e�ectué les simulations nécessaires avec le simula-teur NS2, soit réalisé une implémentation des algorithmes en utilisant le système d'exploitationTinyOS. Des résultats numériques sont ainsi donnés pour montrer la qualité et la possibilitéd'implémentation de toutes les propositions de cette thèse. Elles montrent clairement lesaméliorations obtenues avec les propositions faites, et en particulier que la plus évoluée satis-fait e�ectivement les contraintes de garantie et d'énergie demandées.Dans le chapitre 6, nous présentons un résumé général des travaux réalisés et les conclusionsconcernant les résultats obtenus lors de cette thèse. Quelques points de vue et des questionsouvertes sont présentées pour la poursuite de ces travaux dans le domaine de la Croix-couchedans les optimisations de capteurs sans �l, capteur-actionneur, et sous l'eau des réseaux decapteurs acoustiques.Dans un avenir proche, nous allons présenter une étude basée sur une simulation détaillée dePC algorithme heuristique dans les scénarios de mise en réseau di�érents avec quelques action-nement exigences spéci�ques d'application et l'évaluation des pratiques distribués processusen plusieurs actionnement de l'actionneur. Nous allons également travailler sur le développe-ment de PC algorithme heuristique pour améliorer certains indicateurs de performance coucheMAC utilisant une approche multi-couche. Comme conséquence d'une convergence très rapideà l'équilibre de Wardrop, nous sommes également tenté d'e�ectuer l'énergie-analyse des étudesproposé et du programme d'itinéraire dans le cadre de vie du réseau.Nous allons considérer une application réelle SANET vie et de simuler son comportementavec l'auto-organisation LEAD cadre permettant d'observer ses performances. Nous prendronsen considération un vérin dynamique scénario de cession de transport de données en tempsopportun dans un capteur sans �l de réseau mobile de l'actionneur. Nous allons égalementenvisager une multihop 3D sous l'eau du réseau de capteurs acoustiques avec une applicationréelle, la vie et étendre les résultats de ce chapitre a�n d'optimiser la couche d'ordonnancement(MAC) et la couche de routage dans le but de minimiser la consommation d'énergie par latransmission e�cace et en maximisant le réseau durée de vie.189
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AbstractIn the �rst part of the thesis, we consider a WSN. We consider the following data samplingscheme: the sensor nodes have a sampling process independent of the transmission scheme. Acorrect stability condition for such a system is provided. We propose a cross-layered samplingscheme in which the sensor nodes sample new data only when it has an opportunity to transmit.We then address the problem of optimal routing that minimize the end-to-end delays. Wepropose an algorithm that seeks the Wardrop equilibrium.In the second part, we consider a two-tier SANET. We �rst address the minimum-delayproblem for data aggregation and investigate an optimal actuator-selection problem for SANETs.A polynomial time algorithm is proposed for optimal actuator selection. We also propose adistributed mechanism for actuation control which covers all the requirements for an e�ec-tive actuation process. We then address the minimum-energy consumption problem for dataaggregation. We present the design, implementation, and performance evaluation of a novellow-energy adaptive and distributed (LEAD) self-organization framework. This frameworkprovides coordination, routing, and MAC layer solution for network organization and man-agement.In the last part, we focus on UASNs. We analyze a modulation scheme and associatedreceiver algorithms. This receiver design take advantage of the time reversal (phase conjuga-tion) and properties of spread spectrum sequences known as Gold sequences. We show thatthis approach can give almost zero BER for a 2-hop communication compared to single hop.This link layer information is then used at the network layer to formalize routing decisions.Keywords: WSNs, SANETs, UASNs, Cross-Layering, Optimizations, Analysis, Simulations.RésuméDans la première partie de la thèse, nous considérons un WSN. Nous considérons lesdonnées suivantes, des plans d'échantillonnage: le capteur ont un processus d'échantillonnageindépendants de la transmission. Une bonne condition pour la stabilité d'un tel système estfourni. Nous proposons un processus d'échantillonnage 'inter-couche' dans lequel les n÷udséchantillon de nouvelles données seulement quand il a la possibilité de transmettre. Nous avonsensuite aborder le problème de routage optimal permettant de minimiser le retard bout-a-bout.Nous proposons un algorithme qui cherche l'équilibre de Wardrop.Dans la deuxième partie, nous considérons un SANET. Un algorithme en temps polynomialest proposé pour la sélection optimale d'actionneur. Nous proposons également un mécanismedistribué pour l'actionnement de contrôle qui couvre toutes les exigences d'un véritable pro-cessus de déclenchement. Nous présentons la conception, la mise en ÷uvre et évaluation dela performance d'un roman à faible consommation d'énergie distribuée et adaptative (LEAD)d'auto-organisation cadre. Ce cadre prévoit la coordination, de routage, et la couche MACsolution réseau pour l'organisation et la gestion.Dans la dernière partie, nous nous concentrons sur UASNs. Nous analysons un schéma demodulation et d'algorithmes de récepteur. Cette conception de récepteurs tirer pro�t du tempsd'inversion (conjugaison de phase) et les propriétés des séquences d'étalement de spectre, connusous le nom de Gold séquences. Nous montrons les ameliorations de cette approche. Cettecouche liaison de données sont ensuite utilisées à la couche réseau d'o�cialiser les décisions deroutage.Mots-clés: WSNs, SANETs, UASNs, Inter-couche, Optimizations, Analyse, Simulations.


