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ABSTRACT

Reputation systems have demonstrated their interesimulating
cooperation in peer-to-peer (P2P) systems. Thejr dqgeration
relies on collecting, processing, and disseminathrg feedback
about some peers’ past behavior in order to bodbstr t
cooperation, albeit this is susceptible to collasend bashing.
Additionally, estimating reputation generally ralien a partial
assessment of the behavior of peers only, whicthimiglay the
detection of selfish peers. This situation is readesven worse in
self-organized storage applications, since storagenot an
instantaneous operation and data are vulnerabdeighout their
entire storage lifetime. This paper compares rdfmutato an
audit-based approach where peer observations aredcaut
through the periodic verification of a proof of dgtossession, and
shows how the latter approach better addresses
aforementioned issues of inciting cooperation iR Bbrage.

Categories and Subject Descriptors
C2.4 Distributed Systems.

General Terms
Reliability, Security.

Keywords
Peer-to-peer, trust establishment, reputation, taudiistributed
storage.

1. INTRODUCTION

Peer-to-Peer (P2P) systems have emerged as an tampor
paradigm for distributed storage in the way theplex and
efficiently make use of untapped peers’ storageoue®s.
Particularly motivating services for P2P data geraare
AllMyData [1], Wuala [3], and Ubistorage [4] whemata is
outsourced from the data owner place to severarbgonous
storage sites in the network, for increased datlability and
fault-tolerance, reduced storage maintenance castd, high
scalability.

P2P data storage essentially means that a datar p&ee stores
its data at a third-party holdpeer which is supposed to faithfully
store the very data and make them available tootteer (and
perhaps others) on demand. Since such P2P storstgens thrive
on free storage space, a major security-relatage isssociated
with them is how to incite peers to concede someheir spare
storage space in favor of other peers, and in th@ntime how to
efficiently and fairly ensure that a peer who gsamsage of some
of its own space to store other peers’ data is atiymgranted
usage of a proportional amount of space somewHseeie the
network, for his own data storage.

Approaches inciting peer cooperation and ensurgogi® storage
and storage fairness are generally based on reputathe
reputation value of a peer is an evaluation ofpist behavior
used by other peers to evaluate how trustful itTigpically,
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approaches for building reputation systems prestimé peers
engage in repeated interactions, and that thenm#ton of their
past doings that is taken as their reputation diécative of their
future performance. Still, they are also making @ifying
assumptions on the instantaneous propagation arigndystem
of the indirect reputation information in questiamd on the
willingness of peers to correctly and fairly proptg such
information. We propose in this paper to use rensitgage
auditing for observation thereby serving a twofadjective:
inciting peers to check the availability of othedsta and at the
same time assessing peers’ behavior using the nemwits of
verification.

Commercial storage systems such as AllMyData [1Hd an
Ubistorage [4] do not have any cooperation incentiv

themechanisms, they assume that data which have loeeptad by

a storage server will be “retained and retrieveabl the lease is
cancelled or expires, or until the server failg]: [Phe exception is
made with Wuala [3] that uses a reputation-basequtoagh to
motivate peers to stay online. In the research conityy there

have been several works on reputation for P2P gtosystems
(e.g., [10], [11]); but they did not evaluate threegrity aspects of
their approaches against selfish or malicious hiehsvIn this

paper, we examine the security of our solutioneirmts not only
of attack mitigation but also in terms of the gtyabf reputation
information used and the process of such informat@identify

and subsequently punish non cooperative peers @nstbrage
system.

The remainder of the paper is organized as folloSection 2
gives an overview of the P2P data storage we demding to
enhance with auditing, and presents the attackshigasystem is
exposed to. Section 3 discusses implementatioressad the
audit-based mechanism on top of a P2P storagensystatably
regarding the mitigation of denial of service dtsmocon the
mechanism. Section 4 compares the audit-based agiprto
reputation and particularly proves the satisfactosg of direct
observations in estimating reputation values tha ased in
isolating selfish peers. Section 5 finally presemtis concluding
remarks.

2. P2P STORAGE: AN OVERVIEW

A P2P storage application allows data owner peerstdre their

personal data in replicas at several data hqiders. A stored data
replica is periodically checked by verifier peers leehalf of the

owner. Peers interact with each other based @ telationships

that are established through reputation: the higherreputation

of a peer, the more trustworthy and reliable biétieved to be.

We review the actors of the system: thenerthat stores its data
to a set of holderswhich keep the data until their retrieval by the
owner. In addition, each holder is monitored by ed sf m
verifiers (the owner may participate in the verification qess).



2.1 Data possession verification

The verification process relies on a secure datasgssion
verification protocol. As discussed in [5] and [6he protocol
assumes that the verifier possesses metadata etfomallowing
it to properly check data storage at the holdee Vérification is
based on challenge-response messages exchangeeemetine
verifier and the holder (see Figure 1). The verifienstructs a
time-variant challenge message and sends it tchtthder. The
holder derives the response from the received ehgdl and the
data that it is storing, and then returns the resedo the verifier.
Upon reception of the holder's response, the @rithecks
whether the response is valid using the verificatioetadata for
deciding if the holder is still storing the data.

Knows
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Holder
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Verifier

Figure 1 Verification of data possession

No response from the holder cannot be taken asndeniable
indicator of deliberate data destruction by thedbol because it
may result from connection break between the \erifind the
holder, an offline holder, or even failure of thagter. However,
persistent no response indicates that the holdeideatroyed the
data it promised to store, and thus it is consiidne the verifier
as selfish.

The verification process is periodically initiateg the verifier.
For example, consider a verifier performing vesfion after each
time periodT and a holder appointed to this verifier destroying
them after a timer of their storage. Data destruction will be
detected by the verifier with a delay that equal$ IxT - 7. So,
the frequency of these data verifications tunesgtaaularity of
holder's behavior evaluations: the smaller thefigaiion period
T, the faster the detection of the holder's non evafion. In a
self-organizing environment like the P2P networgrifiers and
holders may be offline; therefore, we suggest ttie data
verification protocol may be rather opportunistigaxecuted by
verifiers, without exceeding the limits of a largiene period
interval.

2.2 Data storage
Storing data in a P2P system is composed of sepkeaes:

- Verification delegation: The owner delegates the task of
verifying data stored in the system to well repupegrs. It
sends them metadata information (containing eajegation
certificate, data digest, etc) that allows suctification.

- Data storage: The owner stores data replicas at peers that
are selected with the help of verifiers.

- Verifier checking: Each verifier checks the storage at the
holder. With the result of this checking, the vierifupdates
its estimate of the reputation value of the holder.

- Owner checking: The owner receives verification results
from all verifiers. It checks the consistency ofdh results: if

more than half of the verifiers agree on the saewilt, it
accepts that result as the correct one; howevéneik is no
dominant result, the owner will ultimately and
opportunistically check the availability of its daat the
holder by itself. With this a posteriori checkirthe owner
decides if it must again replicate its data in $igetem with
new holders, and at the same time it updates tmataton
values of the checked holders.

- Data retrieval: The owner retrieves its data from holders,
which frees them from their obligations. This opiera may
be assisted by verifiers to ensure that data arelie sent
back to the owner.

2.3 Reputation & Audits

We estimates the trustworthiness of a peer basedthen
observation of its past behavior. The semantic¢hefcollected
information can be described in terms of direct l@cal) or

indirect (or system-wide) observations. Direct ohbaton

amounts to the compilation of a history of persantdractions by
one peer towards another peer when being the owhefata

stored at the peer or serving as verifier of tréerp On the other
hand, indirect observation refers to any reputaiigiormation

received from other peers in the system. Theresatestantial
communication savings to be gained by limiting obatons to

just private interactions even though indirect obaton may be
only partially disseminated or piggybacked on oagdynmessages.
Besides, using only direct observation may delayetolution of
observations.

Reputation. A reputation-based approach for P2P storage
applications allows estimating the trustworthineba given peer
based on experiences and observations of its pelsavior
towards the actual estimator or other peers. Théams that
owners and verifiers will disseminate in the steragstem their
personal observations about the holders they hadaicted with.
Peers will collect these observations about a gpeer to decide
whether to store or verify data of the very peer.

Audits. The audit-based approach, which we propose, reles
the estimation of the trustworthiness of a givearpmlely based
on personal experiences of the estimator. The atdinwill use
its observation, as a data owner or its observatabiained from
audits of other peers’ data, in the role of a verifAgain, the
observed peer is the holder. We believe that theogie
verification of data will improve the accuracy afch estimations.

2.4 Adversary model

In our model, we consider the adversaries that atocorrectly
follow the roles as peers (owner, data holder,egifier) that they
agreed to carry out, and trick any reputation sysfer any

perceived personal benefit: they seek to use t&esy storage
without contributing their fair share, or they int@nally attack
other peers or their storage in the system. Infoflewing, we

examine ways which peers may use to subvert aatpntbased
P2P storage system.

Storage related attacks:

Free-riding: free-riders are peers that do not contribute ¢o th
storage community, or that may destroy some daty th
promised to keep in order to optimize their ownrage
resources. Such peers never play the role of holdeerifier

of other peers’ data.



- Collusion between holdersHolders collude so that only one
of them keep the data replica, and the remaindédrotifers
are still able to answer challenges to verifiersriwking the
holder with the replica, and hence increase thegutation at
these verifiers. This collusion is mitigated by smralizing
data replicas stored at different holders as pregan [5]
and [6]. However, this is obtained with some chstcause
personalization generally means that metadata rirdtion
allowing a given verifier to check storage at adeolis also
personalized. A verifier checking the same datdifférent
holders must then hold more information consistiofy
different metadata corresponding to the persordlidata
replicas.

- Maliciousness:Malicious peers aim to destroy the data or the
infrastructure with DoS attacks (e.g., floodingyee at the
expense of their own resources. Maliciousness can b
prevented using common security countermeasureDd&
attacks.

Reputation & audits related attacks:

- Lying: aliar is a peer that disseminates incorrect obsiemst
on other peergrumor spreadiny in order to either increase
or decrease their reputation. Colluded liars magmfaa
collective of peers that conspires against onearerpeers in
the network by assigning unfairly low reputation tteem
(bad mouthinyand high reputation for themselves.

- Collusion between owner and holderThe collusion aims to
increase the reputation of the holder at honesfiees. Just
lying to verifiers supposes that observations @rpeaely on
external recommendations. However without these
recommendations, peers may still be vulnerable ytngl
using such type of collusion where the owner prsgen
storing bogus data at the holder. One way to ngighis
attack is to have the verifiers altogether seleettiolder on
behalf of the owner, thus guaranteeing to verifigrat the
owner and the holder do not know each other aiprior

- Collusion between holder and verifier: The aim of such a
collusion is to advertise the quality of holder mdhan its
real value Ballot stuffing thus increasing its reputation at
owner. But, still the owner may ultimately and
opportunistically check by itself storage at holtteemake its
own view on the holder.

- Sybil attack: If peers are able to generate new identities at
will, they may use some of them to increase thetajon of
the rest of identities either by lying, or preterglito have
several roles at the same time.

3. IMPLEMENTING AUDITS WITH
STORAGE

This section aims at proving the feasibility of tieputation-based
and the audit-based approaches for P2P storagecatppis. In
the storage system, we rely on the constructiagrafips in which
we evaluate peer behavior. Peers store their palrsiata in their
group. The security of data stored is the respditgilof group
members, given that they are periodically verifisdsome group
members for availability and no corruption.

3.1 Group construction and management

Peer groups are dynamic with members that join laade the
group at anytime. Such group-based architecturewallonly
intra-group interactions, and thus peers estalbéipid knowledge

of the trustworthiness of their group fellows. Maver, the group
ensures a minimum level of good behavior: whenevepeer
misbehaves it is badly audited or reputed by a grgwumber of
group members until becoming totally isolated fritna group.

Peer groups are created either in a centralizéd @decentralized
manner. Centralized managed groups can be inittalhstructed
by an authority like partnership in [11] that magkle as well the
task of distributing the group key to all membedm the other
hand, decentralized groups are cooperatively foratesill by its
members and they rely on collaborative group keseament
protocols (e.g., [7], [8]). The group key contrthe access to the
group, and ensures secure and private communicaétween its
members.

Group members are organized in a structured Digtrtb Hash
Table (DHT) such as CAN [12], Chord [14], Pastry3]jlor
Tapestry [15]. A DHT consists of a number of pdeasging each a
key Keybeerin the DHT space, which is the set of all binanngis
of some fixed length. We assume that the DHT prwid secure
lookup service (see [17] and [18]): a peer supm@iesirbitrary key
(an element in the DHT space), and the lookup semgturns the
active node in the DHT that is the closest to thg k

Peers, in the group, have unique identities irkd. The risk of
Sybil attacks can be mitigated by imposing a mestiprfee for
peers willing to join a given group, or in a decalited way
constraining the number of invitations any group mber
possesses as proposed in [9].

3.2 Self-organizing peer selection

In the P2P storage system, peers are able to delepe
verification of their data to other volunteer peehe verifiers, and
also to only accept to store data of well-behavestf

3.2.1 Verifier selection

A data owner desiring to store a data replica m ghistem may
randomly choose verifiers to whom it will send arifieation
request. The random selection of verifiers may beetl on a
random operation proper to the owner, for exampeidentity of
the verifier i can be the closet key to the value
KeWeriiemHash(KeyownelnOncdj) where Hash is a pseudo-
random function determined at group outset amwhceis a
randomly chosen number protecting against a repldlge same
operation (“||” means concatenation). From peemsvaring to
this request, the owner seleatspeers, and then acknowledges
them including in the message the list of thehosen verifiers.
This information is a commitment from the ownethe verifiers’
list.

3.2.2 Holder selection

To avoid collusion between the owner and the holidher selected
verifiers will choose altogether the holder for thwvner.
Therefore, each verifiercommits to a randomly chosen DHT key
k; (commitment can be as simple hash operation okéy® and
then sends this commitment to the owner. The oweeds the
digest of verifiers’ commitments to each verifigipon the receipt
of the owner’s message, verifiers will send thdiogen random
keys to the owner. The selected holder is the wéarthe closest
key to the XORed sum of these random keys:

Keolder = ki O kp O ... O Ky

The owner sends a digest of the messages receiveerbiers
containing their keys along with the identity oétbhosen holder.



It is clear that the process of selecting holderires several
communication messages between the owner and ererifhat
might be grouped in a single multicast messageemiesless, this
is the price to pay to obtain a consensus betweerowner, the
verifiers, and the holder, and particularly to alvaollusion
between any participants in this agreement.

3.3 Interaction decision

Our trust model is based on whitelisting (see Fégd)rsimilarly to
the Tit-For-Tat (TFT) strategy in BitTorrent [19eers that have
correctly stored data they have promised to presarg added to
the whitelist of their observers (observers mayth® owner and
its delegated verifiers or the peers to which tiiservation was
propagated in the reputation case). Whenever a gegects that
another peer has destroyed data it has promissibite, the latter
will be removed from the whitelist. We also propase‘grace
period” during which “no response” from the chafied holder is
tolerated until the period times out, thus avoidiagusively
isolating cooperative holders with transient corioec
Newcomers to the system are probabilistically addedthe
whitelist. Newcomer acceptance probability may enputed
based on the upload capacity of the peer and iielgh size.
This probabilistic process serves to bootstrapstbeage system,
but it also means that selfish peers changing ideintities may
probabilistically gain some advantage of that.

v
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Figure 2 Whitelisting model.

A peer accepts to only serve peers pertainingstavhitelist: it
stores their personal data or periodically verifigmir data
availability in the system. However, a peer mayegtdo store its
data at peers that do not pertain to its whitelist.

4. REPUTATION VS. AUDITS

In this section, we examine two questions relevaot
understanding how efficient reputation and audite & 1)
collecting observations and 2) processing them. pAd@ose an
analytic model to study the quality of observati@iained in

both approaches and a simulation based-experin@mtab
evaluate their actual process of selfishness deteit the P2P
storage system.

4.1 Analytic model

This section discusses the advantageous of choasiegutation
or an audit-based approach over the other withedp the level
of correctness of gathered observations.

4.1.1 Model description

Considering two peens;, andp,, wherep, desires to have correct
observations o,. Peerp; may make a correct observation itself
or may receive observations from other peers insffgtem that
may be correct or incorrect. Letdenotes the fraction of incorrect
indirect observations that may be obtained fromsygtem. These
incorrect observations are conveyed by selfish aliaius peers
(this type of peers may also send correct obsemstibut it is
assumed that they always send incorrect obsengtion
Cooperative peers transmit correct observations.

Table 1 Notation used

Symbol Description

p1 The estimator desiring to have correct observation
about a given peer

[ The observed peer

r Number of holders (number of stored data replicas

m Number of verifiers per one holder

n Number of participants (peers) to the group

n Fraction of incorrect indirect observation from fgee

0 Maximum observation quality level

o Minimum observation quality level

0 Average quality level of the estimated observabign
P1

A Average storage rate of peers

y Fraction of peer population to which the reputai®n
propagated

0, The probability thap; has an observation p§in the
audit-based approach

0, The probability thap; has an observation pfin the
reputation-based approach

We define a quality level for the estimated obsgowawith two
extrema:o ando. An observation of qualitg is correct, and an
observation of quality is incorrect. Observation may be null to
refer to the situation wheng, does not have any observation on
peerp, (indistinguishably from the worst reputation).

First of all, the probability that; knows about the,’'s behavior is
computed(it must at least obtain the result of one intecact
involving p,); the average estimated observation qualitypgf
denotedd, is then derived for two cases: reputation anditaud
based approaches. This avera@e indicates the level of
correctness of the estimated observation obtaiygu:ithe more

6 approximate®, the more the estimated observation in average
is correct; whereas, the more it approximatesthe more the
observation is incorrect. For an averdgthat equalgo + 0)/2,



we cannot claim that the observation is corrednoorrect (e.g.,
casep; has no observations abqyj.

The averagé is computed for two different cases:

- Audits: observations based on storage and verification
results: p; only takes into account its personal interactions
with p, as an owner storing dataptor as a verifier for other
peers’ data stored pj.

y being the fraction of the peer population to whilch reputation
is propagated, and the weight thap, gives to averaged system-
wide observations with respect to local observation

(3) gives the average observation quality takingp iaccount
correct observations obtained from the owner itsatd
cooperative peers, and incorrect observations mddaifrom
selfish or malicious peers. (4) only considers riect
observations.

- Reputation: observations based on peer's experiences andFor 0< k < (1-)xyxnand 0< K <#xxyxn, we have:

also recommendationpj takes into account both its personal
interactions and opinions expressed by other peétis
respect top,. The reputation model is inspired from [16]
where reputation computation is based on a sub$et o
information provided by randomly chosen peers.

Table 1 summarizes the notation used in the prapoeeiel.

Audits: The probability thap; knows about the behavior pf is
equal to:

(nA—Tl)) X

n-2

Prob[p, knows p,] = 6, =1 — (1 -
(1 - (n/l—rn - (nrfz))r)

4 being the average storage rate of peersrapeing the number
of peers in the group.

The probability (1) takes into account the prolibithat p;
chooseg, as a holder of its dat@,(stores data at ratg and the
probability that another peer from the2 remaining peers
chooseg,as a holder ang, as a verifier for it.

+ (na—rl) (1

@)

Since personal observations are always correct,estegnated
observation quality may only take two values: car@bservation
or no observation.

Prob[, = 0] =6,
Prob[51 = g] =0
Prob[6; =0]=1-6,
On average, we have:

6, =0; X0

@)

Reputation: External observations may either be correct or
incorrect. Peep; receives at best (3)xyxn correct observations
from cooperative peers agetyxn from selfish or malicious peers.
Observations from cooperative peers are all carreotd
observations from selfish or malicious peers asuiaed always
incorrect. Fork andk’ not null observations respectively received
from cooperative and non cooperative (selfish olicizais) peers,
the average observation quality is denoted,pywhenp, has a
direct observation (obtained from its own experenend byt'y
whenp, does not have a direct observation:

(ko+k'0)

tre =1 —w)o+w P 3)
, (ko+k'
epr =W ZT}(Q) 4

Prob[; = tieje] = 0(CEi_pynb:" (1 — 6)7P7m7K) x
(CRn6: " (1 = B)TmKY (5)

Prob[d, = t'eir] = (1 = 0:) (Cli_pyynfs (1 — 6,) 0¥k x
(Chyn61"' (1 — 6)TmK) 6)

The value C¥y,,, (respectively C,,) is the number of
combinations ofk (respectively k) peers from the set of
cooperative (respectively non cooperative) peessfiwhich p;
gathers observations.

(5) consists of the probability that; interacted withp,, the
probability thatk peers from the set of (@xyxn cooperative
peers interacted with, and the rest of the set did not, and also the
probability thatk' peers from the set ofxyxn non cooperative
peers interacted with, and the remainder of the set did not. (6) is
similar with (5) but having instead the probabilibyatp, did not
interacted withp,.

A certain probability of interaction is attachedth® observations
of both cooperative and non cooperative peers. iBhilie to the
fact that peers have to provide cryptographic moéé.g.,
signature) that they had interactions with Peers cannot always
provide proofs of correct observation: for examplthe
observation of the absence of any response fpprnannot be
proved; or the peer sending an observation maynbepilusion
with p,.

From (3, 4, 5, 6), the average is derived as:
a-myn nyn

Z Z Prob|6, = tk'k/] Xty g
k=0 k=0

02

+ Prob[6; =t ] Xty @
Using the Vandermonde's identity oweandk’, (7) becomes:
G, =0,(1—w) +w((1—1) X0 +7 X 0) (8)

We notice that the fractiondoes not appear in (8); this is because
the probability of correct observation is dependent; that is
taken as fraction and hence is not determined bygtiantity of
observations collected.

4.1.2 Analytic comparison

Seeking for simplicity, we choose quality obsemas such as:

0 = 1lando = —1. Thus, (2) and (8) become:
51 = 61

0, =60;(1—w)+w(l-2n)

)
(10)
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of replicas has no significant impact on perforn@anc -

differentiation between the two approaches fordaygpup size. Figure 5 Average observation quality varyingr and m with (a)
n=150 and (b)n=2000.4=0.2.



Number of verifiers. The number of verifiersn increases the
quality of observation of the two approaches. Tihisrease is
more important for the audit-based approach tharrdputation,
that's why, the audit-based approach beats reputdtr high
value ofm. The point of switch om axis at which the observation
quality of the audit-based approach outpaces répaotavaries
with n andr. Figure 5 shows that the point equalsnte5 for
n=150 and=10 and is higher than 100 for2000 and=3.
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Figure 6 Average observation quality varyingr and 4 with (a)
n=150 and (b)n=2000.m=5.

Storage rate.Increasing the storage ratemakes the quality of
observation increase for the two approaches, butremo
significantly for audits than reputation. Figure shows that
reputation is usually outperforming the audit-bassggbroach,
except the case 0£3 andn=150 where the audit-based approach
is more advantageous f0¥0.2.

Summary. The study of the analytic model demonstrates ttiat
audit-based approach for observing peer behavigpesiorms
reputation if the number of data replicas is highg(, erasure
coding) and with small group peer population, amiy be the
case for a social network. However, with small dapan, the
number of peers volunteering for verification wik small, and
thus using reputation may be more advantageousitiduaally,

the analytic model reveals that increasing the rermbf

interactions between peers, e.g., increasjngor m, has a much
better impact on the quality of observations cadlddoy the audit
based approach than by reputation. So, for anagtim demand
storage system, audits are more competitive thpata&on; on

the contrary for a system that does work at low acéyp,
reputation becomes more valuable.

These results suggest that the decision to chonseapproach
over the other must be made by the peer itselfh whe
observations it has and system metrics it estimates,A, andn),
the peer can determine if it requires reputatiommraudit-based
approach and can as well properly establish tremrpeters (e.g.,

w, p).

4.2 Simulation experiments

This section evaluates reputation and audits maef selfishness
detection with simulation. We implemented a cus&imulator
whose framework is at first described, and thenultesof
simulation are presented and analyzed.

4.2.1 Framework

The group is modeled as a closed set of peersanfitted storage
rate and several behavior strategies. We conshuerfdllowing
strategies:

- Cooperation whereby the peer concedes storage space for
other peers’ data and sends correct verificatigulte to
owner.

- Free riding whereby the peer free rides by using the storage

offered in the network without contributing its edshare. In

a reputation-base approach, free-riders never gy
observation. We distinguish betweerational peers that
change their strategies to cooperation if they oarstore
data in the system; and whenever they are abl®te again
they return to their original strategy; whereasational
peers persist in free-riding.

- Active selfishnesswhereby the peer only probabilistically
conserves data stored and verifiers other peens déth
some probability. In a reputation approach, acyivalfish
peers always give false observations to the requegie
distinguish between rational and irrational actvsklfish
peersrational peers will change their strategy if they cannot
anymore store data in the system; and wheneveratieegble
again to do that they return to selfishness; wreigational
peers will keep their selfish strategy.

4.2.2 Simulation results

Different scenarios within the framework are sinbedhin order to
analyze the impact of system parameters and chaoeshe
convergence time of the storage system to a skthte where
only cooperative peers are the active consumetkeoftorage in

the system. Framework simulations are cyclic. rAwation cycle
corresponds to a time period between two successive
verifications.

The same system parameters as in the previousoSettl are
considered. Because it is prohibitive to simulateuge group of
peers, we will limit simulations to groups of sizel50. The size
of the whitelist in average equals to 4 (similatty the default
“active set” size in BitTorrent [19]). So the prdiiizgstic peer
acceptanc@=0.03 (~4h). The frequency of verifications is set to
every one hour (we choose to use a high frequem@ccelerate
the results of studied approaches). Peers may cbnoe
disconnect from the storage system with some givebabilities,
respectively denotedp, and p,: Generally, peers are
continuously connected in average (e.g., Wualaffg8]more than
4 hours per dayp(,/pou>4)- Hence, they are able to perform more
than one verification operation per day. Finallg suppose that



in average 30% of peers connect at the bootstms0(3,
Pou=0.075).
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Figure 7 Average ratio of owners per strategy (a)aoperation,

(b) free-riding, and (c) active selfishnessn=150, 2=0.2, m=5,

p=0.03, pin=0.3, pot=0.075, w=0.8, initial composition: 0.4%
cooperators, 0.3% irrational free-riders, 0.3% irrational

actively selfish peers.

Exclusion of non cooperative owners.Figure 7 depicts the
fraction of peers able to store data in the systéti respect to
their strategies. The figure demonstrates thattagjom and the
audit-based approach are able to detect and prewent
cooperative peers from utilizing storage at thetesys but each
approach processes this at a different pace. Bueefiproves that
the audit-based approach is faster than reputétith w=0.8) in

excluding free-riders and actively selfish peemrfrstoring data
in the system (reputation with smallproduces practically similar
results as audits). Free-riding owners are firgected before

actively-selfish owners; because the latter codpesa first by
storing data before destroying them which slowsr thetection.
This explains also the small peak at about 50 sitior cycles:
the number of actively selfish owners does notease, but in
fraction it does due to the elimination of freeinigl owners. We
notice also that actively-selfish peers are difficio eliminate
from the set of owners if the replication rates high; on the
contrary free-riders are quickly eliminated wittghireplication.
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Figure 8 Average ratio of cooperative owners varyig the
storage rate 4. n=150, r=3, m=5, p=0.03, pj,=0.3, p,=0.075,
w=0.8, initial composition: 0.4% cooperators, 0.3%rrational

free-riders, 0.3% irrational actively selfish peers

Storage rate. The load of the storage system impacts selfish
peers’ detection. Figure 8 depicts the variatiorthef fraction of
cooperative owners in the system over time, for tlifferent
storage ratest=0.2 andi=0.8. The figure shows that it takes more
time to make cooperators the only peers able te stata in the
system with the high storage rate than with the tmve. This
result is relevant for both approaches. Thererepéd increase of
cooperators’ ratio around 50 simulation cycles @arves with
4=0.8) due to a more efficient detection of freeeril with the
high storage rate. So, high storage rate is mofectefe for
detecting free-riders than actively selfish peeéfigh storage rate
produces more chances for actively selfish peegotonnoticed
by accepting to store a lot of data, without evatyufulfilling
their promise.

Inciting cooperation. Figure 9 depicts the fraction of rational
peers in the system over time. The figure shows ¢baperative
behavior is becoming the most rationally advantagestrategy
over time for the audit-based approach: the ottrategjies (free-
riding and selfishness) are decreasing in populaieputation is
inciting peers to choose cooperation over selfiserer small
replication rate. For high replication value, reputation is noteabl
to cope with false observations disseminated bivelgt selfish
peers. So, free-riders and selfish peers areabiifl to store data in
the system. The population of cooperators doexhange a lot
over time, and the populations of free-riders aplfish peers
survive. The replication rate has also an impadheraudit-based
approach. This impact concerns only actively delfigers: with
high replication, it is more difficult to convingational actively
selfish peers to change strategy to cooperatiois iBhbecause
they have a lot of opportunities to be selectedh@ders so that
they can temporarily counterbalance their pasisteliehavior.
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Figure 9 Average ratio of peers per strategy (a) @peration,

(b) free-riding, and (c) active selfishnessn=150, 2=0.2, m=5,

p=0.03, pin=0.3, pout=0.075, w=0.8, initial composition: 0.4%
cooperators, 0.3% rational free-riders, 0.3% ratioral actively

selfish peers.

Data reliability. The reliability of data in a storage system is

generally increased with data replication, as titated in Figure
10 with very low data loss. For the same low reglan rater=3,

the data loss for reputation is higher than the foneudits. The
figure shows that the data loss for audits deceeasth time, due
to peers changing their strategies from selfishb@s®operation.
From the figure, we notice also that the amoundaifa injected
into the storage system is lower than the storate (1=0.2).

This is due to several factors. First of all, thex¢he probability

of acceptance that slows the bootstrap of the storage system.

Then, there is the gradual exclusion of selfishrpé&eat limits the
number of peers able to store data in the systerd.fihally, there

is the churnout of the P2P system by which somepeative
peers are removed from the whitelist because trexg wffline for
a period higher than the grace period (selfishiiegsction with
false positives).
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Figure 10 Average amount of data stored and lost pepeer

and per simulation cycle.n=150, 2=0.2, m=5, p=0.03, p;,=0.3,

Pout=0.075,w=0.8, initial composition: 0.2% cooperators, 0.4%
free-riders, 0.4% actively selfish peers.

Summary. Simulation results prove that the audit-based aggr

is able to successfully detect and subsequentlyishbuselfish

peers by denying them the usage of the storagdityaci
Reputation may also have this capability if theliogion rate is

low. Even though, there are some false positives iy cause
some cooperative peers being denied storage. Reswial also
the situations (such as loaded storage system ighdréplication

rate) where the sliest selfish peers (who stora @&t some time
and then destroy them) are circumventing the reéjomar audit-

based approach in order to be able to consumegstdrathe

system without fulfilling their equal share.

4.3 Security considerations
In this section, we evaluate the robustness oftegjom and audit-
based mechanisms against the attacks exposed in 2.4

Lying observers have no impact on the auditing rapidm since
estimations are based on verification results peréd by the
actual estimator; thus observations are objecti@ellusions
between the owner and its holder or a subset ofdtHiers are
mitigated by the random selection of holders andifiges.
Verifiers’ selection relies on a pseudo-random fiorc and a



secure routing in the DHT that can be assessecdhtly eerifier.
And, holders are randomly selected by each veri8et collusion
between any subset of participants is prevented.

The group-based architecture of the P2P storagemifser
controlling peers who are joining the storage syste order to

mitigate Sybil attackers. This latter may still &lge to take profit
of peers that are probabilistically adding newcanay their

whitelist, still this probability can be adjustabtiepending on
peer’'s confidence on the system. The architectliosve also a

rapid knowledge about the behavior of group memtard then

peers are able to refuse storage to non cooperpéecs, hence
limiting free-riders.

5. CONCLUSION

We compared conventional reputation
mechanism for P2P storage systems in which peessruations
originate from periodic verifications of data stiri@ the system.
We demonstrated that the audit-based solution ise mubust to
selfish behavior than reputation. Therefore, wegssy that the
former approach could be a good option for todagemercial
storage systems. The reason behind this choideeisetonomic
compensation peers acquire for storing data whioto@rages
them to give false recommendations for fame. Adddily, we
proposed a group-based design for audits manageimanmay
fit several types of networks such as social netaior
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