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|. INTRODUCTION II. WALKAD IN A NUTSHELL

Virtual worlds are digital lands populated lopjects, where In this Section, we design Walkad.

human-controllecavatars can live a virtual life. Commercial A, Key Indexing
virtual worlds such as Second Life [6] are implemented using

Client/s c/s hitect A ¢ g We call acell a portion of the virtual world, and eell-ID
a Llentserver ( _) architecture. A server stores a capy @e kademlia key associated to a cell. We say that originally
all objects that reside on the virtual land. The clients r

tatel licati that all ‘ | thauali tutrﬁe virtual world is composed by a single cell. Then, theualt
stateless applications that allow USers 1o explore Mt 4 jg recursively “split” into multiple cells as the numb

world through the eyes of their avatar. To do so, the clien&cf objects becomes larger than a threshéld,,,. We say
ser_ldrange gueriestq the server, i.e., req_ue_sts fqr the Objectﬁmt two cells areneighbor cells if: (1) they h;\fe a side in
Wh'ch spatial coor_dmat_es are located W'th'n a given range. common, or (2) they are symmetric according to the axis used
practice, avatars |d_ent|fy the set of ObJeCt? (e.g. treass, in previous split operations. Similarly, we say that two-¢Bls
etc.) located n their surroundings by sendlng FO_ _the Se‘ﬂverareneighborswhen their cell-IDs have a Hamming distance of
range query W,'th r.ang.e equal to the avatar ‘_"?'b"'tY area. one, i.e., when they differ only by one bit. By definition, dl-ce
Range queries in virtual worlds can be divided inésal 5 ith ; significant bits hag neighbor cell-iDs. To illustrate

and non-local. A local query consists in a request for obyis \ve consider an example of a one-dimensional virtual
jects located in the avatar surroundings. For exampleaevat,, .4 (Figure 1). We denote theth cellicell-ID generated
generate local queries when they walk, run or fly, in ordey

et Hs y [ splits respectively ag’! and k..

to constantly update their visibility area. A non-local que
is a request for objects located far away from the avatar
coordinates. For example, avatars generate non-localeguer
when they suddenly cover a large distance via the teleport
operation. Local queries must be answered quickly to ersure (Clk =0
good user experience. Conversely, a higher delay in ansgveri
non-local queries may be tolerable [6].

Both local and non-local queries in virtual worlds are easy (€3 k5 =00%) ,(Cf,kf:Ol*): (CLIE =11 (CLk =10%)

to manage with a C/S architecture. However, this architectu i : .
exhibits poor scalability and high cost [7]. Peer-to-Pd®2R) '
and Distributed Hash Tables (DHTS) are a cheap and scalable ~ Fig. 1. 1-dimensional virtual world indexed by Walkad
alternative [6]. DHTs are P2P architectures used to stode an The top portion of Figure 1 shows the initial cell organiza-
retrieve content. However, current DHT designs allow onlyon. At this stage, there is only one cell?, which covers the
to address content specifically. This limits the appliggbtf whole virtual world. The middle part of Figure 1 shows the
DHTSs to new applications such as virtual worlds. virtual world configuration after the first split, where twewn
In this work, we design and evaluate Walkad, a P2€lls are created] and C3. These two cells are adjacent
architecture for the management of range queries in virtu@ld so neighbors. The bottom part of Figure 1 shows the
worlds. We design Walkad as an extension of Kademlia [3],rasult of splitting again both cells. Let's consider c€f. Its
very popular DHT successfully adopted in eMule [1]. Walkadeighbor cells are cell’? which is adjacent and cell? which
organizes the Kademlia keyspace ineserse binary trie, i.e., is symmetric toC3 according to the long dashed line.
a tree-based data structure where nodes of each level of thevalkad organizes the cell-IDs in @verse binary trie to
tree are labeled using the Gray Code [2]. associate neighbor cell-IDs to neighbor cells. In a reverse
We evaluate Walkad via emulation [5], and using objedtinary trie, the nodes of each level of the trie are labeled
traces from Second Life [7]. Synthetic avatar traces ard tse with the Gray Code [2], a binary humeral system where two
study different types of range queries. Our preliminarylss successive values have Hamming distance equal to one.
show that Walkad is an efficient P2P design for virtual warlds We now explain how we organize the cell-IDs in a reverse
In fact, Walkad guarantees to its users a fast discoveryef thinary trie considering the example of Figure 1. Célf
virtual world, and fairly distributes load among peers. is assigned cell-IDkJ = 0x. When C§ splits, we generate

(Co. ki =0%)

(LK =1%)




the new cell-IDs by takingk) = 0%, and setting the least pick a classic Kademlia setup with k-bucket size= 20 [3],
significant bit respectively t@ and 1. We thus obtain two and R = 10 [1]. We generate a realistic virtual world using
new cell-IDs,k} = 0% andk} = 1%, which have a Hamming object traces from five popular Second Life regions [7].
distance of one. The intuition is that to build a reverse hina We evaluate first thdatency, i.e., the time required to
trie in some cases we need to reverse the added bits (i.e., adgwer range queries, as a function of the network 3ize
a1 to the left cell-ID). Figure 1 shows that splitting c&lll and type of range queries. To generate different rangeegieri
required setting the least significant bitddor k2 = 10« and we simulate avatar walking, running, flying and teleporting
to 1 to k2 = 11x to guarantee that cell€? and CZ?, which via the Random Waypoint Mobility model [4]. In all these
are neighbors, are assigned neighbor cell-IDs as well. experiments, we seb,,,, = 10. Figure 2 shows that range

The indexing algorithm we described organizes the cell-IDpieries generated by an avatar walking, running or flying
within the keyspace as a trie. Therefore, an unbalanced teiee all resolved in about00 — 130 ms in average. In fact,
results in an unbalanced load among peers. In order to eestall these movements generate local queries. Conversety, no
the uniform distribution of the cell-IDs, we divide the wdrl local queries generated by an avatar teleporting requioeitab
in regions (as in Second Life), and we allocate to each regitwice the time, e.g., up t@00 ms in the worst case. Figure
aregion-ID. Then, we perform a XOR operation between th2 shows also that the overall latency only slightly increase
cell-IDs and the region-ID. In this way, the Hamming distancwith the size of the networly. In fact, the number of routing
among cell-IDs of the same region is maintained and lodwps depends on the size of the virtual world rather than on
balancing is achieved among cell-IDs of different regions. the size of the network. However, when the network is very
) small, peers are coordinators of multiple cells, thus redyc
B. Walkad and Kademlia the effective number of routing hops and latency as well.

We call acoordinator the peer responsible for a cell. The [ walking
coordinator for a celC! indexed by the cell-IDk! is the XOR 2007 | —e—running
closest peer té! as defined by Kademlia. For each (cell/cell- flying

=
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o
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ID) pair there areR coordinators. A Kademlia peer keeps = 160 "'te'e""”"_“_’

for each0 < ¢ < 160 bit of its identifier ak-bucket, i.e., a = R

list of peers with distanc@’ < d < 20+Y from itself. The 5 140 v

entries in then!” k-bucket have a different*” bit from the 5’120 //
peer identifier. Therefore, a coordinator for a cell#Pstores \é =

in { different k-buckets the routing information towards the Lo

coordinators of neighbor cell-IDs. 1682 8 et O o

When a cell splits, its coordinators select the coordirgator
of the new sub-cells via a Kademlia lookup. Afterwards, they
transfer to these coordinators a list of the existing neighb
(cell/cell-ID) pairs, and the set of objects located wittiire
new cell. A peer selected to be a coordinator for a cellk{D
performs a Kademlia lookup for each existing neighbor tall-
among the cell-IDs with Hamming distance equal fofrom
kL. This operation populates the coordinator k-buckets wi
the routing information towards the neighbor coordinators

Fig. 2. Latency Evaluation Dyqz = 10

We now analyze load balancing, i.e., how the cell-IDs are
distributed among peers in the experiments of Figure 2. We
observe that the load is distributed fairly among peers as th
network grows. For example, whe¥ > 256, for 90% of the
peers the difference in the fraction of cell-IDs they manage
{ﬁ smaller than1%. The remainingl0% of the peers are
responsible of a larger fraction of cell-IDs. This is duehe t

. . fact that we are considering a small virtual world composed
A range query submitted by a pefis resolved as follows. Rg only five regions. Altought not shown for space limitaton

P sends the range query to one of the coordinators for tWe perform experiments with a virtual world composed by

cell where its own avatar is located. The coordinator answ . . :
; i . . .~ ".Second Life regions. In this case, we observe that ahlyof
the query or a portion of it according to the information i . .

he peers store a larger portion of the virtual world.

has about the neighbor cells. Then, it sends baclPtthe
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