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Abstract—Applications such as Second Life require massive strategy turns to be very inefficient as the popularity ofoag
deployment of servers worldwide to support a large number s highly variable [15].

of users. We investigate experimentally how Peer-to-PeeP@P) A scalaple alternative to client/server is to use a Peer-to-

communication could help cut the deployment cost and increse - . s -
the scalability of Social VFi)rtuaI Worldspsa/ch as Second Lifewe Pe€er (P2P) approach, where the virtual world is maintained i
design and build a communication infrastructure that distributes @ distributed way using SVW user own resources. If we make
the management of the virtual world among user resources usg the assumption that each user joins with enough resources to
a structured P2P network. Our communication infrastructure is - maintain its “share” of the virtual world, scalability sHdu
implemented on the top of Kad, the P2P network that SUpports ., «for free”. A P2P SVW only requires a small number
millions of eMule users. We then use avatar and object traces :

collected on Second Life to perform a realistic emulation op2p  Of Servers for access control, security and bootstrap. &'hes
Second Life over the Internet. We show that, despite using a Servers do not need to be located close to the users as they
standard P2P solution, P2P Second Life is mostly consistent do not play any active role in the virtual world simulation.
persistent and scalable. However, the latency avatars expence However, object consistency and persistency may suffen fro

to recover from an inconsistent view of the virtual world the unpredictable behavior of peers joining and leavinggt a

can become disturbing for very large numbers of participans VR . . . ]
and objects. We analyze and discuss this limitation and give POINt in time. Security might also be a issue [1]; we do not

recommendation on how to design P2P Social Virtual Worlds. ~ address it in this paper.
In this work, we show experimentally that it is possible

|. INTRODUCTION to guarantee a very high level afbject consistency and

Social Virtual Worlds (SVWs) are networked virtual enviPersistency in Second Life using a standard P2P architectur
ronments where people can invent and emulate a new soéeady deployed over the Internet. The management of the
life. Second Lifé (SL), launched in 2003 by Linden Lab,interaction among avatars is beyond the scope of this paper
has become the most popular SVW, reaching 14 million use#gd left for future work.
in June 2008. SL consists of virtual regions where usersSpecifically, we design a new communication infrastruc-
interact via their digital representation calledatar. The main ture for SVWs where users (i.e., peers) are organized via a
innovative feature of SL is that avatars can participatehim tStructured P2P network (Section 2). This P2P architecture i
design of the virtual environment by creatingjectssuch as inspired from CAN [11] and PHT [10]. We integrate this P2P
cars, trees, and buildings. Thus, SL differs from on line gamarchitecture on the top of Kad, the P2P network formed by
where the virtual world is mostly static. eMule clientd. Thanks to Kad, we can perform a realistic

SVWs must exhibit three major properties. First, all usegmulation of SL on the Internet using the resources provided
must have aconsistentview of the world. Second, no objectby eMule users. We emulate P2P SL using avatar and object
should be lost; we call this properpersistencyof the virtual —traces collected in a region of SL (Section 3).
world. Third, the application must bscalable i.e., the per-  Our methodology is original and we believe that it is
formance of the SVW must not be affected by the number afi important contribution of this work. To the best of our
avatars and objects. knowledge, this is the first work to directly exploit Kad as an

Today, SVWs are implemented using a client/server arctixperimental platform. However, the major contributiorthe
tecture. A server is used to maintain a unique state of tegperimental evaluation of a P2P architecture for SVWs on
virtual world and to distribute it to the users. Client/sarv the Internet, using SL object and avatar traces.
architectures are naturally consistent and persistentnwhe We show (Section 4) that it is possible to construct a
communication is reliable. However, scalability is an esuconsistent, persistent, and scalable P2P version of SLppafto
as it depends on the number of servers deployed to suppstructured P2P network. However, in case of large number of
an unpredictable number of avatars and objects. In SL, thkjects, avatars can experience a long latency to recover fr
scalability issue is addressed by dividing the virtual worlan inconsistent view of the virtual world. Moreover, search
into regionsthat are each associated to a dedicated server. Thefficiency in Kad introduces additional latency. Based on
number of avatars per region is limited 160 and in case of these observations, we discuss how to design a P2P overlay
server overload, the virtual world clock is slowed down.sThithat would eliminate the limitations of the current arcbitee.

http://iwww.secondlife.com/ 2http://www.emule.com/



1. APEER-TO-PEER INFRASTRUCTURE FOR SVW

In this Section, we design a P2P communication infrastruc- .
ture for SVWs. First, we describe the mechanisms we use to
share the virtual world among participants using a strectur
P2P network. Then, we explain how we adapt our architecture c? .
to work on Kad as there is no possibility to modify the Kad
routing algorithm.

Note that we do not claim that this P2P communication
infrastructure is completely innovative. It has been dest
to allow realistic experiments on the Internet and to help us . c! .
understand how to design an efficient P2P architecture for o i '
SVWs. The innovation lies in the way we adapt Kad to support =
a P2P SVW on the Internet. G °

[ ] i ° L) 3 ® L)
A. Adaptive Cell-Based Management &

We introduce here aadaptive cell-basegartition of the
virtual world. This simple mechanism is inspired from the
scheme used by CAN [11] to dynamically share the load in
the hash space. In the context of SVWs, we use a similar
approach to dynamically adapt the virtual world division to
the objects distribution. l _ among peers of the structured P2P network. We now describe

We call acell, denoted byC’j, a portion of the SVW. We nq\ cell-IDs are associated to cells of the virtual world.
call N,(C!,t) the number of objects contained @i at time The mechanism we describe is inspired by PHT [10], a

t. To start with, the virtual space is identified by a singl@jsyributed data structure that enables sophisticatediegue
cell C§ = Q. Then,C{ is successively divided into multiple o\ er Distributed Hash Tables.

cells such that? = (J,;, {Ci}. Cells are split when the
number of objects they contain exceeds a given thresh
Dipae- Therefore,D,, .. is the maximum number of objects
that can be present in a cell. We cdll,,,;, the minimum
number of objects contained within two adjacent cells.

(a) Initial Cell (b) First Split

(D

(c) Second Split (d) Third Split

Fig. 1. Adaptive cell-based partition with,,q = 3

We call k! the cell-ID associated to cell’!; m is the
ximum number of cell-IDs in the system. The cell-IDs are
organized into d-level binary tree witt) <[ < (log(m)—1).

Whenever a virtual cell’! is split, two active ceII-IDdcg:j)l)

Whenever a user notices that,(C!,t) > Dyas, it per- and kgﬁ;) are derived as a function @f and associated to
forms asplit operation that creates celi§," ) andC{,/!) . the cellsCl,7 1)) and C{,} ) . We associate(y ) tolwest
In the same way, Whe('INO(C((é_;:i),t) + NO(C’(%'Z;I;)J)) < (vertical) or north (horizontal) originated cells ahﬁ:g;%) to
Dynin, @ mergeoperation is performed originating cefl!. east (vertical) or south (horizontal) originated cells.

Split and merge operations are accomplished according to 43iven a cell-IDk!, we derivekgﬁi) andkgéﬁ%) as follows.

well defined order. Assuming a two dimensional space, a cebt 7/ be a generic hash function. For conventié w::)l) —

;snf(;rsstosg::t on the vertical dimension, then on the horiabnt H(kf) and ké;ﬁ%) _ H(NOT(kﬁ)). All the peers agree in a
. . o .
Figure 1 shows an example of the evolution of a cell-bas&§idue root for the tree, e.gkg, and on the hash function,

SVW with D,,,.. = 3. In Figure 1(a), two objects are create(f'g"H:MD4 [31. i o ) .
in the original cell. Then, in Figure 1(b) two other objects The hash function distributes cell-IDs uniformly in the key

appear. GiverD,.. = 3, the first split operation is performed.Space' In this way, any distribution of objects and cellshia t

In Figures 1(c) and 1(d), we show how the adaptive cePVW is mapped to a uniform distribution of cell-IDs in the

based management incrementally partitions the virtuaIdN0|key'Spacef agh|eV|ng good load balancing among peers. The
according to the distribution of objects. tree organization of the cell-IDs allows to always identfget

of cell-IDs to represent the cells organization in the SVvé W

B. Virtual Space and Distributed key-space simply need to activate/deactivate the correspondingdbes

Structured P2P networks provide a key-based routing (KBRj the tree.
layer to their peers [4]. Peers and content are each idehtifie In order to maintain the evolution of the SVW, the cell-IDs
by a key in a large identifier space, e.g., the key-space. Tae divided intocactive andcontrol cell-IDs. We call an active
KBR layer allows to store/retrieves key,value > pairs. cell-ID the identifier of a cell representing an active pamtpf
According to the specific protocol, different techniques athe world, i.e., a leaf in the tree. We call a control cell-tbe
used to maintain the consistency and persistency over timeidentifier used to retrieve information on the cells orgatian
the < key, value > pairs within the network. of the virtual world, i.e., an inner node of the tree. In Figur

Each cell is assigned a unique identifier in the key-spa2ewe show the tree organization of the cell-IDs associated t
(called cell-ID) to distribute the virtual world responsibilitiesthe evolution of the SVW presented in Figure 1.



k) L=0 protocol specifications [9]. In Kad, each peer is identifigchb
128-bits Kad-ID and routing is based on prefix matching, i.e.

7 o~ the smallest XOR-distance. Kad divides keys in two types. A
ki = H(k}) @ sourcekey identifies the content of a file, andkaywordkey
classifies the content of a file.
k\}‘:H (NOT (k) =2 We use the Kad API [3] to integrate our P2P infrastructure
on top of Kad. The Kadkeywordkeys are used as control and
4 b active cell-IDs. Objects and pointers information are estior
@ L=3 within the field of the metadata associated to a keyword. A
unique identifier is used to distinguish between objects and
pointers belonging to our system and content inserted into
Fig. 2. Cell-IDs organization Kad by eMule clients.

The publication scheme in Kad differs from the original
. ] Kademlia protocol, since the XOR minimum distance is not

The _KBR layer allows to identify for each c_:eII—ID a sgt Ofreally applied [12]. Keys are published dn different peers
peers in the P2P network who are responsible for this k§yhose Kad-IDs agree at least in the first 8-bits with the key:

We call these peersoordinatorsas they are the peers whoyis fraction of the key-space is called thelerance zone
manage an object located within a cell of the SVW. For ead)nce the Kad network is composed of millions of users, at

cell within the SVW,R coordinators are selected, i.& copies any point in time there are about 10,000 nodes which fall in

of each object in a cell are stored dndifferent peers. e tolerance zone of a given key [12]. This means that the
Ina SVW, an avatar at timeis interested only in a portion ¢qngjstency of our SVW could be impacted by the publication
of the entire virtual world. We call this area theea of Interest gcheme deployed in Kad. For this reason, we simply modified

(Aol). In order to ensure a consistent view of the world, 8Sefhe pyplication scheme to use the XOR minimum distance
of the SVW subscribe to thé? coordinators for the cells e Whenever a user subscribes to a @@l it initially

intersecting their Aol. In this way, they are informed of Bve yerives the set of peers in the tolerance zond:lofThen,

modification of the world in their surroundings. it extracts theR coordinators for celC! by selecting the ones

When an avatar creates an object in the virtual world, Wgnich identifiers are the closest fg according to the XOR
say that the object ipublishedin the P2P network. Object gistance.

publication is done by mapping object coordinatesy) to
the correct cell. An objead; (z, y) is published under the key ~ The original Kademlia protocol recommends the usage of a
k! associated taC! such that(x,y) € C!. The publication re-publication scheme to maintain the consistency andgpers
is done by informing the coordinators for célf of the new tency of a<key,value- pair during the publishing-searching
created object. life-cycle [9]. In order to ensure consistency, wheneveoden

A special object calleointer is published in cellC! to w observes a new node which is closer to some ofv’s
inform other users that a merge/split operation was perokm <key,value- pairs, w replicates these pairs om A simple
The pointer contains an explicit notification of the split.this re-publication of the<key,value- pairs every hour is used to
way, other users are notified thelt is a control cell-ID. maintain persistency.

Whenever a part|_0|pant wants to move toward a ge;nerchs for the publication scheme, the republication scheme
location (z,y) € €, it contacts the coordinators for cell;

! . i i in Kad differs from the original Kademlia. Keys are simply
;s#ch tthat(x,_yz < tﬁi'tlf Cl_l_'ﬁ a contr(t)l C?" ID, IIIt Illg u.se.d as periodically republished by its owner, e.g., source keyargv
e entry pointin the tree. The currentactive cefl-ID camt®y g 15 gng keyword keys every 24 hours. Moreover, a node

(,9) IS re:]rgved by gor;nge:\frrougr? thﬁ trccja_e. we caIrI1 thITcﬁ‘esponsiblefor a given key does not republish the key to a new
operation thediscovery phaseNote that the discovery phase, ;e jjenified as closest to the key. Since Kad nodes may join
is performed when an avatar joins the SVW and every time

‘ Il which has b ousl itioned a{hd leave at any time, the setBfpeers closest to a given cell-
m(lnves ohahce V:‘ltlr? dgs een prhewoustﬁ/ parlll lone d ¢ ID will change over time. This implementation choice adapte
n each hop of the discovery phase, the ce (?OOI‘.Ina.Q[@ Kad could negatively impact the consistency of our SVW.
must be found. Generally, this operation is logarithmichwit

the number of userd/. In the worst case, a newcomer has to We must assure that at any point in time, tReclosest
go through the entire tree, e.@og(m) hops are required when peers to a given cell-ID have the same information about the
m is the maximum number of cell-IDs. Therefore, the numbebjects located in the cell. For this purpose, we modify tlagl K
of hops for the discovery phase @log(N) x log(m)). republication scheme. We introduce a generalization of the
Kademlia solution that we call thielta publicationwhenever
a peerp realizes that a peep is one of theR closest tok!,

Kad is the P2P network used for publish and search opefafre-)publishes orf) any objectsO; (z,y) € C! it noticesQ
tions by eMulé users. It is derived from the original Kademliais missing.

C. Object Storage and Search

D. Implementation over Kad



I1l. EXPERIMENTAL METHODOLOGY The numbers above are (1) derived from observations in

We now perform a realistic experimental evaluation of oJpultiple SL regions [15] and (2) chosen to make the experi-
P2P communication infrastructure for SVWs in two step&l€ntal analysis tractable. It is not our intention to geleza
Initially, we design a client prototype that implements thto other S_VWs, but to perform a realistic evaluation of a P2P
functionalities described in the previous Section, i.eadk Second Life.
routing, cell management, avatar movement across theabirtu
world, and object insertion and lookup. Then, we use object
and avatar traces collected in SL to emulate the behavior ofWe now formally define the three performance metrics
a P2P version of SL. We reduce the SL objects to simpleat we will evaluate. Then, we present the performance
(name,coordinates) pairs, i.e., we do not consider any-addisults. Please note that it was not possible to compare the
tional object attribute such as textures, in order to stbeent performance of P2P SL to the real SL as we cannot perform
within the fields of the metadata associated to a Kad keywogimilar measurements on SL. The goal of this work is to show

We use the libsecondlife librarigso build a crawler appli- the feasibility of a P2P SVW, and to give us insights on how
cation that monitors regions in SL. The crawler connects tot@ design a dedicated P2P infrastructure. In addition, SVWs
SL server and continuously asks the positions of avatars a@gjuirements are different from the ones of on-line games.
objects within the region. In addition, it queries the regioTherefore, comparison to previously published P2P on-line
server about its load. A more complete description of tlgames is out of the scope of this work.
crawler can be found in [15].

Traces are collected in thiloney Tree Islandegion for
a period of10 hours. In our traces, we observe abaub For simplicity, we consider a two dimensional region, i.e.,
different avatars, with at mo$i0 concurrent avatars and ata Cartesian spac® = [0, X,naz] X [0, Yinaz], Where X, a0z,
least20 avatars in this regior0% of the avatars barely moveY,, .. are the maximum extension of the region along the
and visit less thari3% of the region. The most adventurouslimension. However, extension to three dimensional Mirtua
avatar traverse$5% of the region extension. We found aworlds is straightforward. Arobjectis a piece of content
constant number of aboui86 objects in the region. While identified by its name and coordinates. We denote it with
collecting the traces, we measured that these conditiawe foO; (z,y). We call O(t) the set of objects created within the
the SL region server to slow down the simulation in abouégion before time. To simplify the persistency evaluation,
50% of the times. we assume that objects never disappear from the world. We

We emulate the activity of thtMoney Tree Islandegion call A a generic finite portion of the region. We callate
by replaying its traces using our P2P client. Each avatariie., S(t, A), the set of objects contained in an aréaof the
emulated on a cluster of machines and it is associated toegion at timet. We defineS(¢, A) as follows:
node within Kad. In this way, the objects are stored on Kad
node; and sear_ched through the Internet. We also in_troduce a S(t,A) = {0;(z,y) € O(t) s.t. (z,y) € A} (1)
generic user acting as a sniffer that we refer to asbaitor.

The monitor can see the entire region. It measures the regiofVe call Aol;(t) the Aol of an avatar at time. We call
performance, without performing any operation. Vi(t, A) the set of objects seen by a uset time¢ within an

One issue with this methodology is that we do not know th&feaA. Note thatV; (¢, Aol;(t)) C S(t, Aol;(t)), i.e., an avatar
history of objects creation in the Money Tree Island priothle May not see all the objects in its Aol due to inconsistency in
monitoring period. Therefore, we createiaitialization phase the system.
of duration7; where avatars randomly insert new objects. ConsistencyA SVW is consistent if at time all the active
Objects coordinates are extracted from the traces in ord@dtars\'(t) see the same set of objects (whether they exist
to be real. The initialization phase last§ min. Once the Or not). In order to define the consistency, we callol; (1),
initialization phase is completed, there is no object éogapr O sharedAo; (t), the portion ofAo;(t) contained in at least
deletion in the region. Therefore, all split operations pee- anotherAol;(t) at timet. We defineSAol;(t) as follows:
formed during the initialization phase and they do not intpac
our performance evaluation. This strategy is represeestati SAol;(t) = U {AoI;(t) N AoI;(t)} (2)
the evolution of the object composition of most SL regions i
[15]. The maximum numbe_r of objects per ce@D&az) Is set For a generic user at timet we define the consistency of
to 20. The number of coordinators per cell varies frérto 20 )

. : a SVW as follows:
(default value i20). We approximate the Aol of each avatar
as a circle centered on the avatar coordinates, and we eariat
its radiusAoI, betweens and35 units (default value i$5). (1) = | (Vi(t, SAoli(t)) N U, {Vi(t, SAoLi(1))} |
With these parameters, we distribute th&6 objects of the S | Ui {Vi(t, SAoL;(1))} |
Money Tree Island region acrodd cells and a 9-levels tree. .
In case thatSAoI;(t) = (), we consider that<;(t) = 1.

3http://www.libsecondlife.org/ Note that the consistency is a user-dependent value.

IV. PERFORMANCEANALYSIS

A. Parameters Definition

®)



Persistency:A SVW is persistent if no object gets lostof inconsistency. When an avatar joins the region, it penfor
during the evolution of the virtual world. Therefore, thehe discovery phasésee Section II-C). During this period, it

persistency is defined by the following property: only has a partial view of the region. Given that avatars tend
) ) to join a region always at the same locations [15], they miss
S(t,Q)CSEt,Q) t >t (4) more or less the same objects. A low level of consistency in

Scalability: the consistency and persistency of a SVW mugﬂe discovery phase is _not ref_;llly a probl_em as the effective
in can be delayed until the view is consistent.

not be affected by th_e nur_n_ber of concurrent users and O.bje&? nconsistency can either affect isolated avatars, or sets o
Therefore, we have identified two approaches to establish th . .
o ) . avatars. We now measure the probability that a fraction ef th
scalability of a SVW. First, prove that the P2P layer manggin o : . :
avatars is inconsistent at the same time (see Figure 4). We

all communications is itself scalable. Second, analyze hog\/jétiCe that all avatars are perfectly consistent in ki

'n:rrsng;?]g %?J?;; g\i\r;\‘;"té. n:rﬁ)ac;s ;ZnggnZ'Stiﬂcgnsndpzt the cases. I835% of the cases, a maximum @bH% of the
persi y - 2lvenweu 8 W w vatars is simultaneously inconsistent. Finally, the neinrdd

network that supports millions of users, we decided to focﬁ'ﬁconsistent avatars is always lower than half of the agatar

the scalability analysis on the second issue. These results demonstrate that inconsistency is neveedela
B. Consistency to the P2P architecture, as it only affects a small subséteof t

1) Region ConsistencyEigure 3 shows the complementary€9i0n population.
cumulative distribution function (CCDF) of the consistgnc

experienced by an avatar for different values of the Aoluadi 1
For Aol radius up t®0 units, the region is perfectly consistent
in 96% of the cases. For a more realistic value of 35 units, 09
each avatar has a consistent view of the region 90% of the 08
time. Intuitively, a larger Aol radius increases the disagv P
time and the likelihood of inconsistency. © o7
| . , , 0.6
098 \ 0% 0.1 0.2 0.3 0.4 05
0.96 : Fraction of Not Consistent Avatars [0-1]
& 0.94 1 Fig. 4. CDF of the fraction of not consistent avatar® = 20 ; Aol, =
3 Aol =35 units : 35 units
0.92f— "% . 1
09 —xiljg E::: ! 2) Replica ConsistencyWe now analyze the impact of
oo | the number of coordinator® on the consistency. By default
0.88(- - -A0l,=5 units i each user select80 coordinators per cell, i.e., each object
0

0 20 40 60 80 1

4 0 is replicated20 times. In order to simulate several values of
Consistency [%]

R during a single emulation, we perform the emulation with
Fig. 3. CCDF of region consistenck = 20 ; Aol,. = [35;20; 10; 5] units R = 20 and then reconstruct the view of the region for each

avatar using different subsets of the number of coordisator

We identify three origins of avatars inconsistency: (1)tava Figure 5 shows an evaluation of the impact/®in region
movements among cells, (2) avatars joining the region, (8pnsistency. We notice that we achieve comparable consiste
P2P hazards, i.e., Internet latency, nodes churn and dailurevels for 10 to 20 replicas per object, ahdeplicas is clearly
Among the inconsistency values, avatar movements are canee enough to maintain the region consistency. In order to
of inconsistency int5% of the cases, and they are responsibievestigate deeper the impact of the number of replicas on
of consistency reduction froib to 99 percent (see Figure 3). consistency, we compute the probability that avatars acces
In the same range of consistency values, accessing data iifferent coordinator sets for a given cell. We observe that
real and large P2P network is a cause of inconsisten8§% avatars contact the same set of coordinators 66y of the
of the cases. Finally, the most dramatic inconsistencyegluime. This is due to churn in Kad, obsolete information in som
(betweend% and65%) are obtained when an avatar joins th@odes routing tables and avatars joining a cell (i.e., salgc
region. These join operations cau®¥% of the inconsistency the set of coordinators) at different times. In addition, we
values. In all cases, inconsistency is temporary and atheva observe that forkR = 5, there is a non negligible probability
always succeed to readii0% consistency after a while. Thethat all avatars in a cell get the objects from a totally digjo
time it takes to come back to a consistent view of the regi@et of coordinators. This explains the reduction of coesisy
is discussed later in this Section. observed in Figure 5. These results are clearly impactetidy t
Figure 3 shows three vertical steps respectively at 35, @&d users session characteristics and could be differeht wi

and 65% of consistency. These steps indicate popular leveBP nodes being maintained by SL users.



_______________ never observe delays larger than seconds as the cells tree

E organization in the emulation has a maximum depth equal
095 Lo to 9. However, in some cases, avatars join the region and
' L immediately start to move across cells, e.g., they travel th
L [ . . . .
g ——R=20 e N region to reach some friends. This behavior causes avatars t
© 09 —R=15 s ' change cell even before they obtain a consistent view of the
R=10 current cell, with a dramatic impact on the recovery latency
---R=5 -
0-85 Cause Percentagg Recovery Latency (sec
0 20 40 60 80 100 Moving 45 4-16
Consistency [%] P2P Hazards 35 <1
Joining 20 16-100

Fig. 5. CCDF of region consistency R = [20;15;10;5] ; Aol, =
35 units TABLE |
CAUSES OF INCONSISTENCY

3) Recovery LatencyWe now investigate the time avatars
spend in an inconsistent state. Figure 6 plots the cumelati@. Persistency

distribution function (CDF) _of the t_ime it takes to_ an avatar Persistency characterizes the ability of our P2P architect
to recover from an inconsistent view of the region. In thRst o |oose objects over time. Remember that after the
following, we refer to this time as theecovery latencyThe jniialization period where all objects are created, no enor

recovery latency is smaller thansecond around5% of the object will appear. A keyword in Kad is removed aftet
times.40% of the times, it takes to an avatar betweleand16 o5 if not republished. Since we exploit Kad keywords to

seconds to rg—establ?sh a consistent view of the regionuAbQ e g1 objects, all objects should be discoverable by any
20% of the times this latency can be longer t§ seconds 4 atar 24 hours after the last time they are re-published.

and reach couple of minutes. We recall that this latency only\ye measure region persistency through four monitors which
accounts for the discovery of objects in a region, and it dog§giematically access all cells in the region and repotistitss

not refer to avatar interactions. on the objects they contain. In order to evaluate the impfct o
a different number of coordinatoi®, each monitor contacts
respectively 20,15,10 and 5 coordinators per cell.

In Figure 7, we plot the time evolution of respectively the
fraction of persistent objects (Figure 7(a)) and the awerag
fraction of persistent object replicas (Figure 7(b)). Ndtat
an object is persistent when at least one of its replica is
available in Kad. The firs20 minutes correspond to the
initialization phase. During this period, the cell orgaatian
changes frequently as new objects are created. This egplain
why the persistency grows froM.7 to 1 in Figure 7(a).

x . Once the initialization phase is completed, SL is perfectly
Latency [sec] persistent during the entire emulation (i.e., 10 hours) for
R = [20;15;10]. For R = 5, we notice two glitches in the
Fig. 6. CDF of the recovery latencyR} = 20 ; Aol = 35 units curves of both Figure 7(a) and Figure 7(b)tat 5 hrs and
t = 6 hrs. At these times, the monitors could not find some

In Table I, we assign the recovery latency to each causbjects in Kad as all their replicas had disappeared from the
of inconsistency identified earlier. Latency values lowsart P2P network. The cause of this phenomenon is the difficulty
one second correspond to normal network conditions v constantly maintain a set of consistent coordinatorseund
observe in Kad. Latency values betwekand 16 seconds are the presence of churn, failures, etc. Anyway, in both cdses t
experienced by avatars that move as they often have to perfqrersistency goes back foat the next measure performed by
a lookup operation in Kad. We observe that this lookup timie monitors. This is because, as soon as an avatar observes
in Kad is generally close td seconds, as also observed byhat some objects have disappeared, it inmediately pesform
Steiner et al [13]. During the lookup, the objects contaiimed a (delta) publication and persistency is recovered.
the new cell falling in the avatar Aol are not yet visible teth The emulation ends aftdi) hrs, which means that objects
avatar. In addition, in case the new intersecting cell isrgrod  are not republished anymore for- 10 hrs. Figure 7(a) shows
cell, a discovery phase has to be initiated. Therefore,iplelt that for¢ > 10 hrs the glitches in the curve withR = 5
lookups in Kad are performed, and the recovery latency caappen more frequently than in the first 10 hours. In addition
reach16 seconds. Finally, values betwegfh and100 seconds we observe a continuous decrease of the average fraction of
are observed by avatars who join the region. Ideally, we lshoypersistent object replicas in Figure 7(b). This is due to the
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[14]. In the other hand, it depends from the high level of chur

iy TS TR TR in Kad [14] which causes a coordinator to often go out from

§O-SE g ﬁ :ge set of Kad nodes at minimum XOR distance from a cell-

) : : ! .

%o.e ' . I: The strong presence of churn in Kad causes frequent

k. ! |—R=20! changes in the sets of cell coordinatGi8% of the coordina-

g 04 ' |—R=15]1 : tors serve SL objects only fa0% of the time interva[10, 34]

o2 R=10 ! : hours. However,15% of the coordinators serve objects for

2 ' ---R=5 a‘ more thar60% of the time. These nodes guarantee persistency

L9 10 20 24 30 34 40 despite the presence of many unstable nodes.

Time [hrs] Finally, we analyze the time intervé®4, 34] hours. Since

objects in Kad are removed after 24 hours if not republished,

(@) Time evolution of the fraction of persistent in this time period we expect all objects to be deleted and

objects the persistency of our P2P SL to go to zero. As expected,
the average number of objects replicas decreases quickly

o8 : . : (see Figure 7(b)). However, for > 34 hrs, 20% of the

e i ! ' objects created are surprisingly still present in Kad. The

8 0.6 ¥ : : reason is that some eMule clients increase the lifetime af Ka

g ] it ' keywords, i.e., affecting our SL objects, to reduce the nau

504 :H—zo | ; of publishing/republishing operatichs

J —R15 The per_sistency regults we have presented are impacted by

0.2 : Reto| ! ' the behavior of peers in the Kad network. We expect to observe

5 ' lea-Ros ; .; a different behavior of peers in a structured P2P network

g g : ! i maintained among avatars of a SVW. However, these results

0 10 Timg‘fhéf* S0 34 40 underline two strong features of our P2P architecturet,Firs

can support a very high churn in the P2P network. Second, it
(b) Time evolution of the average fraction of is enough to have a low number of stable peers to maintain
persistent object replicas excellent persistency.

D. Scalability

We need to discuss two aspects of scalability. First, we must
prove that our P2P SL scales with the number of users. This is

absence of the delta publication, which goal is to activeEasy as our system inherits its scalability from Kad. Trenef
maintain a target number of replicas in the network. Howeve¥e decided not to perform any emulation with large number of
until ¢ = 24 hrs the region remains perfectly persistent foparticipants as the scalability of Kad and Kademlia has been
R > 5. In addition, even forR = 5 SL persistency goes shown already [12][14].
back to1 from time to time. This behavior is explained by Second, we evaluate the impact of the number of ob-
the presence of churn in Kad: even if objects are not maects (which in turn impacts the number of cells) on the
constantly republished, old coordinators which tempbrariscalability of our P2P architecture. To do so, we perform
left the Kad network eventually come back restoring thé@ur emulations varying the number of objects in the region,
persistency of the region. namely N = [29;82; 112; 586]. Object locations are randomly
The delta publication algorithm seems to be too consemvatighosen from the objects population of the Money Tree Island.
when the number of object replicas in the P2P network We chose several subsets of the Money Tree Island objects
larger thanR = 5. In order to study how our P2P SL wouldcomposition to analyze whether our P2P architecture besome
behave without the delta publication, we study persisteéncy Perfectly scalable for lower number of objects. The differe
the [10,34] hours period where the delta publication is notonfigurations of cells and objects for the emulations are
active anymore. For this reason, we now analyze the behaggimmarized in Table II.
of the Kad nodes selected at least once to be coordinatdrsint We analyze first the impact of the number of objects on
[0, 10] hours period. We compute respectively their continuoii8e consistency perceived by the avatars. Figure 8(a) plots
on-line time and availability to serve SL objects in the timéhe CCDF of the consistency for different valueséf. We
interval [10, 34] hours, i.e., the likelihood to be selected agbserve that forNV = 29, the consistency is nearly always
coordinators. For space limitations we do not plot any figuréqual to100%. This is due to the fact that the limited depth
We observe thas0% of the coordinators have a continuou®f the cell tree organization reduces the impact of the join
on-line time smaller thal hrs, and only1% of the coordi- hito: .
. . . . . : p://www.emule-project.net/
nators is on line during the entire time interyad, 34] hours.  syte that the curve withV — 586 is the same as the curve withol, —
In one hand, this is due to the Kad user session charaaterissis units in Figure 3 and the curve witi = 20 in Figure 5

Fig. 7. Persistency analysisk, = [20; 15; 10; 5]



okgSegts active 426”'”35 max trge depth values larger tharl seconds, we observe a clear impact of
112 15 5 the different complexity of the cell organization in the fou
82 6 4 emulations. ForV = 29, 90% of the recovery latency values
29 3 2 are smaller thaB sec. Since the maximum depth of the tree is

TABLE Il two, 8 seconds correspond to the time duration of a discovery

CELLS CONFIGURATION phase of length two in the tree. Then, the depth of the tree

increases withN. This in turn increases the probability to
experience a larger recovery latency. In particular, weceot
that when the recovery latency is larger thanseconds,

operation and consequently of the discovery phase. Moreo_\{ﬁcreasing the number of objects of one order of magnitude

the number of movements among cells is reduced as cell si Sises a latency increase of abgat. This result shows that

are very big. Flna!ly, we see that increasing the ngmber e duration of lookup operations in Kad limits the scali&pil
objects has a sublinear impact on the consistency; inCgas)c o pop SL
by one order of magnitude the number of objects causes a '

reduction of consistency by less tha6%. V. RELATED WORK

We are not aware of research work on Peer-to-Peer (P2P)
Social Virtual Worlds (SVWs). However, several authorséhav
proposed P2P architectures for on-line games. MiMaze [5]
was the first serverless on-line game, relying on IP muiticas
More recent work includes SimMud [8] and Colyseus [2], both
of which employ a Distributed Hash Table (DHT). Solipsis
[7] adopts an unstructured approach where virtual neighbor
collaborate to reciprocally monitor the state of the vittua
ool N1 world. A similar approach is proposed by S.-Y. Hu et al. [6].

e aN29 ‘ They introduce the usage of a Voronoi network to manage
088, %0 40 60 8 100 collaboration among peers.
Consistency [%] Albeit SVWs and on-line games are two applications of
Networked Virtual Environments (NVES), they exhibit sesler
(a) CCDF of region consistency differences. In particular, they differ in the amount of use
generated content: while in on-line games the virtual wesld
mostly predefined and static, SVWs are predominantly user-
generated. Thus, SVWs require significantly higher amounts
of persistent networked storage and data transfers.

This paper differs from previous work on P2P NVEs in
several ways. First, we focus on the research challenges
involved in P2P NVEs with strong persistency needs, i.e.,
Social Virtual Worlds. Second, we propose an innovative
approach as we implement our P2P architecture for SVWs
on top of a widely deployed P2P network (Kad), and study
the issues that arise when employing such an existing nktwor

01 T 4816 100 Finally, we perform a realistic evaluation employing trace
Latency [sec] real Second Life user behavior.
The P2P communication infrastructure we deployed is
(b) CDF of the recovery latency inspired from CAN [11], a structured P2P network which
provides hash table-like functionality. CAN introducesea r
lationship between a logical Cartesian space and the key-
space. At any point in time, the Cartesian space can be

In Figure 8(b) we plot the CDF of the recovery latency fOEynamicaIIy split to achieve a uniform partitioning pf the
different values ofN®. There is not clear impact of the cells gy—s;lz)acelgmqng pegrfs. Thi mPecr;_anSmhw_lc_a useptg_llndfg the
organization on latency values smaller thasecond. In fact, virtual world is inspired from the Prefix Has ree ( ) [10]
these values only depends on the Kad nodes involved in tﬁE‘T is a distributed data structure that enhances DHTSs to the
emulations and on the network conditions. All curves meaanagemept ofkmore_ cohmplex querlez,. suclaz.nge ql:je”es h
at 4 seconds, which corresponds to the discovery latency %HT organizes keys in the DHT as a binary trie, and uses the

one cell as we have seen in Figure 6. For recovery latendy! 1 100kup operation to handle range queries.
We integrate our architecture on the top of Kad to perform

6Note that the curve withV = 586 is the same curve of Figure 6 a realistic emulation of Second Life on the Internet. In a
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study unrelated to NVEs, Steiner et al. [14] conducted & increased traffic and load on the coordinators. We believe
comprehensive analysis of Kad. They developed a crawkbat this recovery latency can be nearly removed by mapping
application to explore Kad and monitored a fraction of th&l Kacells that are close in a SL region to cell-IDs which are close
key-space for about six months. They identify two classes tifemselves in the XOR address space. This would allow a
peers: long-lived peers that participate in Kad for weekd afaster navigation in the virtual world with no additionalsto
short-lived peers that remain in Kad no more than few daysn the coordinators. Finally, a caching or prefetching géots
Moreover, they observe that the distribution of peers alsiv can give significant benefits given the predictability oftava
and departures is well described by a Negative Binomialovement patterns [15].
distribution. In the future, we plan to design a key-based-routing al-
gorithm which implements the proposed technique to make
the object-search cost independent from the size of the P2P
This paper presents an experimental study of a Peer-tetwork. We also plan to study how to integrate the proposed
Peer (P2P) architecture for Social Virtual Worlds (SVWsarchitecture with a Delaunay-based overlay topology ireord
such as Second Life (SL). Our communication infrastructute manage communication between avatars.
dynamically partitions the virtual world into cells, andsags
responsibility for those cells to peers namedordinators
The deployment of our P2P SVW is performed over Kad, The authors would like to thank Moritz Steiner for the
a widely deployed structured P2P network based on tRéecious help to integrate our P2P infrastructure on topauf.K
Kademlia routing protocol. We collect traces of user attivi We also would like to thank Fabio Picconi for his insightful
(i.e., movement, churn and object creation) in Second lrife fomments and suggestions.
order to perform a realistic emulation of a P2P SVW on the
Internet. . _
Our evaluation shows that the architecture we have designé & Baughen i Losreors, g B L Lovre, Chendioron.
achieves acceptable levels of consistency, persistendy an Networking pages 1-13, February 2007.
scalability. Inconsistency is temporary and limited totavs [2] A. Bharambe, J. Pang, and S. Seshan. Colyseus: A Digtdbérchitec-
entering new cells or joining the P2P SVW. Persistency is tM“;E; ';%'Ogn“”e Multiplayer Games. INSDI'06, Berkeley, CA, USA,
excellent for the whole duration of the emulation. Finathe 3] r. Brunner and E. Biersack. A Performance Evaluation e Kad

architecture can scale up to the number of objects contained Protocol. Technical report, Eurecom, 2006.
in a typical SL region. 4] F. Dabek, B. Zhao, P. Druschel, and I. Stoid@wards A Common API

. For Structured Peer-to-Peer Overlaypages 33—44. Number Volume
The real deployment and evaluation we performed over Kad 27352003 in Lecture Notes in Computer Science. 2003.

underlines two interesting features of our architectuiestF [5] L. Gautier and C. Diot. Design and Evaluation of MiMaze Mailti-

i i i ; ; Player Game on the Internet. Imternational Conference on Multimedia
region persistency can be malnta|ned even with a very low Computing and Systemsages 233236, 1998.
number of stable peers; this result suggests that automat@f s.-y. Hu, J.-F. Chen, and T.-H. Chen. VON: A Scalable ReePeer
avatars in SL [15], which are nearly always connected, could Network for Virtual EnvironmentsNetwork, IEEE 20(4):22-31, 2006.
be exploited to improve SL performance. Second, it existt! iﬁrtﬁjllevrv é’rrl‘(? ﬁ'%?}’}l‘p%&f@i@a '\2"332"’9'3’ Multi-Reipant
a trade-off be_tween Fhe rate_Of object re-publication ared th[8] B. Knutsson et al. Peer-to-Peer Support for Massivelyltidiayer
number of object replicas. This suggests the usage of actobje = Games. Ininfocom Hong Kong, China, March 2004.

_ ; ; ; ; [9] P.Maymounkov and D. Mazieres. Kademlia: A Peer-to-Refarmation
re pUbhcatlor? rate Wh!Ch dynafmlca”y adapts to the nurdser System Based on the XOR Metric. IRTPS Cambridge, MA, USA,
currently available object replicas. March 2002.

Our P2P SL suffers from the latency avatars experience[t@] S. Ramabhadran, S. Ratnasamy, J. M. Hellerstein, athéhker. Brief

recover from an inconsistent view of the world. The causes gf, 'g”';’;?]gzg‘rﬁgt Ff’ ri‘;‘;n';'gshMTreHE;nEESQRpa}?;;G;foSO:s A

these inconsistencies are mainly: (1) avatars joining 2 P° ~ Scalable Content-Addressable Network. $IGCOMM San Diego,
architecture, (2) avatar movements across cells. Ourtsesul USA, October 2001. « and T En Naiar. Activelvoitorin
show that, for large number of objects, the recovery delay cH? Eﬂéesrée{,ﬁ‘eéA'éﬁ ﬂip?ggaé:eheiﬁe, USA Fegrugry 007" 9
become so long that avatars would change cell before the¥] m. steiner, D. Carra, and E. W. Biersack. Faster Contentess in
even have a consistent view of the current cell. KAD. In P2P, Aachen, Germany, September 2008. _

The recovery latency due to newcomers joining our P2P $t4 M'Ifﬂtg'”ggJ'D'iE:gg'a{fgﬁ agngBeVrV'zg'gsaCk' A Globakui of KAD.
can be easily addressed. The tree based organization of (i8¢ m. varvelio, F. Picconi, C. Diot, and E. Biersack. Is TaeLife in
cells could be cached at the client and re-used acrossetiffer ~ Second Life? InConext Madrid, Spain, Dec. 2008.
sessions. During the initial connection to SL or in case #lke c
organization has changed between two sessions, the effecti
join of an avatar could be easily delayed.

Reducing the recovery latency due to avatar movements is
a more complex problem to solve. Pre-locating the coordina-
tors for all adjacent cells can help reduce boundary-congssi

latencies. However, this solution would come at the expense

VI. LESSONLEARNED AND FUTURE WORK
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