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Abstract—In this paper, we investigate whether using a simple
form of power allocation and relaying at the transmitters has the
same order of performance gain as transmit cooperation coupled
with complex coding techniques. We consider two different inter-
ference channel scenarios: a cellular system with two neighboring
cells and an ad-hoc network with two interfering communication
links over a given area. For transmit cooperation, we propose
simple and practical linear pre-coding schemes based on Zero-
Forcing (ZF) algorithm. We also propose to exploit relaying with
distributed power allocation schemes. We see that in the high
interference regime, using transmit cooperation coupled with
complex coding schemes outperforms pure power allocation and
relaying schemes. On the other hand for the moderate to low
interference regime, the performance of the simpler schemes
become comparable to that of transmit cooperation.
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Figure 1. Interference channel with possible transmittepeoation.
. INTRODUCTION

Interference is a problematic issue in wireless communicwith the goal of obtaining practical algorithms. This can be
tions as it has an adverse effect on the reliability of linkyiewed as a form of cooperation as a link takes an action
A number of ways exist to diminish its detrimental effectsvhich benefits the overall system and not necessarily itself
The first method relies on performing resource allocation atAnother approach to combat interference has been inno-
the system level of the wireless network. In cellular netgor vating at the physical layer by employing interference can-
for example, one way is to chop the available spectruoellation techniques. Recently, for MIMO broadcast chdsine
into smaller portions and allocate these to co-channelslink has been shown that Dirty Paper Coding (DPC) can be
so that transmissions are orthogonalized; a method calletblemented at the transmitter side to cancel out intenfeze
radio frequency planning. Similarly, an alternate methed terms seen at each receiving terminals with full channeésta
to provide sufficient spatial separation to co-channeldisk information (CSl) at the transmitter [7]. Although it haselne
that the interfering signals decay enough to be negliginlg, shown that the capacity of MIMO broadcast channels can
as is done through multiple access control (MAC) protocols be achieved by DPC, it is a non-linear pre-coding technique
ad-hoc networks. Power control is yet another way in whicind is difficult to implement [7]-[10]. Inspired by its cajiisc
interference caused to others can be controlled and has baehieving performance, in [11]-[13] DPC has been exploited
an extensively researched topic. In traditional voicetten by means of transmitter cooperation in ad-hoc networks with
wireless networks, power control was found to be an effectigsimplified channel models where two transmitter nodes first
method to enhance the reliability of the system [1]-[4]. Thehare their transmit signals on an orthogonal channel, fzemd t
key idea here is to balance the transmit powers to achievevih full CSI assumption at each transmitter, they perform
minimum acceptable level of signal-to-interference-ptogsse DPC to send their signals to their intended receivers. It has
ratio (SINR) for each user. Recently, power control has bebeen shown that transmit cooperation using DPC provides
investigated for future data wireless networks enabledh witapacity gain over the non-cooperative case when channel
link adaptation protocols. These differ from voice netwsorkgain between the two transmitters is very good. The main
due to the elastic nature of data traffic and thus guarargeeirawbacks of transmit cooperation with DPC are the sum-
a particular SINR requirement is not always the right sgate power constraint and full CSI assumptions at the transmitte
The goal that is considered in [5] is to maximize the aggeegatodes, which are practically hard to implement in ad-hoc
rate of the system through power allocation by exploitingettings. In this paper, to judge the performance of more
binary power control [6]. Though the optimal solution elstai practical linear pre-coding schemes, we also consider both
centralized processing of network-wide channel staterinfazero-forcing with a sum-power constraint (ZF-SPC), anazer
mation, distributed solutions to this problem were preseéntforcing with per-antenna power constraint (ZF-PAPC) which



has been considered in [14]. As in all realistic networks, we impose a power constraint on

In this paper, we try to address the following question: casach transmitter such that< P; < P,,... Assuming an ideal
the same order of performance gain be obtained by usindirék adaptation protocol and perfect CSI at the transmitter
simple form of cooperation rather than resorting to complalefine the sum-rate in bits/sec/Hz using the Shannon capacit
coding techniques? To this end, we first propose a simpls )
scheme for cooperation involving power allocation capacit A
maximization coupled with relaying to obtain an added diver C(py, Pr) = Zlog? (1 +T5(F;, PZ'))' 2)
sity benefit. This technique is based on the distributed powe =1
allocation algorithms proposed in [5] by taking advantafie o The sum-rate maximizing power allocation for two inter-
inactive nodes in the network. An alternate and more compléing links has been characterized in [6] where it has been
cooperation technique is based on DPC where each transmigigown that
tries to cancel out the interference seen from the other.node v
This basically involves cooperation at the transmittertHa (PY, P3) € {(Pmax; 0), (0, Prvae), (P, Pa)} - (3)
end numerical results are presented and show that at hifis result substantially decreases the optimization dexity
interference regime using transmit cooperation coupleith wifrom a continuous search space to 2 discrete values for each
complex coding schemes outperforms pure power allocatitink. That is either the link will transmit with full power or
and relaying schemes while for low interference regime thremain inactive and this is termed binary power control. How
roles change. ever, as the network capacity is coupled with the networttewi

Il. SYSTEM MODEL transmit powers, finding the optimal power allocation vecto

We consider a very simple two-link wireless network iﬁ‘or 9“’?” instant_aneous channel realizations still rezgia
. : . o centralized solution.
which each transmitter wants to communicate with its respec

tive receiver. In this network, the transmitter sends a agss IV. DISTRIBUTED POWERALLOCATION (DPA)

to its intended rerc]:elver iny. i pre\;er, gube t?] full I;spectre.ll From a practical point of view centralized processing might
resource reuse, the receiver is interfered by the otheveactj,; o feagible and to address this issue distributed power

link. We assume 5|_ngle user decodmg and thus 'n_terfere%f‘ocation was studied in [5] under statistical knowledge
from Fhe other link is treated as noise, as deplcted_ln FI9UISt ynknown information. In- this approach, each transmit-
1. This setup can be seen as an instance of the mten‘ere{g:r(—:-haS only local knowledge of channel gains defined as
channel, the analysis of which is a famously difficult proble -ioca _ o : o
in information theory [15] g = {GN_ V i}. The convenience of_ such a choice is
' that a transmitter has knowledge of the link SINR. Thus, the
A. Signal Model unknown information at the transmitter can be represenged b
Denoting the random channel gain between any arbitray = G\ 7. A transmitter; then tries to maximize the
transmitter; and receiverj by G;; € R*, the received signal expected network capacity defined as

Y; can be written as _ G; ;P
) Cij(Pj,P) = logy (1 + W)
gyt
ij = \/Gjijj—f'Z\/Gj’iXiﬁ-Zj, el . Gi,iPi 4
i#j + ogy | 1+ PGP ) (4)

where X; is the intended signal from the transmitter,

Z?;éj VG, X; is the sum of interfering signals from otherWh_ere the expectation is taken over _the other Ii_nk’s_ channel
transmitters andZ; is the noise. For convenience; is 93NS: namelG;,i a”?' Gi;- By ex_plomng the optlmallty of
modeled as circularly symmetric complex Gaussian noisk wifinary power allocation a link will either transmit &,
power E|Z,|2 = o2 and zero mean. We denote the randoﬁﬁssumed as '1) or remain !nactlve (i.e. .I|nk power will be 0).
channel gain between transmitter nodes(ase R* which Simple conditions were derived on the link SINR and SNR to

does not include fast fading component. determine if it should be active or not and these can be found
in [5].
I1l. OPTIMAL POWERALLOCATION (OPA)FOR g
SUM-RATE MAXIMIZATION A. Performance Enhancement with 1-bit Message Passing
We are interested in maximizing the sum-rate of the abo{@PAF)
network. Denoting the power used by transmitjeto com- The distributed algorithm requires no real-time inforroati

municate with its respective receiver b¥;, the signal to exchange between the links and this can sometimes lead to the
interference-plus-noise ratio (SINR) at the receiver oklj undesirable condition of both links being inactive. In arde

is then given by to avoid this undesirable effect 1-bit message passing was
G: P used to communicate the action of one link to the other.
L;(P;, P) = + (1) The most natural choice of information to send would be the
o2+ Z G;.P; result of a link’s power optimization solution. This algtb

it significantly enhanced the performance as with the 1-bitadig



Distributed PA Exploiting Relay over Distributed PA

VI. TRANSMIT COOPERATION WITHFULL CSIAT THE

[Py, P3] = [Ppnsy 0] P4, P2l = [Prae Pruadd
_ = @ ®—-® _ _ TRANSMITTERS _ _
gl ., = - In this section we look at tyvo transmit coopgratlon schemes
' " Gz where the transmit nodes first exchange their messages and
(=) () than they jointly utilize DPC or ZF pre-coding techniques
- which are commonly used in multi-user down-link communi-
roran et cations. Here all nodes assumed to have full CSI. Depending

on power constrains we look at two ZF pre-coding schemes:
sum-power constraint and per-user power constraint scheme

Note by means of practicality second ZF scheme makes more
sense.

Case ll
g
$
N

dl idle

A. DPC Cooperation

Figure 2. Two cases for which relaying mechanism is used BffA. In this section, we explain how DPC cooperation works
and comment on how practical DPC cooperation is. DPC
cooperation has been proposed in [11], [12], [13], [10] unde

from link 1, a moreinformeddecision can be made by link 2.simplified channel models. First transmitters exchangé the
Clearly, if link 1 sends a 0 then link 2 will be active. If a 1 issignals on an orthogonal channel and then they both imple-
sent then link 2 needs to consider if what it is more beneficisient DPC under sum-power constraint and each transmitter
for the system based on the activity conditions. sends corresponding pre-coded signal to the channel. It has
been shown that under low channel gain between the two
V. DISTRIBUTED POWERALLOCATION AND RELAYING transmitters, the sum-of-rates performance achieved I BP
(DPAFR) worse then non-cooperative transmission for low SNR cése [9

As expressed in (3), there are three possibilities for ghlote that DPC is complex and non-linear pre-coding tecteiqu

optimal power allocation. The distributed algorithm extso which makes it being an |mpract|cal scheme. .

this result to reduce complexity. However, one advantage th _TO have t_he complete picture of DPC_: cooperatlo_n, we
is not exploited is the fact that the nodes of an inactive linV® the achievable sum-of-rates expressions here. s,
are available to help the communication of the link whiclanSmitters exchange their signals by using a fractioroaiey

is active. If both links are active then there is no coopersati £y/2 each._ And then with the remaining pqwér,: 2Pinax — .
and each transmitter communicates with its respectiveverce Py, they Jo[ntly encode b‘?th messages using DPC. A;sgmmg
However, when one of the link is inactive, the most simple w e transmitters opergte in full-duplex mode, the tr%n?gmrs

to cooperate in this case is for the inactive transmittercto ate from one transmitter to the otherf§ = logy (1 + 507").
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as a relay for the communicating link. This is explained iA\te" Message exchanging with remaining power transrsitter

Figure-2 where Case-I corresponds to the power a”ocatigﬂplement DCP as if they were a single transmitter. Using the

case (Poax, 0), i.e. transmit node 2 is inactive, and Casequallty between broadcast and multiple-access chann@]s [1

Il corresponds to the power allocation cafe Poay), ie. we achieve the following DPC transmission rate

transmit node 1 is macyve_. _ . Rppe = max  log, || + P, + RffL| (6)
In the case of the distributed power allocation algorithm, PUEE
1Y, 122

each link takes independent decisions. If a link decidedeto b
inactive, it will listen for the signal from the active tranitter Wwheref; = [\/G11 /G12] andfy = [G21 +/Ga,). Note that
and then relay this signal in the second phase. Note thai[8] some iterative solutions are given for the optimieati
when transmitter decide to act as relay it needs to sehgpblem (6).

acknowledgment to the destination of active link for conere After all, the network instantaneous sum-of-rates of th€DP

combination at the destination. cooperation scheme is given by
For relaying although there are adaptive relaying stre&ggi R — max  min{2R;, Rppe). )
[16], we simply consider amplify-and-forward (AF) relagin 0<P;<2Puax

strategy where the relay node scales its received signal gc-zero-Forcing (ZF) Cooperation

cording o its transmit power constraint and sends it to the.ln this section, we look at ZF pre-coder at the transmitters

destination. Moreover, we assume that relay node openate.? | .
or both sum power and per-user power constraint cases. Note

full-duplex mode. . . .
If we consider Case-I in Figure-2, the achievable netwofRa! ZF IS a linear pre-coding scheme as opposed to DPC

instantaneous rate is given by which is a pon—lingar pre-coding teqhnique. As in DPC case,
) the transmitters first exchange their messages by using
R = log. (1 4+ maxG11 PraxGoGr2 5y power, and then with remaining poweP, = 2Py.x — P,
- ng( + 2 2 2 P G P G )() . .. .
4 0%(0% 4 PrnaxGo + PmaxGh2) the transmitters jointly perform ZF and power allocation.

AssumingH = [fI 117 is the channel matrix from the



VIlI. NUMERICAL RESULTS

In this section, we give some numerical results for achiev-
able networks capacities for the schemes described abave. W
look at two different system scenarios. The first scenario is
that of a cellular network with two interfering cells having
circular layout and in each cell, users are randomly posiiio
with uniform distribution. In this case, to see the integfece
effect on the system sum-of-rates performance, we vary the
distance between the two BTSs which is parameterized as
d/2R. The second scenario is an ad-hoc network with 2 TX-
2 terfring Cels with Cirular Layout AdrHoo Network with 2 TX and 2 RX Nodes RX pairs in a circular area of radius 1 km. In this case, we vary
with average transmit powers to see the power loading effect
on interference and cooperation for bounded user positions
These two scenarios are depicted in Figure-3. For each case
cell radius is taken a® = 1 km.

We assume that channel gairts; ;Vi,j € {1,2}, include

transmitters to the receivers, the corresponding ZF magrix Path-loss, shadowing, antenna gain terms and fast-faditig w

Scene | Scene ll

Figure 3. Two Simulation Scenes considered: Scene | is 2fémieg cell
with circular layout and Scene Il is Ad-Hoc network.

given by Rayleigh distribution. On the other hand, the link between
. et transmitter nodes7, includes only large scale fading effects:
G = HY(HHT)". (8) path-loss, shadowing. It is assumed that each link undsrgoe
Assumingz; andxy are the messages of the transmitters Wi@lath—lossbaccordlng to simplified COST-231 model [17], wahic
E[|z1)?] = v; and E[|z3|?] = vs, respectively, after ZF pre- 'S 9VEN DY
coder the transmitted signal vector is given by PL(dB) = 138+ 39.6log,,(d)

t = Gx ©) where d is the distance between communicating links. The
where x = [z; x5]7. We assume thaf[|t;|?] = P, and transmitter and receiver antenna gains@sey = 16[dB] and
E[|t2]?] = P». In the following sections we look at two Grx = 4[dB], respectively, and the log-normal shadowing
different power constraint policies. is taken to be normal distributed random variable with mean

1) ZF with Sum-Power Constraint (ZF-SPCn this case, Of 0[dB] and standard deviatioriO[dB]. We assume that
we have the following simple sum-of-rates optimizationkpro operation band-width i2 MHz.

lem In Figure-4, we plot the achievable network sum-of-rates as

2 a function of normalized distance between two BT$&R.
Rspc = max Zlog2(1 + ;) (10) We take Prax = 1 [Watt] for all of the schemes. For the

vi 1=1,2 = MIMO scheme, which serves as outer bound, we assume co-
2 located transmit antennas with total pow2P,,.. In this
subject to Z l|g;]|°vi < P+ P, =P figure, we see that if two cells coincide, i#/2R = 0, there

i=1 is maximum interference for which DPC, ZF-SPC and ZF-
v; =20 1=1,2 PAPC cooperation schemes have very good performance. With

increasingd/2R, we see that the performance of the transmit
cooperation schemes decreases due to increasing power-expe
diture on the message exchanging phase. Affé? ~ 0, 65,

OPA and DPAFR schemes outperform DPC, ZF-SPC and ZF-
PAPC transmit cooperation schemes. Andd@2R ~ 0, 75,
%ven DPA and DPAF and non-cooperative schemes reaches
the same performance as the transmit cooperation schemes

2 have.
Rpapc = W52, Z logy (1 + vi) 11) In Figure-5, we plot the achievable network sum-of-rates as
, Ci=l a function of maximum transmit powep, .., at the transmit-

. ting nodes. At low transmit power, which means interference
subject to Z |gmil*vs < P m = 1,2 fre?a regime, we see that theptransmit cooperation schenses ha
;7:1> 0 i=1.9. inferior performance than the power allocation schemed, an

T ’ the non-cooperative scheme which means it is better not to
Overall instantaneous network capacities correspondingdooperate at low transmit power case. Affer,, = —8[dB]
the above ZF schemes are calculated in the same way asvinsee that the cooperation schemes outperform both power
DPC cooperation case, which is given in (7). allocation and non-cooperative schemes. Note that the most

whereg; is thei-th column ofG. The solution to this problem
can be found by water-filling.

2) ZF with Per-User Power Constraint (ZF-PAPCh this
case, we assume symmetric powers at the users that is
P, = P/2. Then the sum-of-rates is given by the followin
optimization problem [14]



2 Interfering Cells each with radius R = 1 km, P, =1 [Wat(]

MIMO
—e—DPC
—e—oOPA
—o—DPA
—e—DPAF
=b- - DPAFR -
+++ NO-COOP
2ZF-sPC
2ZF-PAPC

Average Sum Rate [bits/sec/Hz]

|

di2R

where transmitter nodes first exchange their messages and
jointly transmit to the receivers with the specified preiogd
policy. While DPA, DPAF and DPAFR schemes fall in the
second group where the transmitting nodes individuallydiec
their transmission policies.

We considered two different interference channel scesario
one of which was a cellular system with two neighboring cells
and the second was an ad-hoc network with two interfering
communication links. We see that at high interference regim
DPC, ZF-SPC and ZF-PAPC schemes outperforms OPA, DPA,
DPAF and DPAFR schemes. On the other hand, for moderate
to low interference regime, it is the opposite. Also, we $ex t
by exploiting relaying functionality at the transmitters the
top of the distributed power allocation policy we come very

Figure 4. Average sum of rates verséi®R for circular cell layout.

(1]
(2]

Ad-Hoc set-up with Circular Layout of radius R = 1 [km]

(3]

- b - DPAFR

- - - NO-COOP
ZF-SPC
ZF-PAPC

(4]

(5]

Average Sum Rate [bits/sec/Hz]
s

(7]

(8]

Figure 5. Average sum of rates versis,.x for Ad-Hoc Network.

&l

practical cooperation scheme, ZF-PAPC scheme, is alwd{d
inferior to both OPA and DPAFR schemes, and at |BWy,

has even worse performance than DPA and DPAF schemgg;
As mentioned before, in ad-hoc settings assuming sum-power
constraints is not as realistic as assuming individual powg,,
constraints. Hence, in Figure-5, ZF-PAPC transmitter eoop
ation scheme gives us more insight on the system performance
and on the comparisons with power allocation schemes. $n thi
plot, we also see that OPA and DPAFR schemes have nearly
the same performance. So exploiting relaying functiopalit14]
on the transmitter nodes we come close to the OPA scheme
performance. [15]

VIIl. CONCLUSIONS [16]

In this paper, we look at achievable network sum rates
performances of different transmission schemes. The sefiem7]
considered in this paper can be categorized as centralized
processing oriented and distributed processing orier@Ew,
DPC, ZF-SPC and ZF-PAPC schemes fall in the first group

close to the OPA scheme performance.
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