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Abstract—We analyze a broadcast channel with no initial optimal as effectively BS will be transmitting to a singlesus
assumption of channel state information neither at the base gver a particular resource. The other price to pay to achieve
station (BS) nor at the users’ side. For the case when there is these high data rates is that BS must know the forward

no possibility of feedback to the BS and it remains oblivious h |t I 11 Thi int is i h trast
of the channel state information throughout the transmisson, channel to all users [1]. IS paint IS In sharp contras

it is shown that the capacity region is bounded by the capagt {0 point-to-point MIMO. In point-to-point MIMO, channel
of a point-to-point MISO link and hence the pre-log of the state information at the transmitter (CSIT) only affects th

sum rate is (I — 1/T) for a block fading channel of coherence power offset of the capacity. The slope of the capacity \@rsu
length T. When the BS is allowed to acquire channel knowledge, SNR curve, normally termed as the multiplexing gain or the

operating under time-division duplex (TDD) mode, we give .
a very simple scheme through which BS and all users get degrees of freedom (DOF), remains unaffected by CSIT [5],

necessary channel state information and the high SNR sum o
rate shows significant multiplexing gain or degrees of freeom We use the term “non-coherent” to mean that initially

(DOF). there is no assumption of channel knowledge on either side.
But we don't prevent any side (transmitter and receivers)
to learn/feedback the channel and subsequently use this

In multiple-antenna broadcast channels, capacity dnformation for precoding/decoding of data. Most of the
achievable data rates can be excessively increased just ihitial results on the information theoretic capacity arsid
adding multiple antennas at the transmitting end. Thus if af the broadcast channel came with the assumption of perfect
base station (BS) ha&/ transmit antennas and the numberchannel state information at the transmitter (CSIT), ancthea
of users in the system i& with K > M, this broadcast user knows its own channel (CSIR). Inherently all channels
channel can support data ratké times larger than a single are non-coherent and the users (receivers) need to estimate
antenna BS, although all users may have single antenna ealeh channels implicitly or explicitly by some kind of traing
in both cases [1], [2], [3]. So under favorable conditions(pilots transmission) to get CSIR. In frequency-divisian d
the sum capacity of the broadcast channel is comparable ptex (FDD) mode of operation, downlink (forward) channels
the capacity of a point-to-point MIMO channel having theare normally different from the uplink (reverse) chann&s.
same number of transmit and receive antennas. Apart frothe users need to feedback their estimated forward channel
this sum capacity aspect, there are two advantages of tlir§ormation on the reverse link. On the other hand, the
broadcast channel. It requires mobile users to have a singlequisition of CSIT gets facilitated when the broadcast
antenna each so users’ terminals are quite inexpensive actthnnel operates under time-division duplex (TDD) mode. In
simple. The second advantage is that point-to-point MIMGhis case, reciprocity implies that the forward channelrirat
links are plagued by line-of-sight channel conditions veheris the transpose of the reverse channel matrix [6]. So CSIT
channel matrices are of reduced rank and they lose thaian be obtained easily compared to the FDD mode by some
multiplexing abilities. In broadcast channel, naturallsets kind of pilot transmission from user terminals to the BS.
are far apart so the assumption of independent channel forin section Ill, we analyze the capacity of a broadcast chan-
each user holds very well and the channel matrix is of fullnel when no feedback is allowed to the BS by any means.
rank with probability one and is much well-conditioned asVhen the BS is allowed to have the channel information, we
compared to the channel matrix of a point-to-point MIMOdevelop a complete transmission strategy starting from non
link [4]. coherent to fully coherent (although imperfect estimatiedn

But these promising advantages of broadcast MIMO donttansmission for TDD broadcast channel in section V. High
come for free. To realize these high throughputs, BS has ®NR asymptotics of the achievable sum rate are studied in
transmit to multiple users over the same bandwidth. Orthogection V and upper bound to the sum rate is also given.
onal transmission schemes such as time-division multipldotation: |E denotes statistical expectation. Lowercase let-
access (TDMA), frequency-division multiple access (FDMAYers represent scalars, boldface lowercase letters m@pres
and code-division multiple access (CDMA) are highly subvectors, and boldface uppercase letters denote matrces.

I. INTRODUCTION



denotes the Hermitian of matriA. channel from the transmitter to any one of the receiverssThu
TDMA is the optimal strategy in this case of no CSIT [9],
[10],[11]. Hence the multiplexing gain of such a broadcast

The system we consider consists of one BS havliig channel with CSIR and no CSIT is only one.
transmitting antennas andl single-antenna user terminals. In this section, we focus on the broadcast channel where
In the downlink, the signal received bi-th user can be even the users have no channel information (no CSIR case)
expressed as and all of theM users have symmetrical channel distribu-

tions. Because of the symmetry of the fading distributions

Yi :hlx+nk’ k=12 K (1) among users, these ck{annelsyfall under tr?e category of
where hy,hs, ..., hk are the channel vectors of users “bottleneck channels” of Cover [10]. So any code transrditte
through userk with hy, € CM>1 (CM*! denotes thel/- by the BS, which is decodable at any usés also decodable
dimensional complex spaceyx, € CM*! denotes thel/- at any other usey. It means every user can decode all the
dimensional signal transmitted by the BS andn.,...,nx  information transmitted by the BS fal/ users. Hence the
are independent complex Gaussian additive noise terms wigapacity region for such a broadcast channel is bounded by
zero mean and unit variances. We denote the concatenatibve capacity of the single user channel from BS to any one
of the channels b = [h hy ---hk], SoH is the K x M of the users. And the maximum sum rate with the restriction
forward channel matrix witfk-th row equal to the channel of of no feedback is given by
the k-th user hf{). The input must satisfy an average transmit RNO-FB _ 5
power constraint of? i.e., E[||x||?] < P. sum = YSU (2)

The channel is assumed to be block fading having cohefhereCyy is the single-user capacity of MISO link frof -
ence length ofl" symbol intervals where fading remains theantenna BS to any single antenna user. Although for the case
same, with independent fading from one block to the next [7bf interest (no CSIT, no CSIR), exact expression @y, is
The entries of the forward channel matiik are independent not known but high SNR asymptotics are available. Using the
and identically distributed (i.i.d.) complex Gaussian twit non-coherent capacity result of block fading channel from
zero mean and unit variance. We don’t impose unrealist{d 2], we can write
assumptions of the presence of CSIR or CSIT. So initially 1
all receivers and BS transmitter are oblivious of the channe RNO-FB _ (1 - —) log(P) + ¢ (3)
realization in each block. r

In normal broadcast scenarios, the number of us&is ( wherec is a constant that does not depend upon SNR.
will be more than the number of BS transmit antenn&g.(It The achievability of this high SNR asymptotic of sum rate
is well-known that with perfect CSIT and CSIR, broadcasts straightforward. BS activates any one of it§ transmit
channel with M transmit antennas an& single antenna antennas and we also focus on a single user. So the broadcast
users with K > M achieves the multiplexing gain (DOF) channel reduces to a point-to-point SISO channel. In each
of M [8] i.e., the dominant term of the sum-capacity ofcoherence block of lengtid’, first symbol is dedicated to
this broadcast channel & log(P). Extra number of users training when the selected user estimates the only channel
does not contribute to increasing the multiplexing gain o€oefficient present. On rest @ — 1 symbol intervals, user
this system although definite power gain can be achievatbcodes the data based upon this channel knowledge, so
by scheduling over the users. In this contribution, our maiextracting 7 — 1 DOF out of eachT symbol interval,
point of concern is the multiplexing gain or the DOF of non-matching the rate of equation (3).
coherent broadcast channel so we focus our attention on theC:1 For a broadcast channel (having no initial assumption
case withK = M. We mention explicitly when we are not of channel information) with)/ transmit antennas an’

Il. SYSTEM MODEL

following this assumption. single antenna receivers, with no feedback to the BS through
out the transmission, the capacity region is bounded by the
I11. BROADCAST CHANNEL WITH NO FEEDBACK capacity of a {4 x 1) MISO link and the high SNR sum

For the discussion in this section, we impose the restrictiocapacity behaves as the capacity of a point-to-point MISO
that no uplink transmission is allowed from the user terfsina or SISO channel with no CSIR (as pre-log is same for both).
to the BS. This may portray a practical scenario where C:2 This sum capacity is achievable by using one trans-
user terminals are inexpensive devices with only receptiomitting antenna at the BS, imposing unit length training and
capabilities. Hence the transmission mode in this secton ihen transmitting to any single user or doing TDMA in the
half-duplex and conclusions will hold for both FDD anddata phase off{ — 1) symbol intervals. Thus increasing the
TDD broadcast channel when uplink transmission is naiumber of antennas at the BS is not always beneficial as
allowed. argued in [6], [13], in particular at high SNR.

For a broadcast channel, if all the users are distributed
symmetrically i.e., have the same fading distributions #ed
transmitter has no instantaneous knowledge of CSI but eachFor a broadcast channel having a transmitter equipped with
receiver knows its own channel perfectly, the sum capacity/ transmit antennas anfl = M single antenna receivers
of this channel is equal to the capacity of the point-to-poinwith perfect CSIT and CSIR, the first order term of the

IV. BROADCAST CHANNEL WITH FEEDBACK



sum capacity isM log(SNR) [8]. If we compare this to training phase becomes
the capacity of the same broadcast channel with only CSIR
available where the first order term of the sum capacity is Yu=VPANGA+Zy (4)

only log(SNR), it clearly gives the strong motivation of \yhereZ, is a M x Ty matrix having i.i.d. zero mean unit
having a learned transmitter BS. Thus if there is possybilityariance complex Gaussian noise entries Ghdenotes the
of making the channel state information known at the BSy; , g uplink channel matrix. As pilot signal matriA is
the difference in the sum capacity of broadcast channel witfhown at the BS, it can formulate an MMSE estimate of the
and without CSIT forcefully dictates that this is the rightpjink channel matrixG which is given by

thing to do.

For our block fading channel with coherence lengthlof G-V PuTh Y AT (5)
symbol intervals, we divide this interval in three phases, 1 P, +1

uplink training, 2) downlink training and 3) coherent dataBecause this broadcast channel is operating under TDD mode
transmission. The first phase is the uplink training phasgf operation and we have assumed that perfect reciprocity
holds between uplink and downlink channels so downlink

n Coherence Interval (T) > (forward) channel matrix is just the transpose of the uplink

channel matrix hencdl = GT. The channel vector for

userk can be expressed dg, = hy + hyx wherehy is the

estimation error vector with i.i.d. Gaussian entries. Altrees

in the channel matrix are independent hence estimatiom erro

Uplink Training

Downlink Training Coherent Data Transmission ‘

+— T —rrat—T)—prat—T-T) - To—m—>

Fig. 1. Coherence interval Divided in Three Transmissioadels variance for any channel entry denoteddr)j?yis given by
where users train the BS about the forward channel and o} = E[|H;; _f{ij|2] - _ 1 (6)
thus BS makes an estimate of the forward channel matrix P, T1+1

comprising of the channel vectors of all users. So this phaseC:3 The length of the uplink training phasg depends

is equivalent to feeding the BS about CSI. Based uposolely upon the number of usefS. It will remain same even
this channel information, BS may choose some transmissidinthere is only one antenna employed at the BS.

strategy which could be a simple linear beamforming stsateg C:4 The estimation error variance for each channel entry
like zero forcing (ZF), some non-linear strategies liketeec goes inversely proportional to the training lengthand the
perturbation or the optimal dirty paper coding (DPC). Thepower constraint of the user terminal .

second phase is the downlink training phase where the BS o .

transmits pilots so that users estimate their correspandife- BS Transmission Strategy: ZF Precoding

effective channels. When this second phase ends, both side$t is known that the dirty paper coding (DPC) is the
of the broadcast channel have necessary channel state ¢apacity achieving transmission scheme for MIMO broadcast
formation albeit imperfect. Thus starting from a broadcasthannel and achieves the full capacity region [14] but this
channel with no CSIT and no CSIR, reaching up to the thirdcheme is complex and its implementation is quite tedious.
data phase, we have a broadcast channel with imperfect CS3b a lot of research has been carried out to analyze the
and CSIR and hence in this data phase, BS may choose gqmformance of simpler linear precoding schemes. Zero-forc
transmission strategies and users can decode data cdiereimg precoding, one of the simplest linear precoding stigteg
The data rates obtained and their scaling with SNR show thiaas been shown to behave quite optimally at asymptotically

these training phases are beneficial. high values of SNR and achieves the full DOF of a coherent
Below we give a detailed analysis of the three transmissidmroadcast channel [8]. It means that the first order term of
phases mentioned above. the sum capacity of the broadcast channel remains the same

whether one employs DPC or ZF precoding at the BS. In this
contribution we are mainly interested in analyzing the DOF
In this training phase, users transmit pilot signals whiclobtainable with some simple transmission scheme hence BS
are known at the BS. As there afé = M users, so the uses ZF precoding based upon the knowledge of the forward
length of this uplink training interval i§7 > M. Here we channel matrix obtained through explicit training.
suppose that the average power constraint of each user idn ZF precoding, beamforming vector for user(denoted
P, . For this uplink training, the use of orthogonal trainingas vy), is selected such that it is orthogonal to the channel
sequences by all users is very attractive because in that cagctors of all other users. ZF beamforming vectors are the
all users can transmit simultaneously to the BS with thdir funormalized columns of the inverse of the channel matrix
power without interfering with each other. Thus pilot signaH. Hence with perfect CSIT, each user will receive only
matrix (combined from all users) i/T1 A where A is a the beam directed to it and no multi-user interference will
K x T unitary matrix henceA AT = Ix wherelk denotes be experienced. For the case in hand, where the BS has
a K x K identity matrix. If Y, denotes thél/ x 77 matrix of imperfect estimate of the channel matrix, there will be some
the received signal by/ antennas of the BS in this training residual interference. If we represent ZF beamforming ixatr
interval of lengthT}, the system equation for this uplink by V = [#1¥2--- VK], the transmitted signak becomes

A. Uplink Training Phase



Y i i . Py
:X_ Vu and the signal received by usér (1) can be Gex ~CN (07 ﬂ+ﬂﬁw1)a2+1)
pressed as o 1
_ P 2 (M—-1)o7+1
yr = hiVu+n Gk ~ CN{ 0, P P2 (M—1)o2+1
hL\"kuk + Z th{‘-,juj Ty @) The estlmatlc.)n.error variance in estimating this sqalaeeff
ot tive channel is inversely proportional to the downlink powe

. . ) . constraint. When this second phase of downlink training
Due to imperfect MMSE estimation at the BS and the choicg g hoth the BS and all of the users have estimates for

of ZF beamforming unit vectors, we have

the channel and coherent transmission with imperfect CSIT
h! ¥; = bl ¥; + hiv; = h¥; (8) and CSIR is possible.
C:5 The length of the downlink training phasg, is

hence the received signal &ith user becomes independent of the number of transmit antenddsat the

yr = hiviu+ ZEL‘_’J'UJ Ty, BS and the number of users.
J#k
D. Coherent Data Phase
= gextk+ Y Ui+ 9)

j#k The capacity of a channel requires the maximization of
gi.x is the effective scalar channel for ugeandg;, ; are the the mutual information between the input and the output of

coefficients which arise due to imperfect ZF beamforming a1at channel over the input distribution under the constsai
BS had no access to perfect channel realizations. But unfi/Pesed [9]. The optimization of the mutual information

this point, users have no knowledge of their channel. w.r.t. the input density itself is a very vast area of reskarc
. o and very few results are known, hence is certainly out of the
C. Downlink Training Phase scope of this paper. So we adopt the strategy of independent

We assume a very simple downlink training strategy. Iflata transmission to all users from the BS with power
the BS had the perfect knowledge of the forward channeggually divided among them. Seth user input signaly, is
to all users, due to ZF beamforming vectors each user woufdaussian i.i.d. i.eu;, ~ CN'(0, P/M). The intuition is that
only receive the signal from the beam directed to it andh case of perfect CSIT and CSIR, Gaussian signals are the
no interference from any other beam would be observe@ptimal ones.
Here BS estimates the users’ channels and therefore channehfter the two training phases, first in the uplink and
estimates and the corresponding ZF beamforming vectosscond in the downlink direction, both the BS and all users
are imperfect so each user receives some unwanted sighave imperfect channel estimates. So with ZF beamforming
contribution from the beam directed to any other user. Bitmployed, the signal;, received by userz (9) may be
this interference is of the same order as of the channel noisgpressed as
so for this DL training phase, BS activates all beams simul-
taneously forT, symbols times. So in each symbol interval, Yr = Ok kUk + Jr kUK + ng.,juj + (13)
every user receives through its effective scalar chanhel, t J#k

Gaussian noise of the channel and the interference due.ﬁ%e above equation differs a lot from (9) as there user

imperfect channel estimates and ZF beamforming VeCtors, . Lunaware of its scalar channgl, but (13) effectively

Yk = Gk kUk + Zg’w'“j + ng (10) represents a point-to-point coherent channel with channel
£k gk, Known at usek;, although there is Gaussian noise, some
Based upon this received signal and the known pilbith interference coming from the ZF beamforming vectors of

user can form the MMSE estimate of the effective scala(?;fhert_userﬁ and Ith? n0|s$a dyde to imperfect estimation of the
channelgy, » which is given by effective channel at user’s side.

o = Elgi ry]] E. Lower Bound of the Achievable Rate
) - Ty . . . .
Elyry,] We are interested in calculating the achievable sum rate
| PTy of this broadcast channel or its lower bound which could at
N — M —— Uk (11) least point to the number of DOF achievable. If we denote
i+ (M —1)of +1 the rate obtained by-th user asRy, then it is the mutual

(See Appendix 1 for the details of the derivation of thighformation between, andy; with channelg , known
estimator.)

As vy is a unit vector independent dfi,, so effective scalar Ry = I(ur; yr) (14)
channelgy, ,, = hL\‘fk is zero mean complex Gaussian with
unit variance. As a result, MMSE estimatg , and the
estimation errofgy ;, both are complex Gaussian

In this case, the problem is that we cannot simply use
the expression for the mutual information of known scalar
channel because of the presence of interference terms whose
Ik = Gk + Gk (12) distributions are unknown. If we combine the noise, the



interference and the estimation error contributioryjn(eq. which is readily shown to be
(13)) in an effective additive noisey, then

o2 = E[wkw;i] =
- PTh a1 1)52 19)
_ o 15 P (M—-1)oi{+1 _1\P 1 (
Wy = Gk, kUk + #Zkgk,gug + ny (15) 17 %f%(z\/[—i)a%l + M-V yprmt1
now the variance of this effective additive noise term Cendibecause .
tional upon the effective scalar channel estimate can be E[ng,jIQ] — ]E[|th{‘—,j|2] = 5T (20)
calculated to be ul1 +
ia As all of the users are symmetrically distributed, so the
Efwgw|ge.] = sum rate of this broadcast channel is gi b
~ |9 9 9~ 9 9 given by
E{gecPIEllusl?) + Y Ellge s |04 Bl u; ) + E[ni T T
ik RED, = ——F—— MR, (21)
All the expectations in the above equation are already > LT[R, |, log (&g kl?) —log(02)]

known except®[|gx. ;|?|gx.x] which is difficult to compute
where we have incorporated the DOF loss in the sum rate

PSP (M—1)oi+1 due to two training phases in the uplink and the downlink

N PT: PT:
M 2 4+ =2 (M —1)o?+1

E[wiwi|gre] =

P 90 directions.
+ MZE[|9’W| |ree] + 1 If we increase the first training phase duratidh, it
a7k improves the quality of the channel estimates at the BS

Due to the use of MMSE estimation in the downlinkand interference at each user due to beamforming vectors
training, we remark that the signal is uncorrelated with th@f other users decreases but it gives only a gain in SNR

noise and all interfering terms. offset (see (21) and (19)) which is logarithmic in nature but
the coefficient(T" — T1 — T») reduces the DOF of the sum
Efuk (Grwtur + > gr g + nk)] =0 (16) rate linearly with increase i} so the optimal length of

i#k the first training phase should be the minimum possible at

The above expectation is zero because of the property Bigh SNR, hencdy = M. This argumentation assumes that
uncorrelated MMSE estimation error, the use of independeRPWer constraint of user terminal§, is of the same order
signals for different users and that the noise is independe® that of the BS power constraifit o

of everything else. Now once we have shown that all additive APout the second training phase in th? downlink Q|rectlon
noise terms are uncorrelated with the desired signal, we c&h length 7>, reasoning is not very different. With the
invoke Theorem 1 from [15] which states that the worst casicréase in this training interval, users are better able to
uncorrelated noise has the zero mean Gaussian distributiGstimate their effective scalar channels which gives SNR
So we can replace the effective scalar additive naige 92N, logarithmic in nature but increase TQ directly hits

of unknown distribution with a noise of the same secon®OF due to the coefficientl” — Ty — T3) in front of the
moment but having Gaussian distribution, it will give a lawe [0garithm. So to exploit the maximum number of DOF at
bound to the rateR;, of k-th user but we can instantly write Nigh SNR, the optimal (minimal) value df; comes out to

the expression for the mutual information as be 1. Hence adopting these values, the sum rate becomes
T-M-1 P
Bos B g <1 . |gk,k|21§|gk|2> R, = T g ton (o) - 1og<ai>J
’ E[wywy,|gr,k] (22)
P sl It's trivial to show thato? is bounded by a finite constant
= Eg,, log (1 + _7T> (17) for large values ofP (the BS power constraint) and if power
M Elwywy,|gr. ] constraints of users are of the same order as that &o for
V. HiGH SNR DOFOF THE SUM RATE limiting value of P, the lower bound to sum rate becomes
The rate fork-th user derived in eq. (17) can further be lim RFB > WMbg(p) +c¢ (23)
lower bounded as Poo ST T
P o wherec; is a finite constant which does not depend ugdn
Ry > Eg,log P lowil” for large values ofP.
’ M ]E[wkw,1|gk7k] C:6 For a broadcast channel operating under TDD mode,
P, . having M BS antennas, same number of symmetric users,
= Eg. . log (M|9k,k| ) — Eg, . log (]E[wkwk|9k7k]) block fading channel of coherence intervel and starting
p from zero channel state information at both ends, our very
> Ey,, log (M|gk,k|2> — log (E[wkw,i]) (18) simple scheme is able to achie¢[1 — (M + 1)/7] DOF.

If we compare this multiplexing gain to the multiplexing
where the last inequality follows from the Jensen’s ineifyaal gain of the same broadcast channel under the restriction of
With this, we only need to compute the 2nd momenugf no feedback to the BS (section Ill) where DOF is only



(1-1/T), we see that even for very practical values ofl6 antennas, training interval minimization becomes really
the block coherence intervdl in mobile environments, this necessary.
lower boundM [1— (M +1)/T] is comparatively much larger ~ Remark 2: In [6], achievable data rates have been ana-
and to make the BS learn the channel pays off very well. lyzed using first uplink training phase and then transnttin
to users without making any attempt of users’ learning the

A. Upper Bound of the Sum Rate channel and those data rates are bounded in SNR. But our

An upper bound to the sum rate of our scheme caﬁCheme ShOVYS the Isc_zalhng of thg sum rate versus SNR with
be obtained when one sacrifices minimal lengths for botfi Very attractive multiplexing gain.
training intervals but then assumes that BS knows the DL VI. CONCLUDING REMARKS

channel perfectly and each user perfectly knows its effecti _ ) )
scalar channel. This will remove all the interference terms Ve studied the capacity of a broadcast channel with no
from the received signal but DOF achieved will still be@SSUmptions of channel knowledge under two scenarios.
M[1 — (M + 1)/T). First, when the BS is not allowed any channel information,
A general upper bound of the sum rate of non-coherefffi€ capacity region was shown to be bounded by the capacity

broadcast channel can be the sum rate with CSIT and CSf MISO point-t(_)-_point link, hence the pre-log of the sum
known giving M DOF but this bound is not tight. rate becomes trivially known. In the second case, when the

A much better upper bound could be obtained by IettinﬁaS m".“r/] acquire phalnnelr:nformatlﬁr\, we analyéed the [S)lé)n';
all user terminals co-operate among themselves. So te with a very simple scheme, achieving considerable

get a single user point-to-point MIMO square channel ofVe" if one accounts for how that channel knowledge is

M dimensions. For this non-coherent channel, results afptained.
available in the literature [12] and the pre-log is given by APPENDIX 1
M[1 — M/T]. This shows that our scheme which achieves

M][L — (M + 1)/T] DOF, is very close to this high SNR We want to estimatey ;, in the equation below when
asymptote. known pilot symbols are transmitted with full power @k

symbol intervals

B. CSIT Quality Refinement _[PDy PT, _ 24
While switching from eq. (22) to eq. (23) which showed Ye =\ 39N L ;gk” T @4
J

that our scheme is able to achie¥é[1 — (M +1)/T] DOF

for this broadcast channel, the boundedness of effectiigeno g« is Gaussian distributed with zero mean and unit variance
variance o2 with a finite constant required users’ powerandgy. ; is zero mean Gaussian distributed with variange
constraintP, to be of the same order as that of the BS poweBased upon this received signal and the known pilbith
constraintP. If this is not the case (i.¢imp_., P,/P = 0), user can form the MMSE estimate of the effective scalar
the channel quality at the BS will be relatively poor. Andchannelg;. ;. which is given by

the interference power at each user due to beams meant for t

other users (and heneg’) will go on increasing with the G = M (25)

DL power P and hence all DOF will collapse and the sum 7 E[?/k?/};]

rate will be bounded in SNR. This result parallels the result

of [3] for digital feedback which showed that feedback rate _ PT, PT, _
(quality of CSIT) must increase with SNR (in dBs) to achieveElgk ky]] = \/ WEH%MQ] Var > Elgergf ]

DOF of the broadcast channel, here with analog feedback J#k

our result says that the uplink power (which governs the —i—E[gk,knL] (26)
quality of CSIT) must scale with the BS power constraint ) ] ] .

(and hence the DL SNR). Although the rates unbounded ikhe expectations in the first and the third terms are known
SNR can be achieved by transmitting to a single user @d we handle the second term as follows

by time-sharing between users with fixed uplink power or T a fo <f1
even with no feedback to the BS, but DOF of the broadcast Elgergi,) = E[]ilkvk j]ilk] X ;
channel (due to multiple antennas at the BS and multiple L Elh)viv] i + B[R] 9] hy
users at the receiving side) are lost. Again to conclude, in < E[ﬁ‘_,k_mk] +IE[BT _k_T]E[ﬁk]
case of imperfect channel estimates the CSIT quality must ~k I Ak J
improve with the DL SNR to have rates unbounded in SNR < E]| L\‘fk‘;hk] + E[hL\‘rk\‘fj]O
otherwise the system becomes interference limited. e E[—Tl‘_’lkﬁT %] +0

Remark 1: The channels of concern in this paper are p J ~k~_
fast fading channels which may arise for fast moving mobile = E[‘jE{hkhL}vk]
users e.g. for user speeds WfOKm/h, carrier frequency of 9 E[_1021 i
2GHz and coherence BW ah0KHz, coherence interval will §O1EM T

[|=

be aboutl00 symbol intervals [11]. So even for BSs having afIE[VJTVk] (27)



In (b), we usehy = hy + hy, (c) follows ashy is inde- because now we know thm[gk_,kg};j] =0.
pendent of the estimathy, and beamforming vectors, (d)

follows as estimation error is of zero mean, (f) follows asE[yyy[] = %Eﬂgk,u?] + % ZZE[Q’CJQIZJ] +1
estimation error is independent of the beamforming vectors j£k 1k

and (g) follows because elementslqf are i.i.d. So now we PT, PT, 9

have to compute the expectation of the inner product of two - M + M ZEHQk-ﬂ J+1

ZF beamforming vectors which needs to be calculated over 7k

all the channel vectors. Without loss of generality, we can - PTy + %(M —1)o? +1 (31)
assume that = 1 andj = 2 hence we want to compute M M

E[v}¥1]. Conditional upon estimates of the channel vectorButting the values from eq.(30) and eq.(31) into eq.(2%giv
hs,hy - By, both of these vectors lie in a 2-D null spacethe desired result.

of t_hese c_hanr_wel vector estimatds, and h, can also be ACKNOWLEDGMENTS

projected in this null space of other channel vectors. Now
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