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Abstract. Speech intelligibility is the very essence of communications.
When high noise can degrade a speech signal to the threshold of in-
telligibility, for example in mobile and military applications, introducing
further degradation by a speech coder could prove critical. This paper in-
vestigates concepts towards a new speech coder that draws upon the field
of image processing in a new multimedia approach. The coder is based
on a spectrogram segmentation image processing procedure. The design
criterion is for minimal intelligibility loss in high noise, as opposed to the
conventional quality criterion, and the bit rate must be reasonable. First
phase intelligibility listening test results assessing its potential alongside
six standard coders are reported. Experimental results show the robust-
ness of the LD-CELP coder, and the potential of the new coder with
particularly good results in car noise conditions below -4.0dB.

1 Introduction

Speech communications has been revolutionised by mobile communications al-
lowing phone calls to be made almost “anywhere and at anytime” [1]. One con-
sequence of this expectation is the increased potential for background noise that
can be sufficiently strong so that it threatens intelligibility.

Intelligibility is the very essence without which communication does not exist.
Originally high levels of noise would have been more common place with military
and security applications. Now though, phone usage is no longer restricted to
the typical relatively quiet home and office environments. It is therefore perhaps
surprising that despite the potential for high levels of background noise relatively
little attention has been given to the topic of intelligibility assessment, certainly
when compared with the more general overarching speech quality assessment [2].
It is perhaps even more surprising that this is the case even in military and
security applications [3, 4, 5, 6].

Quality is all encompassing and includes intelligibility along with many other
attributes including naturalness, ease of listening, and loudness. Unfortunately
predicting intelligibility from overall quality tends not to be straightforward. A
number of authors have observed this including [3, 2, 7, 8].
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Fig. 1. Figure (a) shows clean speech degraded by an increasing level of additive noise,
(A), followed by encoding and de-coding, to give speech further degraded by the coding
(B) with the corresponding intelligibility profile (B) in Figure (b); the coder profile
(B) is a standard MELP coder. The goal is to reduce this additional degradation by
using an alternative coder, to give enhanced (here hypothetical) profile, example (C).
A new image-based spectrogram segmentation coder that uses JPEG compression is
investigated for this role.

The situation considered is illustrated in Figure 1(a). A clean speech signal
s(t) is combined with high levels of additive noise n(t). As the SNR decreases the
intelligibility of the signal combination d(t) falls, as shown in Figure 1(b), profile
A. Profiles A and B in Figure 1(b) come from intelligibility tests performed by a
small group of listeners. Following the coding and transmission operations it is
likely that the resultant signal d′(t) suffers further degradation and consequently
now exhibits lower intelligibility; this is shown in the lowest profile in Figure 1(b),
profile B. This profile comes from a second set of tests performed by the same
small group of listeners. The contribution to the additional fall in intelligibility
(profile A to profile B) is due to the encoder and decoder operations, in this
case a standard low bit rate MELP coder [9]. It can be seen that the level of
intelligibility loss due to the coder increases and is particularly severe when the
SNR is in the region of -2 to -8dB. The goal of the work presented here is to
design a speech coder which minimises this additional coder degradation, while
maintaining a reasonable bit rate. For illustrative purposes this is indicated by
the hypothetical coder profile, labelled C in Figure 1(a).
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The major contribution of this paper is in the investigation of concepts to-
wards a new image-based spectrogram segmentation speech coder designed for
intelligibility preservation in high noise conditions. The segmentation procedure,
originally proposed by Hory and Martin [10], identifies potentially useful speech
dominant information in time and frequency. The coder fuses both speech and
image processing techniques in a new multimedia approach applied to the well
researched problem of speech coding.

In the reported experiments we consider utterances comprising of connected,
four-digit strings. The utterances span typically 1.5 to 2.0s. The coder is therefore
not suitable for normal telephony usage because of the inherent delay from using
spectrograms. For conversational communications the delay must typically not
exceed 0.3s [11]. Thus this coder is targeted towards one way communication
applications, such as military and security recording systems, where delay can
be readily tolerated.

The structure of this paper is as follows: Section 2 presents an assessment
of 6 standard coders, with bit rates ranging from 2.4kb/s up to 32kb/s, for
their contributions to intelligibility in high noise. The assessment is presented
in a manner similar to that used to derive profile B in Figure 1(b). The results
from the standard coders form benchmarks for the new coder. This assessment
is believed to be a first comparing a range of coders under otherwise identical
noise conditions using intelligibility as the cost function; Section 3 describes
the experimental image-based spectrogram segmentation coder; and Section 4
presents an intelligibility assessment of the spectrogram segmentation coder in
comparison to the results from Section 2.

2 Assessment of Standard Coders

Six coders are assessed here. They are: (i) the G.721 adaptive differential pulse
code modulation coder [12]; (ii) the adaptive multi-rate (AMR) coder [13]; (iii)
the low delay-code excited linear predictive coder [14] (iv) the Groupe Special
Mobile-full rate (GSM-FR) coder [15]; (v) the mixed excitation linear predictive
(MELP) coder [9]; and (vi) the linear predictive coder (LPC-10) [16]. All six
coders are used widely, are reported to have reasonable speech quality perfor-
mances and have bandwidths of 32.0kb/s, 12.2kb/s, 16.0kb/s, 13kb/s, 2.4kb/s
and 2.4kb/s respectively. Software implementations of all six coders are freely
available at [17, 18, 19, 20, 21, 22].

2.1 Intelligibility Assessment

Reliable intelligibility assessment is an extremely difficult task. Human opinion
is costly, and scores can vary across vocabulary, language, context, listeners and
many such practical factors. To help circumvent some of the difficulties we re-
strict our assessment to digit strings, following a procedure which we proposed
in [23]. Digits provide for a straightforward scoring process with minimal de-
pendence on listeners’ language abilities. Whilst it is acknowledged that digits
have a limited phonetic range the use of wider vocabularies would possibly lead



66 K.A. Jellyman et al.

5.0 4.0 2.0 0.0 −2.0 −4.0 −6.0 −8.0 −10.0
0

10

20

30

40

50

60

70

80

90

100

SNR (dB)

In
te

lli
gi

bi
lit

y 
(%

)

 

 

Uncoded
G721
LD−CELP
GSM−FR
AMR
MELP
LPC−10
New coder

Uncoded speech

Fig. 2. Subjective intelligibility scores in car noise conditions with uncoded, with the 6
standard coders, and with the new coder. The profile for the new coder begins at 89%
and crosses the uncoded profile -4.0dB. This implies that below this SNR the coder
actually enhances intelligibility; however these results pertain to a fixed segmentation
mask derived at 5dB SNR. Work with masks derived from the lower SNRs continues.
The SNRs considered for the new coder are at 5, 0, -2.5, -5.0, -7.5 and -10.0dB.

to decreased scores across the board, with the ranking remaining largely un-
changed. Thus the use of digits is seen as an acceptable compromise especially
where system ranking is required rather than absolute scores.

Here we assess the intelligibility in high levels of car noise, a challenging
application environment. Using standard noise addition software, from ITU-T
Rec. P.56 [24], car noise was added to clean speech from 5.0dB down to -10.0dB.
The speech utterances were 556 four-digit utterances sampled at 8kHz selected
from the ETSI-AURORA2 digit string corpus [25].

Each SNR dataset was then processed with each of the six coders giving a
total of seven conditions: 1 uncoded speech + 6 coded speech sets. Listener re-
sponses were obtained by combining previous collected responses in [26] with
some newly collected responses. To maximise the potential for recruitment lis-
teners performed tests using an on-line graphical user interface which may be
viewed at http://eeceltic.swan.ac.uk/subj. During the tests listeners keyed in the
digits they heard with intelligibility indicated by the total number of digits cor-
rectly identified.

2.2 Results

Averaged intelligibility scores for the six standard coder conditions and uncoded
condition are presented in Figure 2. Included in Figure 2 is the profile for the
new coder described in Section 3. The graph shows decreasing intelligibility as
the SNR falls from 5.0dB to -10.0dB. For uncoded speech an intelligibility score
of 100% at 5dB falls to a little over 30% at -10dB. For any given SNR four out
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of the six standard coder profiles, namely excluding G721 and LD-CELP, show
the additional intelligibility degradation over that from the uncoded noise alone
condition. The differences between the uncoded and lower four standard coder
profiles is most prominent at lower SNRs. At -4.0dB, for example, MELP and
LPC-10 have intelligibility scores of approximately 30% and 15% respectively.
Compared with the uncoded speech at 83%, the coders introduce additional
losses of 53% and 68% respectively. However the additional loss introduced by
G721 and LD-CELP is negligable compared with the uncoded speech. Other
than in SNR levels lower than -6.0dB, where for example LD-CELP introduces
a loss of approximately 6% at -8.0dB compared with the uncoded speech, there
is no meaningful difference between the two speech coders. The performance of
the G721 coder is perhaps not un-expected given the high bit rate of 32kb/s.
The robustness of the LD-CELP is though somewhat surprising considering that
is half the bit rate of the G721 coder at 16kb/s. The results shown in Figure 2
provide a benchmark against which the performance of the experimental coder,
described in the following section, may be compared.

3 Spectrogram Segmentation Coder

In this section we present an experimental image-based spectrogram segmen-
tation speech coder designed to preserve intelligibility in high noise conditions.
The overall speech quality is not of concern; however, a reasonable bit rate.

The inspiration behind the coder comes from our previous work which applied
the image-based spectrogram segmentation procedure, proposed by Hory and
Martin [10], to noise robust speech recognition [27]. The coder thus combines im-
age processing techniques with speech in a multimedia-type scenario. The coding
process can be considered in 3 stages, each of which are illustrated in Figure 3.
They are spectrogram segmentation, phase coding and image compression. Each
of the 3 coding stages and the re-synthesis stage are now presented in turn.

3.1 Spectrogram Segmentation

The result of the procedure with one spectrogram are illustrated in Figures 3(b)
and 3(c). The example speech recording corresponds to a male person speaking the
digit string ‘139O’. Figure 3(a) illustrates the time waveform of the speech signal
with added car noise at a SNR of 0dB. Immediately below, in 3(b), is the corre-
sponding spectrogram. Regions of the spectrogram that are dominated by speech
are characterisedby high energy pitch harmonic lines. The spectrogram segmenta-
tion procedure can be used to extract these regions to produce a segmented mag-
nitude spectrogram as illustrated in Figure 3(c). Thus noise dominant regions can
be suppressed and removed from the encoding process which now functions only
on speech dominated regions, hence the potential for preserving intelligibility. Of
secondarybenefit is the potential for bit rate reduction achieved throughnoise sup-
pression; that should incur minimal encoding costs for noise dominated regions.

The spectrogram segmentation procedure is effectively an image processing
technique. Conceptually the magnitude spectrogram is considered as a whole
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Fig. 3. Figure illustrating a 4 digit speech signal degraded by car noise to 0dB under-
going spectrogram segmentation coding

image. Features are then derived from sub-images across the whole spectrogram
image. Here a sub-image size of 3 by 7 spectrograms coefficients is used that was
empirically determined in [28]. The frame size is 32ms and the overlap is 8ms.
The underlying principle assumed by Hory and Martin [10] is that speech and
noise dominated regions are statistically different and thus identifiable. Mean and
standard deviation scores for the sub-images are used as features from which a
two dimensional feature space is formed. Regions dominated by either speech or
noise cluster within the feature space enabling segmentation. Inherently, regions
will exist in the spectrogram that essentially fall between the speech and noise
dominant classes. These regions correspond to the boundaries of the dominant
speech regions and thus represent regions of uncertainty.

The spectrogram segmentation procedure identifies speech dominated regions
in a morphological growth process. Growth seed points in the magnitude spec-
trogram are selected using the feature space. The selected speech regions are
then iteratively grown from the seed points. This morphological growth pro-
cess continues until only noise dominant regions are deemed to remain. Hory
and Martin define the end point according to the convergence of a normalised
maximum likelihood [10]. A full description of the segmentation procedure is
presented by Hory and Martin in [10] and also by Rodriguez et al in [27].

3.2 Phase Coding

Phase information as well as magnitude information is usually needed to re-
construct the time domain signal. Exploiting redundancies within the phase
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spectrogram image for efficient transmission proves to be extremely difficult.
The phase spectrogram appears almost entirely random with no obvious pat-
tern. Thus in an alternate strategy we estimate the phase spectrum using the
magnitude spectrogram by generating a binary peak map image. An example is
shown in Figure 3(d). Peaks in the binary peak map can be seen to correspond
to pitch harmonics in the segmented magnitude spectrogram in Figure 3(c). The
binary peak map is generated using the principles of sinusoidal transform coding
(STC) proposed by McAulay and Quatieri [29].

STC exploits the quasi-periodic nature of speech by representing speech sig-
nals as a sum of sinusoids. Each sinusoid contains three parameters that are
necessary for re-synthesis, namely amplitude, frequency and phase.

s̃(n) =
L(k)∑

l=1

Âk
l cos[nω̂k

l + θ̂k
l ] (1)

Equation 1, taken from [29], illustrates this concept where a discretely sampled
speech signal s(n) estimated over a short frame k is represented by Âk

l , ω̂k
l

and θ̂k
l which each represent the estimated amplitude, frequency and phase for

the lth sinusoid. Compression in STC is obtained by reducing the number of
sinusoids needed for re-synthesis and exploiting redundancy in the 3 parameters.
The relationship between magnitude and phase is highly complex. The sinusoid
summation model proposed in Equation 1 effectively simplifies this problem
approximating the relationship to a linear system.

The sinusoidal selection process proposed by McAulay and Quatieri [29] is a
frame based peak selection process of the magnitude spectrum. In the approach
adopted all the peaks over the entire frequency bandwidth in the magnitude
spectrum of a frame are first selected. The peaks are then kept dependent on
whether they exist in the next frame in a nearest neighbour procedure. This
peak selection process leads to the “birth” and “death” concept where sinusoids
start in 1 frame and end in a later frame when no continuing peaks exist in
subsequent frames. An example binary peak map is shown in Figure 3(d). During
voiced speech the selected sinusoids can be seen to correlate with the pitch
harmonics in the original magnitude spectrogram, shown in Figure 3(b). During
unvoiced speech periods McAulay and Quatieri [29] state that provided the frame
increment is not more than 20ms, the sinusoidal representation is successful.
Here a frame duration of 32ms and increment of 8ms is used i.e., well within the
proposed limit.

The binary peak map image effectively acts as a substitute image for the phase
spectrogram. Its characteristics make it far more efficient for image compression.
During the re-synthesis process a random set of phase values is assigned for the
first frame of a given spectrogram. The phase values are then incremented for
subsequent time frames, producing the phase approximation.

To avoid redundancy and increase efficiency the pitch lines in the segmented
magnitude spectrogram are removed using low pass cepstral domain filtering.
The resultant smoothed spectrogram is shown in Figure 3(e).
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3.3 Image Compression

The speech signal is considered as two images: a smoothed magnitude spectro-
gram and a binary peak map. Both must be encoded for transmission. Given that
both are images we investigate the use of standard image compression techniques.
Here, JPEG [30] is used to encode the smoothed magnitude and JBIG [31], a
binary image encoder, for the binary peak map.

The level of image compression is variable and will influence the trade off
between intelligibility and bit rate. Here bit rate is of secondary importance;
the primary cost function is the maintaining of intelligibility. We have therefore
chosen to set the level of JPEG compression to 20%, following initial informal
intelligibility experiments to identify a knee point in the profile of intelligibility
against bit rate. For the binary peak map JBIG is used in lossless mode. The
corresponding combined bit rate is in the region of 17kb/s and was calculated
by dividing the image file sizes for each of the 566 four digit utterances under
test by their corresponding time periods. The maximum bit rate is 26kb/s and
the lowest is 10kb/s.

3.4 Time Domain Re-synthesis

The re-synthesis process is in essence simply an inverse process of the image
compression and spectrogram generation. The smoothed magnitude spectrogram
and binary peak map are first de-compressed by reverse JPEG and JBIG coding
respectively. Upon decompression the 2 images are then combined by multipli-
cation to form 1 magnitude spectrogram image.

To reconstruct the time domain signal phase information is also needed. Fol-
lowing the procedure described in Section 3.2, a random set of phase values is
generated for the first time frame and then advanced incrementally for subse-
quent frames. The inverse-discrete Fourier transform (I-DFT) is then computed
for each frame to revert back to the time domain. To complete the time domain
re-synthesis the framing process is then reversed by retaining only the initial
frame increment period for each frame.

The time domain re-synthesis process used here represents an initial strat-
egy which likely can be further optimised. For example, attempting to ensure
smoothness at frame transition boundaries using overlap and add or interpo-
lation procedures [29] may help to maintain intelligibility. These ideas warrant
future investigation.

4 Experiments

The objective of the experiments reported here is to assess the potential of
the spectrogram segmentation coder and, specifically, how well intelligibility is
preserved in high noise conditions. We replace the conventional, standard speech
coder, illustrated in Figure 1, with the spectrogram segmentation coder and
repeat similar experiments to those described in Section 2. For the coder to
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be of benefit in the current context it should operate in high noise conditions,
minimising any further intelligibility loss whilst delivering a reasonable bit rate.

To assess the potential of the coder a fixed segmentation mask was used for
each SNR. In each case the mask was that obtained from the same speech signal
degraded at 5dB with additive white Gaussian noise (AWGN). The coder is
assessed under essentially the same experimental conditions as those used for
the standard coder assessment as reported in Section 2. Here, a total of 17
different listeners were used. Each SNR condition was assessed by between 7
and 10 listeners. Each listener scored a minimum of four utterances per SNR
condition. An average of 43 responses were collected for each SNR condition and
the listening tests were performed over a period of approximately 2 weeks.

The subjective intelligibility scores for the spectrogram segmentation coder
are shown in Figure 2, combined with the earlier results from Section 2. These
results show an intelligibility score of 89% at an SNR of 5.0dB, similar to the
worst of the standard coders, LPC-10. However, the profile remains relatively flat
down to -4.0dB at which point the coder profile coincides approximately with
the no-coder condition with an intelligibility level of 82%. Below -4.0dB the
coder outperforms all of the standard coders. Furthermore intelligibility scores
obtained with the experimental coder exceed performance without coding. This
suggests that the coder can potentially enhanced speech intelligibility provided
a good segmentation mask is used.

5 Conclusion

Two contributions are made in this paper. The first is the somewhat surprising
robustness found for the LD-CELP [14] coder with preserving intelligibility in
high noise. The second is the investigation of concepts towards a new image
based speech coder. This coder is optimised against an intelligibility criterion
rather than the more common and embracing criterion of overall quality.

The coder is motivated by an image processing spectrogram segmentation pro-
cedure proposed by Hory and Martin [10]. Image processing techniques are thus
fused with speech processing techniques in a new multimedia approach to speech
coding. Experimental subjective intelligibility listening tests show that the coder
is potentially able to enhance intelligibility in car noise levels below -4.0dB, al-
beit with a spectrogram segmentation mask obtained from corresponding 5dB
SNR conditions. The bit rate for this coder is in the region of 17kb/s.

Work is currently on-going into developing reliable segmentation masks that
are successful at lower SNRs. The segmentation procedure was developed for
chirp signals degraded by AWGN [10]. A dominant characteristic of speech that
is not taken advantage of in the original procedure is pitch. Two common char-
acteristics of pitch harmonics in the magnitude spectrogram image are long lines
and wide spacing between harmonics. Thus the idea being investigated is to re-
strict the image based segmentation procedure to narrow frequency bands. This
work is on going with some early promising results.
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