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ABSTRACT

This work uses a cluster-based approach to pragdibility for
Proxy Mobile IPv6 in large heterogeneous wirelessvork. We
also propose an enhanced network-based IP-layeremmawvt
detection mechanism which allows the network toedethe
attachment and the movement of each Mobile Nodepeddently
from the access technologies, without any specatware
support from Mobile Nodes. We implement these esiters on
top of Mobile IPv6 for Linux (MIPL) v2.0. An evaltian of
Proxy Mobile IPv6 in a cluster based Wireless Mbkgtwork is
provided as a use case: we construct a virtual Wiréless Mesh
Network using User-mode Linux (UML) ad Ns-2 Emubatiand
provide some early qualitative results to provedbeectness and
the advantages of the proposals.

Categories and Subject Descriptors
C.2.1 [Computer-Communication  Networks]:
Architecture and Designwireless Communication.

Network

General Terms
Design, Experimentation, Standardization.

Keywords
Proxy Mobile IPv6, Network Based Mobility Managerhen
Mobility, Heterogeneous Access, MIPL, UML.

1. INTRODUCTION

Proxy Mobile IPv6 (PMIPvV6) is currently standardizby IETF
for network-based localized mobility managemenitAmetworks,
especially as a solution for inter-access systenddneer between
3GPP and non-3GPP [1][2][3]. PMIPv6 basically reqsi
changes only to edge routers; the serving networegarded as

an edge domain within which the MN acquires and keeps the
IP address while moving. As PMIPv6 requires no

same
modification to the IPv6 stack of the MN, it is ygsromising to
support mobility service to a wide range of usefswever, as all
the intelligence is delegated to the network, thgh favailability
becomes questionable and requires a solution falalsiity in

large scale access networks.

We therefore consider here a cluster-based arthiten which
the access network is divided into clusters. Edaster contains a
Cluster Head (CH) that has complete knowledge algysatip
membership and link state information in the clustéccess
Routers (ARs), control heterogeneous radio acasmologies.
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The CH and ARs are situated at the edge of the arktviThe
backhaul link between CH and ARs can be wirelinevveless.
The cluster formation process is out of scope efgiaper.

We extend Proxy Mobile IPv6 to support mobilityMN having
standard IPv6 stack in such a cluster-based heatrenys
wireless network. To support a heterogeneous emviemt
composing of different access technologies, weoéhice an
enhanced network-based IP-layer movement
mechanism. It allows the network to detect thecati@ent and the
movement of each MN independently from
technologies and requires no special support fieenMN. Upon
any attachment or detachment of a Mobile Node (MNg, AR
informs the CH on behalf of the MN to maintain tleachability
of the MN while it is moving. Here, MNs are expeatte maintain
their IPv6 addresses allocated from their home Vihike moving
within the PMIPv6 domain.

The paper is organized as follows: Section 2 dessrirelated
work including Proxy Mobile IPv6 and existing movem

detection mechanisms. Section 3 concentrates oriramework

with a brief description of cluster-based archiieetan extended
Proxy Mobile IPv6 and an enhanced network-basedayBr

movement detection. Section 4 describes Eurecanpsemented
software architecture of Proxy Mobile IPv6 and thetual IPv6

wireless testbed using User-mode Linux and Ns-2 |&fom. It

also provides some qualitative results. Finallyctisa 5

concludes the paper and provides perspectivesifioref work.

2. RELATED WORK

2.1 Proxy MabilelPv6 (PMIPv6)

PMIPv6 is designed to provide network-based mabilit
management to MNs having standard IPv6 stack. Teée n
principal functional entities of PMIPv6 are the MliebAccess
Gateway (MAG) and the Local Mobility Anchor (LMA)The
main role of the MAG is to detect the MN’s movengrind
initiate mobility-related signaling with the LMA obehalf of the
MN. The serving network assigns a uniqgue home ntysoefix
to each MN, and conceptually this prefix alwayddat the MN
wherever it moves within a PMIPv6 domain. From pleespective
of the MN, the entire PMIPv6 domain appears ashibsne
network. The MN can configure an address using aagress
configuration mechanism that is allowed in the P¥8RIomain.
Here we assume a Stateless Address Configuratjon [4

Figure 1 shows a typical PMIPv6 handover procesarniPv6
MN. Once a MN enters the PMIPv6 domain and attadchea
MAG, the MAG must identify the MN and acquire theoblle

detection

the access



Node Identifier (MNID). If the MAG determines thttte MN is
authorized for the network-based mobility managersenvice, it
must start the Location Registration procedure ehalf of the
MN to maintain the reachability of the MN. The MA&nds
Proxy Binding Update (PBU) message to the LMA araitsvfor
the Proxy Binding Acknowledgement (PBA) messagenfrihe
LMA. At the end of this Location Registration praecee, the
MAG and the LMA establish a bidirectional tunnetlaipdate the
routing entry to forward the MN traffic through thédirectional
tunnel. The soft state of a MN at the LMA ad MAGs i
maintained in a Binding Cache entry which can beessed using
the MNID as search key. Such information associat®N with
its serving MAG, and allows the relationship betweke MAG
and the LMA to be maintained.

At any point, the MAG detects that the MN has moseay from

its access link, or if it decides to terminate thebility session, it
should start the Location Deregistration proceduwyesending a
Proxy Binding Update message to the LMA with thietime

value set to zero.

MN Old MAG LMA New MAG

Bi-directional tunnel

Attached
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Acquire MNID & Profile!
PBU (MNID, Prefix)

P
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Dereg PBU (MNID. Prefix)

MinDelay BeforeBCEDelete
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Deregistration
PBA (MNID, Prefix, Status)

Figure 1. Proxy Mobile | Pv6 Sequence Diagram

The basic PMIPv6 protocol doesn't consider the eout
optimization for communication between MNs in thame
PMIPv6 domain. Besides, a centralized LMA is a &mgpint of
failure in a large scale network. If the LMA crashier some
reason, the mobility service in the whole netwarklisrupted.

2.2 Movement Detection M echanisms

An important aspect of any mobility protocol is thrvement
detection. Different movement detection mechanisiaige been
proposed for Mobile IP. However these are hostdased
require special supports from the MN. For Proxy MolPv6, the
MAG must be responsible for the movement detectitms

requires a network-based movement detection mesimariThe
hints for movement detection can be the Link-Lay&rent
Notifications, Traffic Monitoring Events or DNAvE5]. Table 1
compares advantages and the drawbacks of diffapgrbaches:

Table 1. Comparison of M ovement Detection Approaches

Hints Advantages Drawbacks
Traffic Independent from Processing
Monitoring access technologies. overhead at MAGs,
Events
Link-Layer Accurate and Rapid Dependent on
Events access technologies.

DNAv6 Independent from | Dependent on MN

access technologies.

A traffic monitoring based mechanism only worksefiwhen there
is uplink traffic from the MN to the network. Theechanism can
be independent from the access technology but sgqurseessing
overhead at MAGs because MAGs must inspect everkepan

the link. A link-layer event notification mechanisman be
accurate and rapid. However in a heterogeneougscemaent, it

depends on particular access technologies, requirdset of

modifications either on the network side or on teeninal side
and therefore the deployment becomes difficult. BAalso

provides an IP-layer movement detection indepenfilent access
technology. DNAV6 uses the fact that the MN wilhdd CMPv6

message, e.g. Neighbor Solicitation (NS), and/orut®o
Solicitation (RS), when it move to a new link, wiidepends on
how the MN it self detects the attachment and detent.

An enhanced network-based IP-layer movement deteds a
must to complement existing mechanisms.

3. FRAMEWORK

This framework extends PMIPv6 to provide scalapilit large

scale heterogeneous wireless network in a clusteed manner.
In this architecture, the MAG typically runs on tAR and the
LMA runs on the CH. Therefore AR and CH can berjmteted as
MAG and LMA and vice versa.

3.1 Cluster-based Architecture

The cluster-based architecture consists of clugts Figure 2).
Each cluster should have one and only one CH whiah the
LMA functionality and complete knowledge about goou
membership and link state information in the clusté relay
router connects two adjacent clusters. ARs cottitedérogeneous
radio access technologies and provide access to. Mike
backhaul between the CH and the ARs in the infuatire can be
wireline or wireless. The MN, which attaches to %R, can be
connected through the infrastructure to all otloerters. The MN
therefore can communicate with other mobile Cowesient
Nodes (CNs) through ARs as well as with CNs on Ititernet
through CHs.

Cluster Head Cluster Head
(LMA) (LMA) ]
% g | g
\ Relay

Roéuter.
uter  Access Router

Access Router Access Router Access Router
@ (MAG) (MAG) (MAG) (MAG)

y 9 9
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Figure 2. Scalability with Cluster-based Ar chitecture

This type of architecture is also applied in WissleMesh
Networks. In the case of wireless backhaul, we haveuster
based Wireless Mesh Network which can minimize updating
overhead during topology change due to mobilitynesh nodes.



If route optimization is considered, the traffiorfn one source
MN to another destination MN should be able to ghssugh the
relay router without passing through CHs. Detail ooute

optimization is out of scope of this paper.

3.2 Extended Proxy Mobile | Pv6

The standard Proxy Mobile IPv6 provides a natucdlition for

communication between the MN and the CN outsidePthiéPv6

domain. It also works fine for intra-cluster comraation

between two MNs in the same cluster and intra-nitgbil
However for inter-cluster communication, when th&l nd the
CN belong to different clusters in the same PMIEgénain, one
fundamental issue is that of locating the servingGvor the

serving LMA of the CN. As for inter-cluster mobyljtwhen the
MN moves from one cluster to a new cluster, it ézassary to
activate the Location Deregistration proceduréhadld cluster to
maintain up-to-date routing information.

When establishing the communication between a Mt @arCN

belonging to different clusters, the serving MAGoé MN needs
to know the serving MAG or the serving LMA of theNCThis

issue is expressed as the problem of mapping adiikess into
its serving MAG address or serving LMA addresssTiksue also
arises in the case of route optimization in whicé traffic could
be forwarded directly from a source MAG to a dexstion MAG

without passing through LMAs.

We propose a new couple of messages: Proxy BinRieguest
(PBReq) and Proxy Binding Response (PBRes) and v ne
mobility header option, named Serving MAG Addreptian (see
Figure 3).

Payload Proto Header Len MH Type =8 Reserved
Checksum Sequence #
Mobility options
Payload Proto Header Len MH Type =9 Reserved
Checksum Sequence#

Mobility options

Type = 0x0B Option Len = 18 Reserved

MAG Address

Figure 3. New messages and options

The Proxy Binding Request message structure idagina that of
Binding Refresh Request of Mobile IPv6 [6] excempittthe MH
Type takes a value of 8 instead of 0. The valueulshde
registered at IANA. This message is sent by the LtdAan All-

LMA multicast group, an All-MAG multicast group, dio a
centralized LMA to find which MAG is serving a médiCN. The
Proxy Binding Response message has similar stesctsirthat of
Proxy Binding Update except that the MH Type taleslue of
9. It responses to a PBReq and contains Serving Méa@ress
option which is a mandatory.

The establishment for inter cluster communicat®déscribed as
in Figure 4. Any NS message for Address Resoluf&RP) will
be inspected by the edge entities which are eN&G or LMA.
As the CN address is stored in the target fields¢hentities can
lookup the target in its binding cache to checit i§ the serving

entity of the CN.
MN’s MN’s CN’s
Serving MAG Serving LMA Serving LMA
7777777777777777777 Nt |

NS (ARP to find CN)
[cache missed] PBReq

[cache missed]
PBReq to All-LMA

PBRes
(Serving MAG Option)

D .
PBRes Setup routing entry

< (Serving MAG Option)

D i
Setup routing entry

Figure 4. Inter-cluster communication establishment

If the serving MAG of the MN doesn’t have any infaation
about the target which belongs to the same PMIRw6aih, i.e.
cache missed, the MAG assumes that the CN is aveemy fts
home link and will send a PBReq message to theérgghMA of
the MN. The MAG will also perform Proxy ARP for theN. If
the LMA doesn’t have any information about the é&irgt must
send a PBReq to All-LMA multicast address. The isgrtMA of
the CN will be able to answer with a PBRes carryn§erving
MAG Address Option. Later, the serving LMA of theNvcan
then setup a routing entry pointing to a pre-eghbl tunnel to
the serving LMA of the CN. If route optimizationésnsidered, a
path between the serving MAG of the MN and the isgrit MA
of the CN can be established. As for intra-clust@nmunication,
the Serving MAG Address Option can help to set wirect path
from the serving MAG of the MN and the serving MASG the
CN for the route optimization. Once the path iswggtthe traffic
between the MN and the CN can be delivered.

When the MN moves from one cluster to a new clugter old
LMA may not be aware about the changes, the new Ld4A
send a PBRes message to Al-LMA multicast addrdsss
message helps the old LMA to activate the Location
Deregistration procedure if necessary, and helpsrdtMAs to
maintain up-to-date routing information to keepgming session.
Especially, this mechanism becomes more useful witerne
optimization is considered.

3.3 Enhanced Network-based | P-layer M ove-

ment Detection
We propose here an algorithm for network-based ajfe+l
movement detection in heterogeneous wireless amvient.



3.3.1. Precondition. In standard PMIPv6, the MN maintains an
IP address that is unchanged within the PMIPv6 dioraad is
used for communications. This address is a globatable IP
address and is referred in this paper as PMIPv6eadd

In our proposal, each AR broadcast Router Adverteses (RAS)
containing two prefixes: (i) a global prefix P whics assigned to
each MN (per-MN prefix) or is shared by all MNs (tiHink
subnet with shared prefix) and (ii) a site-scopefiprP*. The
global PMIPv6 address is configured from the glopedfix P
while the temporary site-scope IP address is cardig) from the
site-scope prefix P*.

Whenever the MN moves to a new link, it configusesew
temporary address and deletes the previous tenypawdress
when its preferred lifetime is expired. The NS nagss in
Duplicate Address Detection (DAD) process for thmew
temporary address is used as a hint for the netatidchment
detection. The following assumptions are taken a&doount.

Assumption 1: the MAG could extract the MNID, e.g. the MAC
address or public key, from any ICMPv6 messages Isgrthe
MN, e.g. Neighbor Solicitation (NS), Router Solitibn (RS),
and Neighbor Advertisement (NA). Besides, therestsxia
bidirectional conversion between the MNID and thellPv6
address. Given a PMIPv6 address, we can infer théDvand
vice versa.

Assumption 2: If multiple addresses are active for the same
interface, depending on the destination address, gburce
address of the communication is selected accoririje Source
Address Selection algorithm [7].

The first assumption allows the MAGs to detect fhiets for

network attachment of a MN when the MAG received@MPVv6

message. The second assumption ensures that thealivays

prefer the PMIPv6 address for communications evemenv
multiple addresses co-exist and therefore globafiprP and
temporary site-scope prefix P* could be broadcabtethe AR on
the same link.

3.3.2. Algorithm description. With the above precondition, each
MN will have two IPv6 addresses: one is PMIPv6 addr which
is a global IPv6 address and is unchanged within RMIPv6
domain; another is the temporary address, which $ite-scope
IPv6 address and is reconfigured whenever the MNesidrom
the old AR to a new AR. Here is the event-driveayso code:
on receiving a NS(target) for DAD
begin
Extract target
Compute MNID = get_ MNID(NS)
Compute PMIPv6 address = get_Address(MNID)
if there is no PMIP binding entry for the MNID
begin
if get_Prefix(target) = P*
begin
Send NS (with target= PMIPv6 address) for ARP
Create a "temporary" PMIP binding entry with a lifetime T*
end
else if get_Prefix(target) = P

output Attachment Event (MNID)
end
end
on receiving a NA(target) which replies the NS for ARP
begin
Extract target
Compute MNID=get_MNID(NA)
if there exists a "temporary" PMIP binding entry for the MNID
if get_Address(MNID) = target
output Attachment Event (MNID)
end
on Attachment Event (MNID)
begin
Start Location Registration Procedure (MNID)
if there exists a "temporary" PMIP binding entry for the MNID
Set the PMIP binding entry to "permanent”
else if there is no PMIP binding entry for the MNID
Create a "permanent” PMIP binding entry
end
on T* expired
begin
Delete the associated "temporary" PMIP binding entry
end
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Figure 5. Example of Enhanced Network-based | P-L ayer
M ovement Detection

Thanks to the temporary site-scope prefix P* in teou
Advertisement messages, sent periodically by the the MN
configures temporary site-scope address and aetiN@AD
procedure by sending an NS message. This messddeewised



as a hint for the new AR to verify if the MN is Hgaattached to
it. The new AR activates the Neighbor Unreachabilietection
(NUD) procedure by sending NS for address resaiutiith the
target set to PMIPv6 Address. It also creates @teany binding
cache entry for the MN with a short life time andits for the
NA. If the MN has really moved inside the coveragehe new
AR and associate with the new AR at the link layemust be
able to answer this NS with an NA as a default kiemaof
Neighbor Discovery for IP Version 6 (NDPv6) [8]. &hNA
message, with the PMIPv6 address as the targefirrognthe
attachment of the MN and activates the Location ifeion
procedure.

Figure 5 shows a sequence diagram of a typical dwerd
scenario, with enhanced network-based IP-layer mew:
detection, in which the MN first comes to the PM&Pdomain
(using a shared prefix) and attaches to the ARler|.ahe MN
moves away from AR1 and attaches to the AR2.

4. IMPLEMENTATION AND
EVALUATION

We implemented the scalable Proxy Mobile IPv6 undieux
kernel 2.6.20, and setup a virtual IPv6 WirelesssiMéletwork
using User-mode Linux [9][10] and Ns-2 Emulatiod]1

4.1 Proxy Mobile I Pv6 Implementation

We implemented Proxy Mobile IPv6 on top of Mobilevb for
Linux (MIPL) v2.0 [12]. All the basic bricks of MIPare reused
in an efficient way as shown in Figure 6. In MIPR.®, Mobile
IPv6 is implemented using multi threads: One thresdandling
the ICMPv6 messages, one thread for handling Mghilieader
messages, one thread for handling tasks and tiemg®\etc.

Proxy Mobile [Pv6 Extension for WMN
|

ICACHE,

O—L__1 PMIPv6 Cache
[ (pmip_cache.c)

|

| ISEND

- T
]
1
6L 1 Messages
L1 Handler o] (pmip_msgs.c)
[ (mip_handlers.c)

|
[ Finite State Machine
(pmip_fsm.¢)

i
|
| THANDLER
| o
g Nz N
i ! i INETLINK TTUNCTL
— | | : i i
NDPv6 Mobility Header Task Queue Routing Filter Tunnel Ctl
MPLS modules (iemp.c) (mh.c) (tqueue.c) (rtnl.¢) (tunctl.c)
Mobile IP6 for Linux (MIPL v2.0)

Figure 6. Proxy M obile | Pv6 Software Architecture

To support Proxy Mobile IPv6, we extend these elamend

implement handlers for all necessary messages aeatse All

ICMPvV6 messages or Mobility Header messages aseg@as the
input to the finite state machine, which is therhefthe system.
This finite state machine makes appropriate detssand controls
all other elements to provide a correct predefim@dtocol

behavior. As Proxy Mobile IPv6 implementation islban top of

MIPL version 2.0, it could be later integrated inR easily and
grows inline with the standards as well as MIPLrsewcode.

4.2 Virtual IPv6 Wireless M esh Network

We consider here the application of PMIPv6 in astdu based
Wireless Mesh Network as a use case of our extessyireless
mesh networks (WMNSs) are multi-hop wireless networiith

self-healing and self-configuring capabilities. $adeatures, plus
the ability to provide wireless broadband connédigtivmake

WMNSs a promising solution for ubiquitous Internecass and a
wide range of applications [13]. In order to kedye tresults
closest to the real experiment, we used a virtaatin based
testbed, using a combination of User-mode Linux (Yend Ns-

2 Emulation, which would allow migrating to the rézstbed with

just insignificant efforts.

UML is a Linux kernel which is compiled to run asvatual
machine on a Linux host. The virtual machine, chtlee guest to
distinguish with the real host machine, can begassl a guest
root file system and other virtual physical resegrdifferent from
the host machine. A UML virtual machine requiregugst kernel
and a guest root file system. The guest root fifesn of an UML
is stored in a file on the real host machine.

The Ns-2 emulation feature is used to emulate thelegs
environment. It can grab packets from a virtual Iniae with real
IPv6 stack, pass them through a simulated wiralessork, and
then inject them back into the destination virtorachine.

N

CH i Wireless
environment are
2000::2 (ethl) emulated by
- Ns-2 Emulation

IPv6 Nodes are User-Mode-Linux
virtual machines

2000::1 (eth0) Internet

2001:100::1 (eth0)

2001:100::2 (eth1) o) 2001:100::3 (eth1)

)
ARI1 é AR2 é
- 2001111 (eth0) UJ 2001:1::2(eth0)
FECO:]OOO:‘}/L:('GlhO) FECO0:2000::1 (ethO)

@ MNT MN2 @

2001:1:/64 2001:1:/64
Figure 7. Virtual Wireless Mesh Testbed

Figure 7 shows the virtual Wireless Mesh testbdu tbpology is
generated by Virtual Network User-mode Linux (VNUM]14].
A Linux kernel 2.6.20 is compiled under User-modehéecture
to serve as a guest kernel for virtual machineen&gcos are
defined and automated with Tcl language which @a of Ns-2
Emulation. The virtual testbed in this early phasmposes of one
cluster with one CH, two routers AR1 and AR2. A @sitioned
in the Internet, is connected directly with the QN1 and MN2
don’'t have any specific software for mobility maeagent.
Initially, MN1 is attached to AR1 and MN2 is attachto AR2.
As any type of access technology is allowed, wesitar here
IEEE 802.11 for simplification. MNs’' addresses aamnfigured
through IPv6 Stateless Address Auto Configuratidfe use a
shared-prefix model with a shared prefix of 200162 Two site-
scope prefixes FEC0:1000::/64 and FECO0:2000::/@4used for
enhanced network-based movement detection proceéiRdeand
AR2 are configured with Router Advertisement daesnon
(RADVD) which broadcast RAs on their ethO interfad®As
contain two prefixes and are sent periodically gvks. Iperf is



used to generate tcp/udp traffic while ping6 isduse generate
ICMP traffic.

4.3 Qualitative Results

Different test scenarios are defined and are chiwig to verify
the correctness of the framework. In this earlysghanly intra-
cluster scenarios are validated (see Table 2).

Table 2. Test Scenarios

Scenarios Descriptions Results
Successful
Attachment MN1 and MN2 come registration of
Detection inside AR1 coverage MN1/MNZ2 in
both AR1& CH
The cache entry|
MN1 or MN2 turns down . .
Detachment the interface (or moves is deleted in
Detection both AR1 and
away from AR1). CH
Intra-link MN1, MN2 are attached MN1 can
Com- to AR2. Traffic between communicate
munication MN1 and MN2 with MN2
The traffic is

MN1 is attached to AR1.

Intra-cluster MN?2 is attached to AR2.

encapsulated

Com- . through AR1-
munication Traffic between MN1 and CH agd AR2-
MN2
CH tunnels.
AR2 detects the
attachment and
starts the
MN1 moves from AR1 to registration
AR2. The PMIPv6 procedure. AR1
address of MN1, which ig detects the
Mobility and configured with the detachment and
Movement PMIPvV6 prefix, is kept starts the
Detection unchanged. MN1 deregistration
configures new temporary procedure.
address, and deletes the Session
old temporary address. continuity is
assured. On-

going sessions
can continue

5. CONCLUSION AND PERSPECTIVES

We extended PMIPv6 to provide scalability to PMIFAm6large
heterogeneous wireless network in a cluster-basadner. The
framework can support mobility in large scale netwtdo MNs
having standard IPv6 stack without any support fMiNs. A new
enhanced network-based IP-layer mechanism was gedpd his
movement detection mechanism allows detecting ttaelament
and the movement of each MN independently from dabeess
technologies and requires no special support fioenMN. We
implemented and deployed the PMIPv6 protocol inreual IPv6
Wireless Mesh Network testbed and provide some itgtige
results to prove the correctness and the advantafethe
framework. The proposed framework is suitable fdffecent
applications. One of current applications is to ldgpapidly a
mobile and wireless communication environment inmfoof a
Wireless Mesh Network in Integrating Communicatiofe
enhanced environmental risk management and citizeadsty
(CHORIST) project [15] which proposes solutions itegrease
rapidity and effectiveness of interventions follogi natural

hazards and industrial accidents, in order to ecdaitizens'
safety and communications between rescue actorsprdiéde a
realistic and practical framework for future advasicmobile
networking researches. Our future work will concatet on inter-
cluster communication, on route optimization aslwaslon QoS
support. We also foresee the use of MPLS insteatP-éf-IP.
Performance evaluation with quantitative resultdl wiso be
realized.
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