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Reputation and Audits for Self-Organizing Storage
Nouha Oualha and Yves Roudier

Abstract

Reputation systems have demonstrated their intéresimulating cooperation in peer-to-peer (P2P)
systems, even though they are susceptible to emiusnd bashing. In addition, computing reputation
generally relies on a partial assessment of thewiehof peers only, which might delay the detettid
selfish peers. This situation is rendered even avorself-organized storage applications, sinceagtis
not an instantaneous operation and data are viliegtaroughout their entire storage lifetime. Théper
compares reputation to an audit-based approachichweer observations are carried out through the
periodic verification of a proof of data possessiand show how the latter approach better addrekses
aforementioned issues of inciting cooperation iR Bibrage.

Keywords: Peer-to-peer, trust establishment, reputation teudistributed storage.
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1. Introduction

Peer-to-Peer (P2P) systems have emerged as antampparadigm for distributed storage in the way
they exploit and efficiently make use of untappeskrs’ storage resources. Particularly motivating
services for P2P data storage are AllMyData TaldeWuala [2], and Ubistorage [3] where data is
outsourced from the data owner place to severarbgbnous storage sites in the network, for ine@as

data availability and fault-tolerance, reducedagermaintenance costs, and high scalability.

P2P data storage essentially means that acdatar peer stores its data at a third-pantlder peer
which is supposed to faithfully store the very datal make them available to the owner (and perhaps
others) on demand. Since such P2P storage sydteine on free storage space, a major securityaélat
issue associated with them is how to incite peehcede some of their spare storage space in édivo
other peers, and at the mean time how to effigieatld fairly ensure that a peer who grants usage of
some of its own space to store other peers’ datensally granted usage of a proportional amount of
space somewhere else in the network, for his owan starage.

Approaches inciting peer cooperation and ensuremre storage and storage fairness are generally
based on reputation. The reputation value of a [an evaluation of its past behavior used by rothe
peers to evaluate how trustful it is.

Generally, approaches to building reputation systeme making simplifying assumptions on the
instantaneous propagation of indirect reputatidarmation around the system and on the willingress
peers to correctly and fairly propagate such ingtiam. We propose in this paper an audit-based
mechanism that relies only on direct observatidweseby serving a twofold objective: inciting peers
check the availability of others’ data and at thens time assessing peers’ behavior based on tlye ver
results of verification.

The remainder of the paper is organized as folldBection 2 gives an overview of the P2P data
storage we are intending to enhance with the dadied mechanism, and presents the attacks that this
system is exposed to. Section 3 compares the basid approach to reputation and particularly gove
the satisfactory use of direct observations in nesliing reputation values. Section 4 discusses
implementation issues of the audit-based mechaonisrop of a P2P storage system, notably regarding
the mitigation of denial of service attacks on thechanism. Section 5 evaluates the security of the
proposed mechanism with respect to the attacksgivesection 2. Section 6 validates the abilityttoe#
audit-based mechanism to filter out selfish pesrmfthe storage system and to improve the avaiabil
of stored data. Section 7 covers related work.i@eé& finally presents our concluding remarks.

2. P2P Storage: An Overview

A P2P storage application allovesvner peers to store their personal data in replicaseaeralholder
peers. A stored data replica is periodically chdckg verifier peers on behalf of the owner. The
verification process relies on a secure data pesseserification protocol as discussed in [4] dB6f
Peers interact with each other based on trustioekitips that are established through reputatioe: t
higher the reputation of a peer, the more trustwoaind reliable it is believed to be.

2.1. Data storage

The storage of data in the system relies on sepbirsdes:



Verification delegation: The owner delegates the task of verifying dateestin the system to well
reputed peers.

Data storage:The owner storesdata replicas at peers that are selected witheheof verifiers.

Verifier checking: Each verifier checks the storage at the holdergusirsecure data possession
verification protocol. With the result of this chdrng, the verifier updates its estimate of the
reputation value of the holder.

Owner checking: The owner receives verification results from atifiers. It checks the consistency
of these results: if more than half of the vergiagree on the same result, it accepts that resutie
correct one; however, if there is no dominant riegshe owner will ultimately and opportunistically
check the availability of its data at the holderitself. With this a posteriori checking, the owner
decides if it must again replicate its data in sigestem with new holders, and at the same time it
updates the reputation values of the checked halder

Data retrieval: The owner retrieves its data from holders, whige$ them from their obligations.
This operation may be assisted by verifiers to enthat data are actually sent back to the owner.

2.2. Adversary model

The adversaries that we consider for such appdicagire peers that do not correctly follow the roles
(owner, data holder, or data verifier) that theyead to carry out, and trick any reputation systenany
perceived personal benefit: they seek to use theemsystorage without contributing their fair shase,
intentionally attack other peers or their storag¢hie system. In the following, we examine waysahhi
peers may use to subvert a reputation-based P2Rstsystem.

Storage related attacks:

Free-riding: free-riders are peers that do not contribute éostiores community, or that may destroy
some data they promised to keep in order to opérthizir own storage resources.

Collusion between holders:Holders collude so that only one of them keep defdica, and the
remainder of holders are still able to answer emgjés to verifiers by invoking the holder with the
replica, and hence increase their reputation asetheerifiers. This collusion is mitigated by
personalizing data replicas stored at differentieid as proposed in [4] and [5].

Maliciousness: Malicious peers aim at destroying either dataheribfrastructure with DoS attacks
(e.g., flooding), even at the expense of their sesources. Maliciousness can be prevented using
common security countermeasures for DoS attacks.

Reputation related attacks:

Lying: aliar is a peer that disseminates incorrect obsematon other peer@umor spreadiny in

order to either increase or decrease their reputa@olluded liars may form a collective of pedratt
conspires against one or more peers in the netlypdssigning unfairly low reputation to theba(

mouthing and high reputation for themselves.

Collusion between owner and holderThe collusion aims at increasing the reputatiothefholder

at honest verifiers. Just lying to verifiers summghat observations of peers rely on external
recommendations. However without these recommemaatipeers may still be vulnerable to lying
using such type of collusion where the owner prdgestoring bogus data at the holder.

Collusion between holder and verifier: The aim of such collusion is to advertise the igyaif
holder more than its real valukaflot stuffing thus increasing its reputation at owner. But| 8ie
owner may ultimately and opportunistically checkitsglf storage at holder to make its own view on
the holder.



- Sybil attack: If peers are able to generate new identities #t they may use some of them to
increase the reputation of the rest of identititisee by lying, or pretending to have several raés
the same time.

3. Reputation Vs. Audits

The trustworthiness of a peer is estimated basetth@mbservation of its behavior by third parti€ke
semantics of the information collected can be dlesdrin terms of direct (or local) or indirect @stem-
wide) observations. Direct observation amountigocompilation of a history of personal interacsiday
one peer towards another peer when being the owfndaita stored at the peer or serving as verifier o
this peer. On the other hand, indirect observatiders to any reputation information received frother
peers in the system. There are substantial commimncsavings to be gained by limiting observatitis
just private interactions even though indirect obsgon may be only partially disseminated or
piggybacked on ordinary messages. Besides, usilygdimect observation may delay the evolution of
reputation.

A reputation-based approach for P2P storage apiplisa generally allows estimating the
trustworthiness of a given peer based on expergeand observations of its past behavior towards the
actual estimator or other peers. Similarly, theitl@sed approach, that we propose, relies on the
estimation of the trustworthiness of this very pleased on experiences of the estimator, solelydetaa
owner or its observations obtained from auditstbEéppeers’ data, in the role of a verifier. Thikdiwing
gives an evaluation of both approaches based analgtic model.

3.1. Analytic model

This section discusses how to compute the gairhodsing one way of observation reciprocity over the
other in terms of the level of correctness of gatigeputation information.

Considering two peerp; and p,, wherep; desires to have correct observationspanPeerp; may
perform a correct observation itself or may receafservations from other peers in the system ttegt m
be correct or incorrect. Our model assumes thatriact observations are received from dishonestspee
only. Let'sy denote the fraction of dishonest peers in thd pmpulation.

We define a quality level for the estimated obsgowawith two extremad ando. An observation of
quality O is correct, and an observation of qualityis incorrect. Observation may be null to refethie
situation whergp, does not have any observation on geémdistinguishably from the worst reputation).

First of all, the probability thgt; knows about the,'s behavior is computeit must at least obtain the
result of one interaction involving); the estimated observation @f denoted, is then derived for two
different cases:

- Audits: observations based on storage and verificatioriteeguonly takes into account its personal
interactions witlp, as an owner storing datapgtor as a verifier for other peers’ data storeg,at

- Reputation: observations based on peer's experiences andretsonmendationsp; takes into
account both its personal interactions and opinexpgessed by other peers with respeqt,tdlhe
reputation model is inspired from [15] where repiota computation is based on a subset of
information provided by randomly chosen peers.

Audits: The probability thap, knows about the behavior pfis equal to:



Prolf p knowsp,] =g, =1- L-Ar/(n-1)) x
@-Ar/(n=+(Ar/(n-1))x L-m/(n-2))")"*

/. being the average storage rate of peersndmeng the number of peers (the considered timeisinite
time period between two verification operations).

Since personal observations are always correctestimmated observation quality may only take two
values: correct observation or no observation.

Proo, =0] =6,
Probfo, =0] =0
Probo, =0]=1-6
On average, we have:
0,=6x0
Reputation: The probability thap, knows about the behavior pfis equal to:
Prob p, knowsp,] =6, =1- 1-6)""

y being the fraction of the peer population to whilsh reputation is propagated. External observation
may either originate from honest peers or from aigst peers. Peqn receives at best (@)xyxn
observations from honest peers apgixn from dishonest peers. Observations from honestspae all
correct; and observations from dishonest peerslarays incorrect. Fok andk’ not null observations
respectively received from honest and dishonestspéiee average observation quality is denoted| by
whenp, has a direct observation, andthy. whenp, does not have a direct observation:

e = A-W)3 + (Ko +k'0)/(k +K)
e = W(kD +K'0)/(K + k)

w being the weight thai; gives to averaged system-wide observations withesto local observations.
For < k<(1-n)xyxnand & K <uxyxn, we have:

Prob[3, =t,] = (Cji )8 " 1= 6)“""™)

-mm™~1
x(Ce" @-8)"™)
Prok{62 = tlk] = (Ck gk (l— 9])(1—/7);{1—k+1)

@=-mm=1
X (Caf (L= 6)")
Prootherwis¢ =0

The vaIueC"(l.n)xVxn (respectivel;ﬁk’,,wn) is the number of combinations lo{respectivelyk’) peers from

the set of honest (respectively dishonest) peera fvhichp; gathers observations. A certain probability

of interaction is attached to the observations aththonest and dishonest peers. This is due tdatite

that even though peers have to provide cryptogcaphoofs that they had interactions wiph even

honest peers cannot always provide proofs of cowbservation: for example, the observation of the

absence of any response frpgcannot be proved; or the peer sending an observatay be in collusion
Using the Vandermonde's identity, we have on awerag

0, = 6,(1-w) +W((1-77) X0 +17%0)



60 80 100

(=)

2 1

'Tg l l
c08r---f1-----------1--—---- -
< —— e —— ] ———
S | |

= 0605 —o - oo - - oo
bt | |

B 04r-f------m - 7 —

2 ;—aud|ts

® 0.2 _____ 1 ===reputation |
o

()

>

<

Q
o

o
~

o
w

o
[N

Average observation quality

01 A= - -1 ===reputation |
0 | | | |
0 20 40 60 80 100
m
(b)
Figure 1 Average observation quality: (a) varying and (b) varying m. n=100,2=0.2,»=0.3,r=3, m=5, w=0.5,
n=0.3.

Comparison: Seeking for simplicity, we choose quality obsemwas such ag=1, o=-1. Thus, we
have:

6,=6
5, = 6,(L- W) +w(l-27)

The average quality of observations is computetthéntwo cases. Figure 1 shows that the best quality
obtained depends very much on the replication r#tehe replication rate is low (simple data
redundancy), the reputation outperforms the aumbed approach; however, if the replication ratags
(more than 10 replicas using for example erasudeg) the audit-based approach is the best way to
observe. The number of verifiers has also an impacboth approaches: increasingleads into an
increase on the observation quality of the two ap@ihes with a more significant increase of the taudi
based approach.
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Figure 2 Average observation quality varying the faction of malicious peersn=100,4=0.2,y=0.3,r=3, m=5,

If the ratio of peers that send false observationeeases, the quality of observation in the caitle w
reputation linearly decreases with this ratio, hesvehis quality is not affected in the case ofitajas it

is depicted in Figure 2.

Figure 3 shows that increasing peer populatideads to a decrease in the quality of observations
both approaches, especially the audit-based onell aer populations are more in favor of auditduhs
approach than reputation; whereas large peer pigndaare more advantageous for reputation if the
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3.2. Summary

The study of the analytic model demonstrates thataudit-based approach for observing peer behavior
outperforms reputation if the data replication regehigh (e.g., erasure coding) and with small peer
population. Moreover, the approach is robust agaliass, and it does not require propagation of

information which avoids the problem of rumor splieg.

Since the audit-based approach works better fofl gopulation, we propose in the following section
a group-based architecture for the P2P storage émebugh description of its features.

4. Implementing Audits with Storage

In the P2P storage system, we rely on the congrucf groups in which we evaluate peer behavior.
Peers store their personal data in their group. Sdwairity of data stored is the responsibility ofup
members, given that they are periodically veriftegd some group members for availability and no
corruption.

4.1. Group construction and management

Peer groups are dynamic with members that join laasle the group at anytime. Such group-based
architecture allows only intra-group interactiora)d thus peers establish rapid knowledge of the
trustworthiness of their group fellows. Moreoveére tgroup ensures a minimum level of good behavior:
whenever a peer misbehaves it is badly audited ¢gmpaing number of group members until becoming
totally isolated from the group.

Peer groups are created either in a centralizenh @ decentralized manner. Centralized managed
groups can be constructed at outset by an autHiétyartnership in [10] that may tackle as whb task
of distributing the group key to all members. Oe tither hand decentralized groups are cooperatively
formed at will by its members and they rely on @bbrative group key agreement protocols (e.g., [6],
[7]). The group key controls the access to the grand ensures secure and private communication
between its members.

Group members are in a structured Distributed Heedble (DHT) such as CAN [11], Chord [13],
Pastry [12], or Tapestry [14]. A DHT consists afiamber of peers having each a k&ypeerin the DHT
space, which is the set of all binary strings ahedixed length. We assume that the DHT provides a
secure lookup service (see [16] and [17]): a pepplees an arbitrary key (an element in the DHTcspa
and the lookup service returns the active nodbaérxHT that is the closest to the key.

In the group, peers have unique identities in th€TDThe risk of Sybil attacks can be mitigated by
imposing a membership fee for peers willing to jaigiven group, or in a decentralized way consingin
the number of invitations any group member posseasg@roposed in [8].

4.2. Self-organizing peer selection

The audit-based P2P storage system allows peedelémate the verification of their data to other
volunteer peers, the verifiers, and also to onieptto store data of well-behaved peers.



4.2.1 Verifier selection

A data owner desiring to store a data replica ensystem may randomly choose verifiers to whonilit w
send a verification request. The random selectioredfiers may be based on a random operationgarop
to the owner, for example the identity of the wverifi can be the closet key to the value
KeWere=Hash(Keyouned[nOncédf) whereHashis a pseudo-random function determined at groupebu
andnonceis a randomly chosen number protecting againgipiay of the same operation (“||” means
concatenation). From peers answering to this reégthes owner selects peers, and then acknowledges
them including in the message the list of thehosen verifiers. This information is a commitménimn
the owner to the verifiers’ list.

4.2.2 Holder selection

To avoid collusion between the owner and the holsiglected verifiers will choose altogether thedhol

for the owner. Therefore, each verifiecommits to a randomly chosen DHT Keycommitment can be
as simple hash operation of the key) and then siglsommitment to the owner. The owner sends the
digest of verifiers’ commitments to each verifiepon the receipt of the owner's message, verifighs
send their chosen random keys to the owner. Tleeteel holder is the peer with the (numericallysekt
key to the XORed sum of these random keys:

KeM—IoIderzkl g k2 O...O0 km

The owner sends a digest of the messages recewegrbiiers containing there keys along with the
identity of the chosen holder.

It is clear that the operation of holder selectiequires several communication messages between the
owner and verifiers that might be grouped in alsimgulticast message; nevertheless, this is ttee po
pay to obtain a consensus between the owner, tlifiek® and the holder, and particularly to avoid
collusion between any participants in this agredmen

4.3. Interaction decision

Our trust model is based on whitelisting (see Fegdy similarly to the Tit-For-Tat (TFT) strategy in
BitTorent: peers that have correctly stored dagy thave promised to preserve are added to thelighite
of their observers (the data owner and its delelgedeifiers). Whenever a peer detects that angiber
has destroyed data it has promised to store, ttez &ill be removed from the whitelist. We alsmpose

a “grace period” during which “no response” frone tthallenged holder is tolerated until the periowes
out, thus avoiding abusively isolating cooperatidders with transient connection. Newcomers ® th
system are probabilistically added to the whiteliwcomer acceptance probability may be computed
based on the upload capacity of the peer and iiselgh size. This probabilistic process serves to
bootstrap the storage system, but it also meant gblish peers changing their identities may
probabilistically gain some advantage of that. ©ttnest models can be adopted like for example the
Additive Increase Multiplicative Decrease (AIMD)he Linear Increase Sudden Death (LISD), or
blacklisting mechanisms.

A peer accepts to only serve peers pertainingstwiliitelist: it stores their personal data or pdidally
verifies their data availability in the system. Hower, a peer may accept to store its data at plestrslo
not pertain to its whitelist.
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Figure 4 Whitelisting model.

5. Security Analysis

In this section, we evaluate the robustness ofppoposed audit-based mechanism against the attacks
exposed in 2.2.

Lying observers have no impact on our auditing raecm since estimations are based on verification
results performed by the actual estimator; thugagions are objective. Collusions between theeswn
and its holder or a subset of its verifiers areigated by the random selection of holders and ieesif
Verifiers’ selection relies on a pseudo-random fiomcand a secure routing in the DHT that can be
assessed by each verifier. And, holders are randesaiected by each verifier. So, collusion betwaen
subset of participants is prevented.

The group-based architecture of the P2P storagmifzecontrolling peers who are joining the storage
system in order to mitigate Sybil attackers. Tlaigelr may still be able to take profit of peerst thee
probabilistically adding newcomers to their whielistill this probability can be adjustable degagdbn
peer’s confidence on the system. The architectloevs also a rapid knowledge about the behavior of
group members based on audits, and then peerblareaefuse storage to non cooperating peersehen
limiting free-riders.

6. Simulation Experiments

To validate our audit-based P2P storage systenmgiemented a custom simulator whose framework is
at first described, and then results of simulatiom presented and analyzed.

6.1. Framework



The self-organizing network is a modeled as a dasst of peers with a fixed storage rate and skvera
behavior strategies. We consider the followingtsges:

- Cooperation whereby the peer concedes storage space for ptens’ data and sends correct
verification results to owner.

- Free riding whereby the peer free rides by using the stordfredl in the network without
contributing its equal share. We distinguish betwee

o rational peers that change their strategies to cooperdftitiey cannot store data in the
system; and whenever they are able to store abaw eturn to their original strategy;
whereas,

o irrational peers persist in free-riding.

- Active selfishnesswhereby the peer only probabilistically conserdata stored and gives incorrect
verification results to the owner with some proligbiWe distinguish between rational and irratibna
actively selfish peers:

o rational peers will change their strategy if they canngtraore store data in the system; and
whenever they are able again to do that they retuselfishness; whereas,

o irrational peers will keep their selfish strategy.

6.2. Simulation results

The framework is simulated in different scenariosider to analyze the impact of system parametats
choices on the convergence time of the storagersysi a stable state where only cooperative peers a
the active consumers of the storage in the system.

Exclusion of selfish ownersFigure 5 demonstrates that selfish peers havectgssbility over time to
store data in the system; however, cooperativespaey becoming the majority of data owners in the
storage system. Free-riders are excluded fromngtaiata in the system before active selfish peers,
because the latter cooperate at first by storing then they destroy them which may slow their cieia.

1

0.8f----- A

o6y __ == cooperation
; == == jrrat. free-riding
047 ---- P irrat. activ. selfish. |~

p
o
i\)-

Fraction of owners
er strateg

o

0 200 400 600 800 1000
Simulation cycles

Figure 5 Ratio of owners per strategyn=100,4=0.3,r=3, m=5, p=0.01,p;,=0.3, p,,=0.02, 0.4% cooperators,
0.3% irrational free-riders, 0.3% irrational active ly selfish peers.

Inciting cooperation. Figure 6 shows the decreasing of the fractiorattbnal free-riders and rational
actively selfish peers over time. This means thigtt wur audit-based mechanism, peers are motivated
replace their selfish strategy by cooperation sgyat



>

g 1 T T T TTTTTT T T T TTTTTT T T T T TITTTT

© e

o 0.8F -+ —1—1-++H+ — 4 — = -+ P4 44+ — A — e H

v OO R

& 06l i | || =cooperation

%) : | | (RN | [ . Vg

5 rionne o1 ===eirgtional free-riding

O Q4pllm _ _ -

a Y- L rational activ. selfish.

o B L

o | \\\H’H. | [ | [ B R BN | [ RN

= | o #\.i.\.\\\\\\ | [N ’ [ RN

% O | Lttt | \\\.\.\i\-- ! | Lo Lol e L | | o N |
0 1 2 3 4

L 10 10 10 10 10

Simulation cycles (logarithmic scale)

Figure 6 Fraction of peers per strategyn=100,4=0.3,r=3, m=5, p=0.01,p;,=0.3, po.t=0.02, 0.4 cooperators, 0.3
rational free-riders, 0.3% rational actively selfish peers.

Reputation vs. audits.Figure 7 depicts the evolution of cooperative owrerer time using reputation
and audits and for different initial fraction ofagerators in the system. In the case of reputasiotively
selfish peers always give false observations to rdwuester; however, free-riders never give any
observation. The figure demonstrates that the dnadied mechanism outperforms reputation for a syste
with high active selfishness. When the fractioraofive selfishness is low, reputation slightly ioyes
on audits at the beginning, and then it is surghbgahe audit-based approach.
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Figure 7 Fraction of cooperative owners for reputaibn and audits varying the initial fraction of cooperators.
n=100,4=0.3,r=3, m=5, p=0.01.

Newcomer’s acceptancefigure 8 shows that a large probabilityor newcomers’ acceptance slows
the convergence time of the system to a systenfrivegselfish owners. This slowing down becomes les
significant with large probabilitp.
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Data reliability. The reliability of data in a storage system is galieincreased with data redundancy
mechanisms (e.g., replication, erasure codes)uatrated in Figure 9 with very low data loss. Hoer,
the figure shows also that the amount of data iegeinto the storage system is lower than the géora
rate. This is due to several factors. First of tikre is the probability of acceptangeahat slows the
bootstrap of the storage system. Then, theredasgthdual exclusion of selfish peers that limits th
number of peers able to store data in the systemnitiwexplains the small peak at 25 simulation cg)cle
An finally, there is the churnout of the P2P systayrwhich some cooperative peers are removed from
the whitelist because they were offline for a pagriogher than the grace period (selfishness detecti
with false positives).
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Figure 9 Average amount of data stored and lost pgoeer.n=100,4=0.3,r=3, m=5, p=0.01,p;,=0.3, po,+=0.02,
Ys cooperators, ¥4 free-riders, % rational and ¥ irrdonal active selfishness.

7. Related Work

There have been some reputation-based approacheésciting cooperation in P2P storage systems
particularly for backup applications. The followipgesents some reputation schemes that mostlyctefle
this literature.

The Free Haven project [9] consists of a set ofegsrcalled servnet community where each server
hosts data from other servers in exchange of tiportynity to store data of its own in the servnet.
Cooperation incentives relies on a trust moduleeach server that maintains a database of each other



server in the servnet, logging past direct expedeas well as what other servers have said. Tlabilély

of storage is mainly based on data redundancyearsénvnet. The Cooperative Internet Backup Scheme
[10] proposes to enhance data reliability by allmyvpeers to periodically challenge their partneys b
requesting them to send a block of the stored dEt@. trust model of the scheme is based on a
blacklisting mechanism: if a partner is detectedie$troying data voluntarily many times beyond some
threshold, the peer may decide to establish a Ipackumtract with a different partner. The approach
thwarts selfishness of storage peers by punistiegtusing the tit-for-tat strategy. However, thpsers
may still be able to store their data elsewher¢ha system. Our solution is more adapted to storage
applications: results of periodic storage checlargyused in building a reputation mechanism tHawal

the filtering out of malicious peers from the stggasystem. Compared with the Free Haven approach, o
mechanism does not require reputation informatiobet propagated between peers, hence preventing the
damaging effect of liars in the reputation mechanidMoreover, both [9] and [10] did not study the
security of their approaches against selfish oiagizals behaviors.

8. Conclusion

We described an audit-based mechanism for P2Pgst@gstems in which peers’ observations originate
from periodic verifications of data stored in tlystem. We demonstrated that the audit-based agpisac
more robust to selfish behavior than reputationictvimay be a better choice for today’s commercial
storage systems where peers have economic comjpendat storing data, and thus they may be
motivated to give false recommendations in ordegaim fame. Additionally, we proposed a group-based
design for audits management that may fit sevgpad of networks such as social networks.
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