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ABSTRACT

This paper applies ideas from fractal compression and

optimization theory to attack the problem of e�cient

content-based image indexing and retrieval. Similarity

of images is measured by block matching after optimal

(geometric, photometric, etc.) transformation. Such

block matching which, by de�nition, consists of local-

ized optimization, is further governed by a global dy-

namic programming technique (Viterbi algorithm) that

ensures continuity and coherence of the localized block

matching results. Thus, the overall optimal transfor-

mation relating two images is determined by a combi-

nation of local block-transformation operations subject

to a regularization constraint. Experimental results on

a sample of seventy �ve binary images from the MPEG-

7 database demonstrate the power and potential of the

proposed approach.

1. INTRODUCTION

Recent years have seen a dramatic increase in the size

and variety of digital image databases. Huge volumes

of image data accumulate and are stored for diverse

applications. These include medical imagery, satellite

imagery, entertainment image data, etc. As manual

search and retrieval of images in large databases is

impractical, e�cient automatic access techniques are

needed. The problem is exacerbated by the need for

content-based retrieval rather than the alphanumeric

search typical of traditional database management. We

assume the basic problem of query by example. The

user presents a \query image", also called the \exam-

ple image", and the algorithm searches the database

(of so-called \test images") for images that are most

similar to the query image. The query by example is a

major requirement of users as it circumvents the need

to specify the query in words, which is often hard or

even impossible. Moreover, it eliminates the need for

a costly preliminary stage of manual alphanumeric in-

dexing to enable future queries. Such manual indexing

must also forsee and account for all types of future

queries { an impractical requirement in many applica-

tions.

Content-based retrieval is a major challenge that

has been recognized by many researchers and devel-

opers [1, 2]. Several methods have been used : color

histograms [3, 4], shape retrieval [5], texture indexing

[6, 7] and others [8, 9].

Several products are currently available on the inter-

net, and o�er good performance when queries are well

represented by color indexing via histograms, etc. Nev-

ertheless, the main di�culty is due to the wide diver-

sity of users and queries whose needs are not satis�ed

by such simple search techniques. The human notion

of similarity is subjective and hard to de�ne precisely.

It depends on the type of database, the context, the

application and the user.

In this paper we propose to de�ne a new distance

between pictures, by applying local similarity princi-

ples from the fractal coding theory [10]. This approach

to formulating similarity o�ers much exibility, to rep-

resent the subjectivity of queries, and the premise of

this work is that it is a useful tool for approximating

the subjective aspects of an image database query. In

most fractal-based image indexing algorithms, such as

[11, 12], images are divided into blocks, and decisions

are made independently for each block. In this work,



however, the fractal local similarity measure is com-

plemented by a regularization constraint that enforces

coherence of consecutive matching decisions. The regu-

larization constraint is globally and e�ciently imposed

by a dynamic programming procedure which is com-

monly known as the Viterbi algorithm [13, 14].

In section 2, we introduce the concept of local sim-

ilarity based on fractal coding theory. To maintain

global coherence we employ the Viterbi algorithm. For

this purpose we �rst de�ne states and transition proba-

bilities as described in section 3. Preliminary results for

an MPEG-7 image database, are presented in section

4.

2. LOCAL SIMILARITY

As is commonly done in fractal image compression,

the example image is partitioned into blocks that are

referred to as range blocks. Block matching is then

performed to associate (range) blocks of the query im-

age with (domain) blocks of a candidate image in the

database, by adjusting the transformation parameters.

In our experiments, the domain blocks have the same

size than the range blocks, but the basic framework

allows for accomodating zoom e�ects as well. We con-

sider the geometric parameters (ai; bi; ci; di; ei; fi):

�i:

0
@ X

Y

Z

1
A =

0
@ ai bi 0

ci di 0

0 0 1

1
A :

0
@ X

Y

Z

1
A +

0
@ ei

fi

0

1
A :

(1)

One may notice that the luminance parameters (de-

noted by oi and si in the fractal compression literature)

do not appear. This is because our main concern here

is with binary pictures. Work is currently under way to

extend and optimize the approach to natural gray-level

and color images (or multi-spectral images).

Thus, for each block of the example image, and for

each possible geometric transformation, we search for

the K most similar blocks in the test image (more on

the choice of K in subsectionc 3.1). \Most similar"

blocks are de�ned as the ones that minimize the match-

ing cost:

�(n; i) = min
j
(

sP
pixels(Sn � �i:Dj)2

# pixels
) (2)

where Sn is the nth block of the example image, Dj

is the jth block of the test image and �i is the ith

transformation.

These matching costs are converted into a proba-

bilistic representation by a function f which, for sim-

plicity, we select to be the linear function : f(x) =

1 � x
255

). (A future implementation will de�ne f as a

half Gaussian.)

Speci�cally, block n is in state i with probability:

On(i) = f(�(n; i)) (3)

It should be emphasized that while the above for-

mulationof similarity o�ers substantial exibility which

may capture non-trivial notions of similarity, it may

entail too many degrees of freedom. It is conceivable

that non-similar images might \match" by mixing and

transforming unrelated blocks (a phenomenon we refer

to as the "jigsaw puzzle" e�ect). In order to eliminate

this shortcoming we introduce a requirement of \global

coherence". In other words, we wish to impose a degree

of continuity on the block matching results (geometric

transform continuity, spatial continuity, etc). We pro-

pose to optimize the trade o� between local matching

scores and the global coherence constraint by applica-

tion of a dynamic programming technique known as

the Viterbi algorithm [13, 14].

3. GLOBAL COHERENCE

The Viterbi algorithm (VA) �nds the optimal path in

the trellis of a Markov chain (i.e., a random state ma-

chine). In our case, VA is used to �nd the optimal

sequence of block matching pairs for the given pair of

example and test images. Since the optimality and sim-

plicity of VA requires a one-dimensional Markov chain,

we use a zigzag scan of the image (from top to bot-

tom). This path ensures that consecutively scanned

blocks are neighbors on the image plane.



The jth state value of the current block n is given

by,

En(j) = maxi(En�1(i)� P (jji)� On(j))

Where,

En�1(i) is the ith state value of the block n-1.

On(j) is the simple probability for state i and the block

n.

P (jji) is the i-to-j probability.

3.1. The States

The states enumerated below were selected for the case

of binary images on which we focus in the results sec-

tion, but can be extended to the case of gray-level,

color or multi-spectral images. The set of states is the

product of two sets of sub-states as follows.

First, we de�ne eight sub-states corresponding to

the eight geometric transforms : Identity, horizontal

and vertical reections, �rst and second diagonal re-

ections and rotations of �
2
, � and 3�

2
.

To combat the jigsaw puzzle e�ect, we add K sub-

states, to each of the above states. These sub-states

correspond to K possible locations of the test block.

The Viterbi algorithm will eventually select the opti-

mal state for each block so as to achieve global geo-

metric, photometric and spatial coherence. Thus, for

each block and each geometric transform, we keep the

K best (most probable) test-block locations. For ex-

ample, in Figure 1, we would keep the K highest peaks.

It should be noted that the choice of K location sub-

states represents a complexity compromise. For opti-

mality, one should consider all possible test-block loca-

tions, but that would result in an impractical number

of states. Restricting to the best K locations is a form

of pruning that is minimally suboptimal but maintains

manageable complexity.

3.2. The transition probability

Transition between states is penalized (by assigning

an appropriate level of probability) to underline the
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Figure 1: Simple probability

importance of continuity (geometric and spatial). In

the current experiments, we used a three-level cost (no

transition, soft transition and abrupt transition) for ge-

ometric continuity, and a gaussian probability density

function (see �gure 2) for implementing spatial conti-

nuity constraints. However, optimized selection of the

coherence cost is under current investigation.

4. EXPERIMENTAL RESULTS

Preliminary experimentation has been performed on

a subset of the MPEG-7 database: (Trademark im-

ages captured by a scanner, CD-ROM no. 10). The

set of images consists of four logos, each appearing in

nine variations with various degrees of degradation and

modi�cation. In addition, there are thirty nine di�er-

ent logos.

As input to our algorithm we provided a logo from

the database. For each original logo, the algorithm

performed the search and listed the database images in

decreasing order of similarity to the query image. As

shown on the logo \BAYER" example in Figure 3, our

approach retrieves �rst in the list the query image itself

followed by its eight modi�ed logos, and that result is
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Figure 2: Spatial transition probability

veri�ed in each of the queries carried out on the four

logos considered in any of the 9 variations.

5. CONCLUDING REMARKS

A novel image indexing and retrieval method was pre-

sented. This method is based on calculation of local

similarity while allowing for a variety of geometric and

photometric transformations, which is complemented

by a global coherence constraint that ensures geomet-

ric, photometric, and spatial continuity. Preliminary

results demonstrate the method's robustness to vari-

ous local and global transformations and modi�cations

of the image. The proposed approach shows much

promise as a means to capture the subjective notion

of similarity.

Our algorithm can be adapted to handle other types

of image modi�cation, queries and applications. The

use of Viterbi algorithm allows easy extension via a

richer set of states including new transformations. Fu-

ture works will include: (i) implementation of addi-

tional states for natural grey-level and color images,

            

            

Figure 3: Example results

(ii) optimization of the test image sweep code to further

reduce the computational complexity, and (iii) imple-

mentation of a training system to optimize the choice

of system parameters.

For gray-level images, in particular, several sub-

states will be added to represent photometric param-

eters and to quantify the tolerance to luminance vari-

ation. We expect that transitions between these sub-

states should not be as heavily penalized as in the ge-

ometric case, as they are not believed to represent a

necessary condition of similarity.
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