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Abstract—T hispaper presents a Quality of Service (QoS) vice means providing a set of service requirements to the
model for reactive routing in mobile ad hoc networks, de-  flows while routing them through the network. Therefore,
noted as 2l QoS-two-layered quality of service. Wepropose  Quality of Service routing is a routing mechanism under
network layer metrics and application layer metricsasthe \hich paths are determined based on some knowledge of
additional constraintstothe conventional onesto determine o

resource availability in the network as well as the qual-

paths between a source and a destination. Network layer . . . -
metrics determine the quality of linksin order to generate ity of service requirements of flows. Therefore, the main

the paths with good quality. On the other hand, application Objective of QoS routing is to optimize the network re-
layer metrics select exactly one path out of the paths with ~ source utilization while satisfying specific application re-
a good quality according to the application requirements. quirements. The core phases in the routing process are:
That is why, a two-layered architecture is proposed to de-

ploy quality of servicein ad hoc networks. 1) Path generation which generates paths according
to the assembled and distributed state information
Index Terms—mobile ad hoc networks, routing, quality of the network and the application;
of service, metrics. 2) Path selection which selects appropriate paths

based on network and application state information;
3) Data forwarding which forwards user traffic along
I. INTRODUCTION the selected route.

A mobile ad hoc networknanetconsists of a collection
of wireless mobile nodes forming a dynamic autonomous Il. RELATED WORK
network through dully mobile infrastructurd1]. Nodes
communicate with each other without the intervention of The presence of mobility implies that links make and
centralized access points or base stations. In such a mgeak often and in an indeterministic fashion. This dy-
work, each node acts both as a router and as a host. Dagic nature makes routing and consequently QoS sup-
to the limited transmission range of wireless network irport in these networks a challenging task. Further, since
terfaces, multipldopsmay be needed to exchange datée quality of mobile nodes (in terms of their connectiv-
between nodes in the network, which is why the literatuity to the network, e.g. enough battery) varies with time,
sometimes uses the tenmulti-hopnetwork for a manet. present QoS models for wired networks are insufficient
Therefore, multiple links may be needed to reach the dégr such networks.Integrated service@intserv) [2] and
tination from the source. Mobility of the nodes causeBifferentiated service@Diffserv) [3] are the two basic ar-
link changes. Hence, ad hoc networking becomes a cheltitectures proposed to deliver QoS guarantees in the In-
lenging task. Many critical issues need to be addressiétinet. A variant of these two architectures: a Flexible
such as routing, multicasting, QoS support, and securigoS Model for Manet (FQMM) [4] has been proposed
This paper presents extensions that facilitate QoS supg@rad hoc networks.
to applications when a reactive routing protocol is being

used by the network o Integrated services -ntserv architecture allows

sources to communicate their QoS requirements

Arouting protocol is the mechanism by which usertraf-  to routers and destinations on the data path by
fic is directed and transported through the network from means of a signaling protocol such as RSVP. Hence,
the source node to the destination node. Quality of Ser- Intserv provides per-flow end-to-end QoS guaran-



tees. IntServ defines two service clasgesranteed the recipient of packets sent by the node, either as the ac-
serviceand controlled load in addition to the best tual source of the packet or as an intermediate node along
effort service. The guaranteed service class guaranpath from the source to the destination. In the literature
tees to provide a maximum end-to-end delay, andrslated to routing strategies used in mobile ad hoc net-
intended for applications with strict delay requireworks, we find three different classes of routing including
ments. Controlled load, on the other hand, guaraproactive, reactiveandhybrid [5]. This paper addresses
tees to provide a level of service equivalent to be§oS support for reactive routing protocols. However for
effort service in a lightly loaded network, regardlesthe sake of clarity, we describe briefly each of classes.

of network load. This service is designed for adap- s k K of for all o
tive real-time applications. As is the case in the In- Protocols keeps track of routes for all destinations have

ternet, Intserv is not appropriate for mobile ad ho@e advantage that communications with arbitrary desti-

networks, because the amount of state imcorm(,j‘,[i(l;liziltions experience minimal initial delay from the point

increases proportionally with the number of flows?f view of the application. When the application starts,

which results in scalability problems. a route can be immediately selected from the routing ta-
. Differentiated services Biffserv architecture avoids P€- Such protocols are callpiactivebecause they store
the problem of scalability by defining a small numFoute information even before it is needed. Certain proac-
ber of per-hop behaviors (PHBSs) at the network ed ige routing protocols are Destination-Sequenced Dis-
nce Vector (DSDV), Wireless Routing Protocol (WRP),

routers and associating a different Diffserv Cod _
Point (DSCP) in the IP header of packets belongi Iqbal State_ Routing (GSR) [6], Clusterhead G_ateway
itch Routing (CGSR). A comprehensive review of

to each class of PHBs. Core routers use DSCP 3¢’ _ _
differentiate between different QoS classes on pép_ese strategies can be found in [7].  To overcome

hop basis. Thus, DiffServ is scalable but it doetehe wasted work_ in maintaining unrequired r_outes,—

not guarantee services on end-to-end basis. Thigigmand or reactive prptocpls have_ begn des'g”ed- In
a drawback that hinders DiffServ deployment in thirese _pr_otocols, routing mformathn IS at_:qwred only
Internet, and remains to be a drawback for manet‘é@en it is actually needed. Reactive routing protocols

well, since end-to-end guarantees are also requirdd’® the overhead of maintaining unused routes at each
in rr’\anet In Diffserv, we can identify three dif_node, but the latency for many applications will drasti-

ferent classesexpedited forwardingassured for- cally increase. Most applications are likely to suffera_lon_g
warding andbest effort Expedited forwarding pro- dglay when they start because a route to the_ de_stlnatlon
vides a low delay, low loss rate, and an assurdy! _have to be acqwred before the communication can
bandwidth. Assured forwarding provides guararPe9in Some reactive protocols are Cluster Based Routing

teed/expected throughput for applications, and bestetoco! (CBRP) [8], Ad Hoc On-Demand Distance Vec-
effort which provides no guarantee. tor (AODV), Dynamic Source Routing (DSR), Tempo-

FQMM —a Flexible QoS Model for Manet - is aISOraIIy Ordered Routing Algorithm (TORA), Associativity-
proposed for mobile ad hoc networks [4]. Thiased Routing (ABR), Signal Stability Routing (SSR),
model selectively uses the per-flow state property 5PCaton Aided Routing (LAR) [9]. Hybrid routing pro-
IntServe, while using the service differentiation O?OCOIS aggregates a set of nqdes |n.t(.) Z0nesin the network
DiffServ. That is to say, for applications with hightopology. Then, the network is partitioned into zones and
priority, per-flow QoS guarantees are provided. Owoactive approach is used within each zone to maintain

the other hand, applications with lower priorities ariouting informati_on. To route_packets between differ_ent
given per-class differentiation. zones, the reactive approach is used. Consequently, in hy-

brid schemes, a route to a destination that is in the same

In view of the different QoS architectures presentetpbne is established without delay, while a route discovery

above, the main question isdow can a routing proto- and a route maintenance procedure is required for desti-

col be extended to support QoB@r this purpose, we ex- hations that are in other zones. The zone routing proto-
plore some issues in ad hoc routing. One of the issue® (ZRP) [10], zone-based hierarchical link state (ZHLS)
with routing in ad hoc networks concerns whether nodéguting protocol [11], and distributed dynamic routing al-
should keep track of routes to all possible destinations, @@rithm (DDR) [12] are three hybrid routing approaches.

instead keep track of only those destinations that are ofThiS f bresents an overview of the extensions that
immediate interest. A node in an ad hoc network does not paper presents an overview ot the extensions a

need a route to a destination until that destination is to tr)TéUSt be made to re?‘c“ve rou'Flng strategy in an ad hpc
network so that Quality of Service guarantees may be in-



corporated in these networks. In section lll, we give aion layer requirements must be translated into meaningful
intuition for our quality of service model. We suggest ametrics. Then, a reasonable combination of these metrics
approach which considers the characteristics of manet drave to be mapped onto QoS classes in such a way that
tries to emulate both end-to-end service managementtioé path computation complexity doest make route de-
Intserv while maintaining the scalability and per-hop setermination impractical. We believe that this separation
vice differentiation of Diffserv. In section IV, we describds desirable because the quality of service that an appli-
the basic routing strategies in ad-hoc networks along witlation requires depends on the “quality” of the network
suitable extensions so that they may implement QoS. (see Fig. 1). We propose several network layer metrics to
section IV-B, we illustrate our extensions with the aid oéstimate this quality which may be reflected by stability,

an example. We conclude the paper in section VI. battery and buffer level of the nodes forming the ad hoc
network.
Application Application 1:
[1l. INTUITION OF 2-LAYERED QOS MODEL Quality-of-Service 1
Layer Requirements X
With the introduction of real-time audio and video ap- ‘Qos Llass‘es :
plications, specifically two-way voice communications “‘
(example telephony) into mobile ad hoc networks, the Network Quality !
communication path that is selected between the nodes l l L |
has to meet additional constraints (of latency or bandwidth Network NLM Quality !
for example). In addition to the destination node, the ap- Layer N St AP
. . . . power" and "buffer") H
plication must also supply the constraint parameters (i.e., TTTTT oI Tmmmees
Protocol Stack QoS extension

its QoS parameters) to the routing layer so that a suitable
path can be found. The routing protocols that support QQ_% 1. Global view of our extension proposal

must beadaptiveto cope with the time-varying topology

and time-varying network resources. For instance, it is Inthe process of generating paths from the source to the
possible that a route that was earlier found to meet certaiestination, additional parameters (stability, buffer level
QoS requirements no longer does so due to the dynaraitd available battery) other than the hop-count are used.
nature of the topology. In such a case, it is important th&ihe objective of the network layer metrics is to avoid un-
the network intelligently adapts the session to its new armlanced network utilization while minimizing the net-
changed conditions. work resource consumption. Therefore, there is a trade-

o . off between load balancing and resource conservation.
Unlike fixed networks such as the Internet, Quality of;,, application layer metrics are employed by fzh

Service support m_moblle ad hoc networks _d_epends "Qlection procedurat the destination node. They attempt
onI_y on thecongestl_o_n statbut also _on_theno_blllty rat_e to select the most suitable path according to application
This is becausenobility may result in link failure which o jirements. At a fundamental level, network layer met-
in turn may result na broken path. Furthermorg, an 3fts are node leveldgcal) metrics, while application layer
hoc netwark potentially has_ Ie_ss resources tha_n fixed Nfletrics are path levep{obal) metrics. In this sense, the
works. Therefore, more criterion are required in order 0., i layer metrics become a primary metric and the

capture the quality of the links betwe_er_1 nodes. We Ior‘é’tbplica‘tion layer metrics become a secondary metric.
pose to measure thguality of connectivityand use it in

the route discovery procedure. Further, we propose netdn order to keep the routing overhead low and support
work layer metrics and application layer metrics as ttast routing decisions in QoS routing, we associaséte
additional constraints to the conventional ones to detdo the available network resources. In the path genera-
mine paths between a source and a destination. Netwtida phase, the nodes use this state information to generate
layer metrics determine the quality of connectivity in orpaths according to the available network resources. Then
der to generate the paths with good quality. On the othiarthe path selection phase, this state is used in conjunction
hand, application layer metrics select exactly one path awith the desires QoS class to select the most suitable path
of the paths with good quality according to the applicaaccording to the application requirements. Furthermore,
tion requirements. That is why, we propose a two-layerége state associated with the selected path may be reused
architecture to deploy quality of service in ad hoc nett the source node tshapepacket streams according to
works. In order to incorporate these requirements in thiee available network resources. The model differenti-
path determination mechanism, the network and applictes services and provides soft guarantees to network re-



sources for an admitted application by usirdass-based
weighted fair queuingCB-WFQ) at intermediate nodes.
Finally, we also consider the possible scenario in which
nodes may lie about their states, and propose a mecha-
nism to avoid malicious behavior.

In this section, first we explain how nodes maintain
their quality in terms of states in the Network Layer Met-
rics (I1I-A) and how these metrics are used and evaluated
in the path generation procedure (l1I-B). Then, we ex- )
plain the Application Layer Metrics (l11-C) that specify
the application QoS constraints. Further, we explain how
applications are classified into different QoS classes in our
model, and then propose a mapping of these classes onto
the appropriate network layer metrics(lll-D). In (llI-E)
we describe the shaping procedure. Finally, we explain
service differentiation at nodes (l1l-G) and address issues
that prevent malicious behavior of nodes in our model us-
ing the status concept and buffer management (I11-H).

A. NLM- Network Layer Metrics

As stated earlier, the network layer metrics are used
during the path generation procedure in order to indicate
the kind of service requirements that can be met by the
generated paths. The main objective of NLMs is to pro-
vide a trade-off between load balancing and resource con-
servation. Therefore, they control and maintain the net-
work performance. We define four network layer metrics:
hop count, power level, buffer levednd stability level
Since hop count is already a minimization metric in all
routing protocols, we refer to the other three network layer 4
metrics: power level, buffer level and stability level as the
QoS stateNote that &Q0S states internal to a node and
it is periodically evaluated by each node. TQeS state
of a particular node reveals whether the nod®isedto
beselfishor not. In theselfishmode, a node ceases to be a
router and acts only as a host. We assume that a node peri-
odically broadcasts its network layer metrics to its neigh-
bors in the form of é&eacon indicating its presence and
its QoS state

1) Hop Count: The hop count corresponds to the num-
ber of hops required to a packet to reach its desti-
nation. Note that the hop count metric is related to

resource conservation, since a path with fewer hops
is preferable.

Power Level: The power level represents the

amount of available battery level (i.e. energy). This

2)

of a node in terms of available battery. We clas-
sify the QoS state in terms of available battery into
high, medium low andselfishstates corresponding

to each of the four two-bit codes. For example, a
highQoS state may be indicated if the available bat-
tery is between 75% and 100%, and a node may ex-
hibit selfishbehavior in case its battery is lower than
25%. Intermediate battery levels may be classified
into mediumandlow states.

Buffer Level: The buffer level stands for the avail-
able unallocated buffer. Like the power level, this
metric is also related to load balancing. It represents
anode’s internal state, and we assume that a node is
capable of determining its staté. Note that if the
buffer level of a particular node is low, then this im-
plies that a large number of packets are queued up
for forwarding, which in turn implies that a packet
routed through this node would have to experience
high queuing delays. This metric is also translated
into a two-bit code which indicates the QoS state of
a node in terms of available buffer. Once again, a
two-bit code is used to indicatggh, medium low

and selfishQoS state in terms of the buffer level.
A high QoS state indicates that the corresponding
node no packets queued up for forwarding, while
selfishQoS state shows that the available buffer is
less than 25 percent of its size. Since there is a
slight delay between the broadcast of this metric
and its use, instantaneous buffer-level may be mis-
leading. Hence, a node should maintain the average
buffer-level. Exponentially weighted moving aver-
age (EWMA) may be used.

Stability Level: We define the connectivity variance
of a node with respect to its neighboring nodes over
time as the stability of that node. This metric is used
to avoid unstable nodes to relay packets. We esti-
mate the stability of a node as:

_ |Nl‘o N Nl‘1|

tab(z) = ———
stabte) [ Nio U Ny |

Ny, and Ny, represent the nodes in the neighbor-
hood ofz at timest; andt, respectively. Note that,

t; — to denotes the time period in which nodes ex-
change beacons. A node is unstable if a large num-
ber of its neighbors change. Further, if most (or all)
of the neighbors remain the same at the two times
t; andtg, then we call this node stable. Note that
N, N Ny, (the numerator oftab(z)) denotes the
set of nodes that have remained in the neighbor-

metric is related to load balancing. It is translated:note that it is trivial to determine the power and buffer level since
into a two-bit code that indicates the QoS stat&node can directly read from its battery and its buffer.



B. NLM Evaluation for Path Generation

hood ofz between timeg, and#;. The denomi-  Recall that we use a two-bit code to capture the power,
nator of stab(x) is a normalization term. A nodebuffer and stability levels and classify them intagh,
hashigh stability if none of its neighbors changemedium low and selfishstates respectively. In comput-
(N¢, = Ny,) , in this case we havetab(z) = 1. ing the corresponding codes for these metrics on paths,
A node isunstable(no stability), if all its neigh- we first map these states to the §&t2, 1, 0} respectively,
bors changel{;, N Ny, = ¢), in this case we have evaluate the metrics for the paths as given above, and then
stab(z) = 0. We say that a node h&sw stability if unmap the result back to these codes using a ceiling func-
0 < stab(z) < 0.5 and that it hasnediumstability tion.

if 0.5 < stab(z) < 1. A two-bit code maps the sta-
bility to four QoS states ohigh, medium low and
no stability. For the sake of conformity with other
metrics, if a node haso stability, we say that it has
selfishstability.

C. ALM- Application Layer Metrics

The application layer metrics are employed by the path
selection procedure which is carried out at the destination
node. Indeed, they giveraflectionof paths’ class for the
application based on the information provided by the net-
work layer metrics. This reflection is a basis to compare

In the path generation phase, network layer metrics aff generated path, and select the most suitable one.
propagated through the nodes of generated paths. With
the exception of hop count- which is simply the num- « Delay: The delay is the total latency experienced by
ber of hops required to reach the destination, we use & packet to traverse the network from the source to
concave functions to represent the network layer met- the destination. At the network layer, the end-to-end
rics corresponding to a path given the values of these packetlatency is the sum of processing delay, packe-

metrics for individual nodes on that path. Suppd3e
is a path between source nod@nd destination nodé

tization, transmission delay, queuing delay and prop-
agation delay. Queuing delay contributes most sig-

(that is P is a sequence of (non-repeating) nodes, hence nificantly to the total latency and all other delays are

P=<smn,...
of these metrics fofF’ is:

The power level ofP is represented by the node with

negligible. Hence, it is appropriate to estimate the
total latency experienced by a packet by the queu-
ing delay experienced by the packet as it moves from
the source to the destination. From the two metrics:

, i, d >). One way to estimate the value

P.hop = Z 1

n€P\{s} average buffer levefsayb) andhop count(say k),
) one can estimate the queuing delay experienced by a
P.power = neP\(sy PO packet as - (r — b)/c, wherer is the buffer size and

c represents the total link throughput. Recall that
represents the average unallocated buffer, and hence
r — b denotes the average buffer occupancy.

o Throughput: The throughput is defined as the rate
at which packets are transmitted in the network. It
can be expressed as the peak rate or the average rate.
Note that the throughputis reduced because of packet
loss, that may be caused by link failure due to node

P.buffer = ( Z n.buffer)/P.hop count
n€P\{s}

P.stability = min n.stability
neP\{s}

the least power o. Similarly, the stability level ofP

is represented by the node with the least stability. In-
deed, this is appropriate for the route generation proce-
dure, since a route is rendered broken even if one inter-
mediate node has no power or stability. Further, on a path
that routes application traffic, all nodes must have have
enough battery and stability to support forwarding of the

packets of this application. The buffer level Bfis esti-

mated as the average over the buffer levels of the interme-
diate nodes. Paths with higher network layer metrics are

preferred in the path selection phase.

mobility and congestion. Assuming that each node’s
throughput isc, the throughput for an end-to-end
connection can be estimated %%ﬁ

Cost: The cost metric considers the economic as-
pects of providing services in an ad hoc network.
Each node needs incentive to act as a router and
forward other nodes’ packets. Depending upon the
QoS statef the node and some other parameters, a
node may decide tchargea flow that routes packets
through it. We estimate the cost metric of a path as
an additive function, where each intermediate node



adds itscharge The application specifies a cost thaE. Shaping
it is willing to pay for transmitting its packets, and
amongst the paths of a cost lower than the bearableAt this stage, source node knows the QoS state of the
cost, a path is selected based on the other QoS cé&glected path to reach the destination. If the QoS state
straints. In our model, we make a simplifying ascorresponds to therimaryapplication requirements, then
sumption and assume that cost is reflected by the hd@ta transmission occurs without any delay. Otherwise,
count. source node needs shapeits traffic. Note that, shaping
is the process of delaying or dropping packets within a
traffic flow to cause them to conform to the QoS state of
the selected path [13]. To decide whether to delay or drop
the packets, a node checks the application requirements.
If the application is delay sensitive—i.e. class, then the
dropping approach may be used. Although this approach
We define three QoS classes for the destination to $eplies an increase of loss rate, the probability of the path
lect the best available path. Class | corresponds to dpiure is reduced as it avoids an extra delay. On the other
plications that have strong delay constraints, for examgt@nd, if the application requires low loss rate— i.e. class
applications with real-time traffic such as voice. The col, then the delaying approach is more appropriate since
responding service of this class in Diffserv is referred to de path supports an extra delay caused by this approach.
expedited forwardingnd in Intserv to aguaranteed ser-
vice The well-known port for this class MAT. We map
this class to the delay metric at the ALM, and to the buffdr: Path Stability Period
level and hop count at the NLM. Therefore, the path se- - )
lection procedure attempts to extract a path that has min-1 N€ Stability level (in theQosS statpcan also be seen
imum delay on the basis of the average buffer level aRg & Wldtth_se metric sm_ce_lt is considered for all QoS
hop count. We assume that queuing delay of a paclgéqisses. It aims at e;tab!lsh!ng the mo_st stable path from
is a good estimate of its end-to-end delay. Class II {he source to the destlna_ltlonln ord_e_r to improve Fje_lay per-
suitable for applications requiring high throughput sucfprmance due to pf_;\th fallure_. Stability level metrl_c is used
as video or transaction-processing applications. The si-capture thelurationfor which the communication be-
vice of this class is referred assured forwardingn Diff-  'Ween the source node and destination node may remain
serv anccontrolled loadin Intserv. FTp andHTTP are the Unbroken. This duration is callestability period The
well-known ports for this class. We map this class to tH&tionale relies on the fact that a high stability indicates
throughput metric at the ALM, and to the buffer level an§Vith & large probability) a low state of node mobility,
hop count at the NLM as in the first class. Finally, Clas¥hile a low stability indicates (with a large probability)

Ill traffic has has no specific constraint (best-effort). Thid high state of mobility. For a path between the source
class is referred to thbest effortin both architectures, "°des and the destination node one way to estimate the

and is routed on the minimum hop path, like conventiongf@Pility period is:

routing protocols. Table | shows the defined QoS classes SP = P.stability - T
together with their ALM constraints and the correspond-

ing NLM. A detailed description of how the application
layer metrics (ALM) are mapped on to the network Iayei
is given in (111-C).

D. QoS Classes and Metrics’ Mapping

; where T is the beaconing period for stability evalua-
ion (see 1ll-A). Note that if the stability period of a par-
ticular path is equal to the beaconing peribdthen this
implies that all nodes on this path are stable, and hence
the connection is expected to remain unbroken for the en-
tire periodT'. Stability period if used to estimate tliée

of a discovered path. If the stability period of a path is

TABLE |
QO0S CLASSES& M APPING

Class ALM Constraint Mapped NLM Iqw, then a new path ger?e_rat_lon phase is expect(_ad to be
triggered soon, because it is likely that a link on this path
Class | Delay Buffer & Hop Count . 7 . .
would go down (it has low stability). This is a desired
Class I Throughput | Buffer & Hop Count behavior for the delay sensitive application. On the other
Class Il | No Constraint Hop Count y PP

hand, if the stability period of a path is high, then this path
has a londife.



G. Service Differentiation in Nodes H. Status Concept and Buffer Management

In this section, we propose an analogy of DiffServ ar-
chitecture proposed for the Internet, which extends our 1he model we have proposed for QoS support so far

model to provide a mechanism that guarantees the rigRnsiders network layer metrics in the process of path

work resources for an admitted application on per-hop bg€neration. As mentioned earlier, a node broadcasts is
i QoS statdpower, buffer and stability level - refer I1I-A)

sis.
to its neighbors periodically. Th@oS statef a node re-
=L Outgoing flects its ability to act as a router. If tligoS statef a node
class 2 traffic . . .
—*j]ﬂ]—:&@— is selfish then it ceases to behave as a router and does not
CSE I Server take part in the routing protocol.
Fig. 2. Service Differentiation in an Ad hoc Node Since theQoS statés propagated by a node itself, it is

possible that a node to behavealiciously and pretends
_ _ _ to be in theselfishmode. While propagating it90S state
To_ achleve_ this, W€ propose using t_htm;s-based a node mayincorrectly broadcast poor resourcese(fish
weighted fair queumg[CB-V_\/FQ) schedl_JImg in ad hoc QoS statgthat render iselfish In such a case, other nodes
”Oqes- Clas_s-base-d WFQ is the extension of_the §tandirﬁrﬂ16 network will not choose this node as their next hop.
Welg_hted fair queuing (WFQ_) [14], [1_5] functionality ©Note that the distinction betweemnaalicious nodeand a
provide support for user-defined traffic classes. In C:l?’i'(_)deforcedto be inselfishmode is entirely personal, and

WFQ, aqueue IS res_erv_ed for each QoS class, and traffig enyork has no means to ascertain whether a particular
belonging to a class is directly forwarded to the queue far 4 is lying about itQoS state

that class, see Fig. 2 for details. After packets are as-
signed to their corresponding queues, they receive prior-We propose a scheme where packets generated by un-
itized service based on user-configured weights assigreadfish nodes are preferred during forwarding, and pack-
to the queues. We define QoS classes in Tables I. In @ts generated by nodes that have remaisafishfor a
approach, classification is performed by a source nodelohg time are dropped preferentially. This assures a node
source node assigns a QoS class to a packet by taggimat has been in the router mode for a long time that its
a (two bit) code to the IP header of each packet belormackets will be forwarded through the network. On the
ing to an application. No further classification is requiredther hand, a node that has been in $ske#ishmode for
at the intermediate nodes. Upon arrival at an intermediadong time receives poor service. We introducsta
node, a packet is directly placed to the queue associatetLismetric with each node that reflects its service to the
its QoS class Hence, each queue buffers packets belomgtwork. Intuitively, this is explained as follows: If a
ing to the sam&oS classlin this model, the packets thatnode has remained in tiselfishmode for a long time (low
reside in the same queue may belong to different applicdatug, then for this duration, it has not been forwarding
tions with the same QoS class. other nodes’ packets (or it has not been acting as a router.)
_ _ _ Hence, it is fair for the network to give poor services to a
Finally, the server services packets from d'ﬁere%de that gives it poor service. Note that our scheme dis-

queues based on the priority of the queue, which COrr&iurages nodes to Imealiciousby providing them with an
sponds to the weights set for each queue in every noge.. e to act amuters

Example of weights for each queue at the node can be set

such that, class | service occupies 60% of the CPU times|n the path generation process, a node is selected to be
class Il service 30%, and class Ill service gets 10%. Thethe path for a particular destination based on parame-
weights in CB-WFQ are necessary to guarantee minimuers likepower level buffer levelandstability. Intuitively,
bandwidth to each QoS class, this also prevents completikile generating paths and determining next hops, a node
starvation of applications with lower priorities. Furtherasks itself: Based on the application requirements, the
more, the unused capacity in CB-WFQ is shared amon@xiS state of my neighbors and my view of the network,
other classes proportional to their weights. Traffic belong#hich node must | select as the next hditls query fa-

ing to class | has strong delay constraints, and hence maiitates optimization of network resource and QoS sup-
be forwarded with a priority, and this is captured by seport. To avoidmaliciousnodes, and discourage nodes to
vice differentiation. Hence, using CB-WFQ, a node gualpe selfishover long periods of time, we propose an addi-
antees QoS resources of an admitted application througimal query. Upon receiving a packet that a node has to
scheduling. route, we propose that it also asks its&8&sed on theta-



tusof the source node and my available resources, should om0 7 @t
| forward this packet at all? poer vt .

Power Level: M

Buffer Level: L
Stability: M

With this intuition for thestatusof a node, it remains poverLeve
to mapstatusonto an appropriate metric. We desire that ot 2
the statusmetric reflect the duration of time a node has Fowrlen
been in service to the network (as a router). A node with
higherstatuss one that has spent a larger fraction of time Bt Levt
servicing the network. One simple way in which a node

x may estimate thetatusof nodey is by monitoring two

Buffer Level: L

N
N
Stability: M
v poverLeve
4 Buffer Level: H

10 Stabilty: M
Buffer Level: H Power Level: M
Stability: S
Power Level: H

Buffer Level: M
o Sebilly H
Power Level: H

Buffer Level: M

variables: the number of beacons receivedebiyom y Pover e
that reflecty unselfish (call this numbeW,[y]), and the
total number of beacons received byfrom y (call this

numberN[y]). The status(R[y]) of y as perceived by
nodez is then:

Fig. 3. Example for QoS support reactive strategies. A 10-node
topology with theQoS statef each node specified.

In a reactive strategy, several paths may be generated
(in the path generation procedure) between the source
R[y] N[yl node and the destination node. The destination node uses
Ny] the QoS statef the path request in conjunction with the
QoS class of the application to extract the most suitable
Using this formulation, a node needs to update two efath according to the application requirements. To give
tries upon receiving a periodiQoS statebeacon. Note the intuition of our model, for example if the destination
that0 < R[y] < 1. Hence, the computational overheadeceives two pathsfy and ) with different hop counts
placed on a node is not large. Two buffer managemdht andhz, ki > hs), different average buffer levels,(
schemes are possible. In the first one, an overloaded néddbz, b1 < b2 ), and equal stability level; then it may
may choose to drop the packets of nodes of lostatus seIecth if the application isFTP (since FTP applications
In the other one, the protocol specifies a threshold, afRpuire low loss rate), while it may selekt if the appli-
if the status of a particular sender is below this thresholéation is voice (since audio applications require low la-
then packets from this node are dropped. tency).

IV. 2LQOS EXTENSIONS FORREACTIVE ROUTING B, Example
ProTOCOLS

_ Consider the topology of a MANET with 10 nodes de-
A. Basic Idea scribed in Fig. 3. The topology is modeled as an undi-

_ _ rected graph(G = (V, F), whereV represents the set
Reactive route generation (or on-demand route 9€N&f mobile nodes, and denotes the set of edges. There
atipn) refers to a routing philosophy in which route; Al&xists an edge between two nodes if they are in the trans-
built only when necessary in response to data traffic dgission range of each other (that is the distance between
mands at a source node. In a QoS supported reactive 1o, s ess than a fixed rading TheQoS statdor each
ing strategy, the source nodes broadcasg8 path re- node are given alongsided stands forhigh, M stands
questfor the destination that it wishes to communicatg, medium I stands folow, S stands fosselfish(see Ill-

with. The path request, in addition to carrying the traffig‘)_ Thesecodesindicate the quality of a particular node
ID of the required flow (source, destination and port NUM +arms of the corresponding metrics

ber) also carries the desir€bS classthe QoS stateand

the hop count. The QoS class identifies the service that isFor example, node 8 hasediumavailable bufferhigh
required by the application (see Table I). It is also usexability, andmediumpower level. On the other hand,
to assign packets to their appropriate queues (refer lllI-@pde 5 hatow available buffermediunstability andhigh

As stated earlieiQoS statef a path represents the powerpower level. Suppose that the network is routing a flow
buffer, and stability levels of a node (see IlI-A). T@®S from node 1 to node 2. Hence, the available buffer lev-
stateis evaluated and updated as the path request messgigat the intermediate nodes (node 5 and node @pare
traverses the network (refer 111-B). Next, suppose that an application at hode 3 requires to



send data to node 4, and that the QoS requirement of thi¥. 2LQ0S EXTENSION FORPROACTIVE ROUTING
application is delay constraints along with stability. STRATEGIES

We illustrate QoS support in reactive protocols through L ‘|
AODV (ad hoc on-demand distance vector) routing proto- | "€ 2LQ0S strategy of considering network layer met-
col[16]. We assume that each node kn@eS statef its rics while path generation and path selection can also be
neighboring nodes based on the information provided Wlopted for routing protocols that use proactive strategy

beacons. When node 3 requires to send application d gsed on link state. In a link state proactive routing pro-
tacol, each node maintains a view of the network, and in

to node 4, it initiates a route discovery process to loca ) i
node 4. This process generates several paths includ%qer to determine paths to destinations, runs the shortest

< 3.10.4> < 3.56.4>and< 3.7.8.9.4 >. The path algorithm on its view of the network topology. If the
destination node choosess. 10.4 > which is the fresh- Networklayer metrics are embedded in the broadcast mes-

est and shortest path (see Fig. 3). However, this path is ##9€ Of €ach node, then a node will maintain a view of the
most unstable path because of the node 10 (selfish statdfgWOrk topology along with the network layer metrics of

fer 11l-A) and risks to encounter the path failure during th§ach node. Thus, it is possible to ru;l thl_e Ehortest path
packet transmission. algorithm with the cost associated with a link depending

on these network layer metrics. Depending upon the QoS
If AODV is extended with the proposed QoS, then pattdass of the application layer, the cost associated with a
with selfish nodes will be avoided. This means that tHimk may be chosen based on one or more network layer
route discovery process of AODV will generate two path®etrics.
including< 3,5,6,4 >, and< 3,7,8,9,4 > (see Fig. 3). ) ) )
At the first stage, this indicates that all the paths via node 2-Q0S €xtension for distance vector proactive rout-

10 have been dismissed, hence leading towards load B3 strategies is ambiguous because in the distance vector

ancing and congestion avoidance. If node 3 desires fig&!ting protocol, each node maintains a routing table with

best effort service (class I11), then node 4 will select the¥actly one next hop for each destination. Clearly, in or-
path< 3,5,6,4 >. Otherwise, node 4 extracts the NLvAer to have support for different application classes, there
of both paths—i.e. hop count = 3, powemedium buffer mu_st b_e_a choice from more than_ one paths. queyer,
= low, stability =mediuntor the path< 3,5,6,4 >; and malntalrung two paths corresponding to each destl_n_atlon
hop count = 3, power #nedium buffer = low, stability results in extra routing overhead: namely an additional

= mediumfor the path< 3,7,8,9,4 >. Note that, node routing table.

4 receives the evaluated and updated NLM (refer 111-B).

Then, it determines the appropriate metric according to

the desired QoS class and computes that metric (refer IlI- VI. CONCLUSION
C). Obviously, it selects the path 3,7,8,9.4 > if the

application requires more than the best effort service. Al- This paper have presented a quality of service model

though the se_lected path has ‘r_jl Iar_ger hop_count, unlike ?B?routing in mobile ad hoc network, denoted as 2LQo0S—
shortest path it meets the application requirements. The{ o-layered quality of service. We suggest an architec-

fore, packet_s belonglng_to_the dn‘f_erent QoS classes Wiire that separates network and application layer metrics
be rou'Fed differently. Slmllarl_y, this _Ieads towards loa achieve two objectives: firstly to avoid unbalanced
balancing of the network and improving the performancrgiaetwork resource utilization while minimizing their con-

of AODV. Next, the traffic will be shaped at the SourC(gumption; and secondly to select a path to meet applica-

node if the selected path does not meet the appllcatlop fi5n requirements. In future work, we will address the per-

quirements. This avoids network congestion and also it e evauation of certain well-known routing proto-

proves the performance of AODV. Finally, the path forth@ols such as AODV and DSR with and without 2L.QoS to
priority classes (I & Il) will berenewedbefore the path make a comparison between them

unstability period starts (refer 111-F). This is done to avoid
path failure as the network topology may change after a

certain time, which is a desired property for certain ap-

plications. However, nodes may also have unanticipated ACKNOWLEDGMENT
behavior that may cause path failure. In this case the route

maintenance used in AODV is triggered in addition to the The authors wish to thank Idirs A. Rai, Yan Moret, and
previous mechanism. Pietro Michiardi for their useful discussions.
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