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Abstract—This paper studies fundamental properties of show that mesh based architectures are able to provide
stream-based content distribution services. We assume the bounds on the receiving delay and maintain rate fluctua-
presence of an overlay network (such as those built by tions due to system dynamics very low. Additionally, given
P2P systems) with limited degree of connectivity, and we the tight relationship between the stochastic process and
develop a mathematical model that captures the essential the properties of the distribution protocol, this methodology
features of overlay-based streaming protocols and systems gives basic guidelines for the design of such protocols and

The methodology is based on stochastic graph theory, systems.

and models the streaming system as a stochastic process, Index Terms—Modeling, Stochastic processes, Per-

whose characteristics are related to the streaming protodo formance analysis, Simulation, Peer-to-Peer, Streaming,

The model captures the elementary properties of the Graph-based protocols

streaming system such as the number of active connections,

the different play-out delay of nodes, and the probability ¢

not receiving the stream due to nodes failures/misbehavior . INTRODUCTION

Besides the static properties, the model is able to capture The recent success of Streaming based on peer-to_

the transient behavior of the distribution graphs, i.e., the peer (P2P) applications seems to achieve what tradi-

evolution of the structure over time, for instance in the ) ) ) o
tional streaming and multicasting applications have never

initial phase of the distribution process.

Contributions of this paper include a detailed definition achieved: distributed video-on-demand and live broad-

of the methodology, its comparison with other analytical casting on the Internet. Tree based systems[1][2][3]
approaches and with simulative results, and a discussion of that have been proposed earlier coexist now with more

the additional insights enabled by this methodology. Restd advanced mesh-based systems[4][5][6] that are more

resilient to node dynamics and bandwidth variations as
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information transfer. be classified according to the basic structure they use to
In this work we develop a mathematical model basedkliver the content.
on stochastic graph theory that can be used to analyzeSystems such as ALMI [1], NICE [2] and Zigzag
fundamental performance issues of overlay streamiifig] organize the nodes in a tree structure. The stream
services. The level of abstraction of the model allowis received from a single parent and uploaded to a
to study the fundamental behavior under different condset of children (except for the leaves). The differences
tions, yet maintaining a limited complexity. Many studieamong these systems concerns the algorithms used for
analyze astatic graphs that captures the properties addapting the tree in face of the node dynamics. Systems
a snapshot of the network (see [7] and the referencesch as Narada [4], Coolstreaming [5] and PULSE
therein). In our work, instead, we study tdgnamicsof [6] build a mesh structure. Nodes download from a
the graphs, i.e., the evolution of the structure over timeet of nodes, called parents, which can change over
We derive the master equations (MEs) that define thiene. Problems related to delay and synchronization are
evolution of the streaming system in time. The MEsandled according to different heuristics. Other systems
take into account the fundamental characteristics of tlalopt an hybrid approach (e.g., SplitStream [8], PRIME
streaming protocol as well as the bandwidth available f8], Multi-tree ESM [10]), where the stream is distributed
nodes for the streaming application. The model allowssing multiple trees obtaining a structured mesh.
assessing the impact of different protocol choices andThe above distribution protocols were not designed
of bandwidth heterogeneity on the delivery process amdth a performance driven approach as far as delivery
provides insights in how to improve existing streamings concerned. Many proposals use heuristic methods to
strategies. improve performance, but these heuristics are validated a
A fast and effective Monte Carlo integration methodposteriori and protocol parameters are tuned according to
ology is used to solve the mathematical model. Thiaese results. Performance analysis of overlay streaming
solution provided by this method is compared witlsystems received some attention only recently. Most of
other modeling techniques to show the flexibility andhe analytical works focus on tree based structures (e.g.,
computational efficiency of that approach. [11], [12], [13]) or on a specific system (e.g., [14]), but,
The results obtained by the systematic study of dite the best of our knowledge, no study has been done on
ferent configurations show that performance is mainiyjnodeling general mesh-based streaming systems. Only
influenced by the policies related to content formdtl5], [16] and [17] start analyzing such systems, but [15]
(how much redundant information is sent). Mesh basethd [16] consider fluid analysis, finding the conditions
architectures are very robust to failures, even in presengeder which the system can work and [17] adopts a
of high churn and the delay experienced by nodes stagisnulative approach.
bounded. Some recent studies on graph theory analyze the
properties of growing networks [7][18], but the way the
A. Related Work graph structure can grow is not constrained by protocol
In the last few years many solutions have been prodles, thus resulting of little use in the analysis of

posed for overlay streaming services. Such systems daighly structured systems. Our model considers also the



properties of the overlay graph as well as the accesgormation. We assume that each node downloads a
bandwidth variability, and the protocol rules that drivespecific stripeR; from a single node. Downloading the
the graph evolution. In this sense our approach extenssme stripe from multiple parents does not increase the
the general concepts of these theoretical studies to tipality of the received stream. Moreover, each node
specific problem considered. downloads only a single stripe from a given parent, even
In the preliminary version of this paper presented the parent could provide multiple stripes, which limits
in [19] we carried out an initial analysis of overlaythe impact of a parent that leaves.
streaming systems. Compared to that paper, this workEven if the structure is a mesh, looking at the system at
presents the theory and methodology of the analyticalspecific instant, it is possible to identify sub-structures
model and it explains in details how the Markov procedgaside the mesh. If we consider the graph at titrend
describes the evolution of the system over time. Morave consider the nodes that are downloading stipgeit
over, we implement an overlay streaming protocol usinig possible to construct a tree that connects these nodes.
the PeerSim P2P simulator [27], validating the analyticélle call such a tree “diffusion tree.” The whole mesh
results with the simulative ones. can be seen as a set of overlapping diffusion trees [17],
which change over time.
Il. MESH-BASED OVERLAY STREAMING SYSTEMS The evolution of the network is subject to two main
We do not consider here any specific system, but w&ents: node arrivals and departures. We assume that
identify common basic characteristiad recent propos- arrivals and departures are exponentially distributed ac-
als, focusing on hybrid approaches, such as [5][9][10¢ording to rates\(t) and u(t) respectively. The de-
where the mesh is built as superposition of trees, opendence on time makes the model more flexible: for
taining astructured meshConsider an overlay network instance, different arrival patterns, such as flash crowds
built by a P2P application. Once the overlay layer isr more smooth arrivals, can be described. &t be
built, paths between the source and the destinations #te duration of the stream and the mean number of
created following the rules of the distribution protocolnodes receiving the stream at steady state. We consider a
At each hop, nodes both receive the stream and cagituation where a fraction of the nodes joins the stream at
tribute uploading it to other nodes, i.e., they work aime zero, and there is aarrival interval during which
content relay. Since nodes in such networks can appedr) > y(t) until steady state is reached. Fig. 1 shows a
or disappear frequently, the set of nodes from which gample arrival pattern.
node is downloading changes over time. The departure ratg(t) is the inverse of the mean time
spent in the system (sojourn time)(t) at steady state
A. System parameters compensates departures. For a given time inteFyahe
The content is distributed using different stripes. ratio between the cumulative number of nodes that left
Each stripe contains part of the stream (coded, fand the mean number of active nodes dufihi defined
instance, using MDC techniques [20]). A node needss thechurn of the system. A 100% churn means that
R’ < R out of R stripes to achieve a target qualityduring T' the number of the departed nodes is equal to

while the remainingR — R’ stripes contain redundantthe mean number of nodes in the system, i.e., there is



hodes B. Join, Update and Leave Procedures
N Nodes belonging to the initial set start building a
diffusion tree for each stripe. The number of nodes in
Ir?tl)tcliaels 3 each diffusion tree depends on the characteristics of the
‘W‘ time nodes involved such as the bandwidth. Each node is
ervel involved in multiple diffusion trees.
Fig. 1. Sample arrival pattern of nodes joining a stream. When a new node arrives, it randomly chooses an

active node as first contact and then builds its neighbor
list with the help of this node. From the neighbor list,

on average a complete change of the nodes dufing the node selects its parents and connects to them.

Nodes are divided into different classes according to With rate Ay, nodes periodically search among their

their bandwidth. Each clasghas an upload bandwidth "eighbors for new connections in order to increase their

v and a download bandwidtlbff), which can be indegree. For standby parents, the bandwidth is not

either symmetric, asymmetric or correlated, ebg.+ b¢ reserved, so the total number of parents can exceed the

constant, as in a shared medium access. The bandwid@o between the stripe rate and the node download
are random variables described by a probability densiﬁﬂ”dWidth-

function (pdf) that is known (e.g., derived from measure- When a node leaves, all the inbound and outbound

ment studies). connections are canceled. Orphan nodes try to replace

The rate of the streaming iss,. We suppose that the parent that has left. If the parent that has left was in

all nodes have a download bandwidth at least equtzEl]Ie standby set, the node does not react (it simply loses

to the streaming rate. Each stripe has a rate eqLj’;}jﬂbackup parent). If the parent that has left was in the

to rer/R’, and we assume that the server is able f%ctlve set, the node tries to switch the state of a standby

upload all theR stripes, i.e., it has a bandwidth greateparent, i.e., it starts downloading from the standby parent

than Rrey/R'. Each node has a constraint on maximurwat has enough available upload bandwidth. If a node

and minimum number of active uploads that limit théjas no backup parents, there will be a temporary loss of

possible outdegree of the node™ is the maximum quality whose extent depends on the time necessary to

outdegreeand andk™ is the minimum outdegree search for a new parent. The node can either try to look

. ) . for a new active parent immediately or wait for the next
Each node ha® overlay neighbors. Among its neigh-

_ _ Update procedure. In order to keep the model simple,
bors the node selects ifsarentnodes, i.e., those from

L ) we consider only the latter case. In Sect. VI we analyze
which it downloads.R’ parents are calledctive the

o ) with simulations the difference between these two cases.
remaining are calledtandby since they are used as a

backup in case of an active parent faifure . SYSTEM MODEL

The network of contacts among users of a P2P net-

1We borrowed the concept of grouping active and standby piirenworks can be modeled as a graph, where nodes represent

from [21]. the users and edges the neighborhood relationship. When



the users start exchanging data (in our case, they stirat indicates that two nodes are neighbors in the overlay.
receiving and distributing the stream) they use a subsBte overlay graph and the distribution graph can thus
of the available outgoing/incoming edges. The numbée described by the connectivity mati$, where each
of neighbors that are uploading to a node, for instancelements;; describes the relationship between nade

represents the number of parents from which the noded nodej:

downloads the content, and it can be considered as a met- 0 nodesi andj are not neighbors
ric to measure the total rate received, and consequently n  nodesi andj are neighbors and
the quality of the streaming. The focus of our analysis is do not exchange stripes

the characteristics of theistribution graph(see Fig. 2), si; =4 a, nodesi andj are neighbors andis
i.e., the subgraph of the overlay graph, where edges are active parent of; with stripe k

the connections effectively used by nodes. or nodesi andj are neighbors and is

standbyparent of;j with stripe k

O Ow-— 1
s - (1)
° e ° Since each parent can upload onlysigle stripeto
o T—=g Distribution Layer
a node,s;; can assume only the above values. Along
]
with the connectivity matrix, each node has a upload
— Overlay Layer bandwidth that can be represented, for a given stripe

rate, as the maximum number of active children a node
Fig. 2. Overlay and distribution graphs can have.
State transitions are determined by the events join,
In general, the distribution graph is time varying, i-e4eave, and update described in Sect. Il. We assume that
nodes and edges can appear or disappear in time. The rates of these events are exponentially distributed
evolution of the graph can be seen as a stochastic procgss, parameters,, ; and )\, respectively. For each event
with Markovian properties, since the graph at timed? i js possible to find the transition probabilities from a
depends only on the graph at timend the event (join gia1e6 10 a stateS’ that describes the new connectivity
or leave of a node) occurred during. matrix. We will see that each event corresponds to a
set of operations. As a consequence, the corresponding

A. Formal Description of the System transition is not simple and more than one element in
Considering the system at a specific instanve can the connectivity matrix may change.
identify for each node two types of relationship: parents
(or, equivalently, children) and neighbors. For parent?in and Update
we can associate an identifier of the stripe exchang@tie join procedure is composed by two steps: node
— different identifiers are selected in case of active arrival and connection to stripes, with the latest being
standby stripe. equivalent to an update procedure.
Let a;, andoy, be the identifier of stripé:, when it is In the arrival procedure the arriving nodebuilds the

active and standby respectively. Letbe the identifier neighbor set. The number of initial neighbors is equal to



B. Since neighbors are randomly chosen, the new stdtgt node 5 is still not receiving any stripe.
will have a new row and a new column filled withfor

each neighbor relationship. The possible transitions are 0 a1 a1 n 7
given by the combination oBB elements out ofV total

nodes with equal probability. S —

az 0 asz 7
In the update step, a node receives from each neighbor as as 0 7
i a vectorV; ; containing the (active) stripes the neighbor n 0 n n 0

can provide. The vector haB elements and element

. . . Fig. 4. State reached after node 5 has joined the overlay.
k contains the value ofy if the neighbor has the g ! y

stripe, otherwise it contains zero. Within each of the

vectors received, the node selects randomly one of theFrom the definitions in (1), rowb represents the

available stripes, independently (and asynchronousty) f((:)hlldren of node, while columnb represents the parents

each parent. Given the vectors, it is possible to buil%llc node b. Node 5 now receives from its neighbors

all the possible combinations of stripes downloadablg® following vectors:i s = [0, az, as] from node 1,

from the whole neighbors’ set (the possible combina® = [e1, 2, 0] from node 3, andVy 5 = [0, a2, as]

tions include the different order of arrival and selectiorflrom node 4. Tablel reports in the first row the three

of parents). Since the selection is random and doHSCtors‘/i’5 received by node 5 from its neighbors 1,

independently neighbor by neighbor, each combinatiogri and 4. The following rows in Tablel are the four

has equal probability. In the Appendix A we give théJossmle combinations (see Appendix A for details) of

procedure that finds all the possible combinations. In tr(]jeownloadable stripes.

following we present a small example wifh= R’ — 3, The selection strategy depends on the protocol. Here

ok = 0, 0,0 and @ network with 5 nodes. Assumefor the sake of simplicity we assume that the node

that node 5 has just arrived and built its neighbor sel%: selects randomly the stripe within the vectdf,

the overlay and the diffusion trees are the ones depictgﬁmedlately upon receiving it, so the combinations are

in Fig. 3. all equal likely.

TABLE |
STRIPES NODES CAN SELECT

[0, a2, 3] [a1,az2,0] [0, a2, 3]

s @5@ @5@

from node 1| from node 3| from node 4

. . . . . . a2 (o5} a3
a) neighbor relationships b) stripe a . b) stripea,, b) stripe,,
a3 a1 a2
as a2 0
Fig. 3. Neighbor relationships and diffusion trees of tharegle 0 o o
2 3

when node 5 joins the stream.

The connectivity matrix built upon node 5 joining the Supposing that node 5 selects the last row of Tablel,

stream is represented in Fig. 4, where column 5 identifig® «s, 3] (i.e., node 5 will download the stripe, from



node 3 and the stripes from node 4) then the following B. Applicability of the Model

state will beS’ represented in Fig. 5. The system described in Sect.Il is not meant as a
proposal for a new P2P streaming protocol, but it is

[ 0 o a1 1 7 | an abstract representation of the key features of many
n 0 a ay O protocols like [5][9][10]. In fact all these system share a
S"=|las n 0 as common idea of “striping” the distribution and building a

az as n 0 as structured mesh composed of the distribution trees of the

n 0 n 1n 0 single stripes. Moreover, the choice of the neighborhood

and of the parents is, up to a certain degree, random,

Fig. 5. State reached after node 5 has selected the stripes. . . .
so that considering a purely random choice captures

the common behavior and represents (most probably) a

The t iti bability isP(S, 8’) = 1. Defini
e transition probability is”(S, §7) = 5. Defining lower bound of performances.

the other 3 ible states is trivial. The last
© ofher S possible slates Is fivia e last rowstf The description of the overlay graph through the

without oy, or o, identifies 5 as a leaf node, a state . o .
connectivity matrix is able to capture the essential fea-

(of the node) that can be left only as a consequence of . .
tures of overlay streaming protocols. The details of a

update procedures of other nodes. protocol may influence different aspects of the model:
(i) a protocol may impose different constraints on the
Leave structure (e.g., maximum number of neighbors, i.e. max-
The leave procedure involves multiple interactions Qfhum number of non null elements per row); (i) it
several nodes. When nodeleaves the stream it dis- may influence, given a state, the possible states that
appears from all neighbors: the connectivity matBk  can pe reached:; (iii) it may change the transition rates.
will have all zeros in row and columb Nevertheless, the basic structure of the proposed model,
Each node that was receiving an active strigefrom  the connectivity matrix and its evolution according to
the node that has left tries to switch to a standby paregpe protocol policies, remains unchanged. By properly
j (that has stripeh): the corresponding value of thetransiating the protocol policies and constraints into the
connectivity matrix will change froms;, to as. This  connectivity matrix properties and transition rates, the
is done if the standby nodg can upload more stripes. methodology is able to provide insights into the funda-

Otherwise the corresponding value is switched fflom mental performances that can be obtained by different

to zero. The identifiersy, or o of the disappeared gyerjay protocols.

stripe will be set to zero wherever it appears in row

i. The grandchildren of the node that has left will thef¢- Master Equations

try to switch standby parents too. At the end of this The evolution of the graph that describes the overlay
composition of steps, the connectivity matrix reachessireaming systems is a Markov process with state space
stable state that is the final transition. Note that eamnd transitions defined above. The temporal behavior can
step is independent, so the final transition probability ise described using the differential form of the Chapman-

easily computed. Kolmogorov equations, known aMaster Equations



(MEs) [7]. The delay distribution represents the distance of the
Let P(S;,t) be the probability to be in stat§; at node from the source of the stream considering all the

time ¢. The variation of the probability?(.S;, t) in time active stripes the node is receiving. We defiRg?, ¢)

can be expressed as as the probability that node is ¢ hops away from the

6 P(Si,1) = Zwsj,s P(S;,1) @ source at timet, where/ is the maximum among all

the stripes. Similarly to the degree distribution, we can

where wg; s, (t) represents the transition rates fronflerive the total delay distribution

the stateS; to the stateS; at time ¢. The general @

formulation of the Master Equations must be specialized Pt,t) = N(t) ; R (,1) -

for our problem: the transition rates are closely relateﬁihe probability P, (¢, £) can be obtained fron§ in the

to the streaming protocol policies and can be found ‘Ff‘&IIowing way: given a nodé and a stripek, we can

described in the previous section. recursively find the parent that is providing the stripe

(throughoy, or ay), counting the number of recursions,

D. Distribution Graph Properties ) _ )
until we reach the root. In Appendix A we give the

The information given by the MEs are relative to theprocedure that can be used to obtain the number of steps
whole overlay and distribution graph. In order to analyz%erom S
the system independently from the size of the network, it
is useful to reorganize the information contained in state
E. Rate Equations
S. We consider the distribution of two main performance
indexes that summarize the structural characteristics of al '& MEs fully determine the evolution in time of

distribution graph: the degree distribution and the deld{}€¢ Stochastic system. Considering the degree and delay

distribution [7]. distributions, it is also useful to have the equations fer th
The degree distributio®, (d, ¢) is the probability that 2vVerage value. The correspondent equations are called

node b has d connections at the distribution layer aftate EquationgREs):

time t. We can identify both indegree and outdegree 2—
50= 5 de (d,t) (5)

d; + d, = d), that represent the number of childrenThe REs express deterministically the behavior of the

distributions ¢,(d;,t) and Py(d,,t) respectively, with

and the number of parents of node The outdegree system, since they are a set of differential equations
(indegree) distribution of a nodk is derived from the describing the evolution of the mean properties. Figure 6
correspondent row (columm)of the connectivity matrix shows the relationship between the results of the MEs

S. We can also determine the total degree distributictnd the result of the REs for a given observed random

defined as variable. REs are a fluid approximation of the system.
1 Nz(t:) Py(d. ) @) As the time goes to infinity, MEs converge to the steady

== v(d, e Lo .

N(t) = state distribution if it exists, otherwise yield the tragrst

where N(t) is the number of nodes attached to thever any given interval. REs converge to the mean value

stream at time. if steady state exists, otherwise they are meaningless.



results of

random variable the MEs i.i.d. by construction, so that confidence intervals can

values

probability be estimated on the whole probability distribution.

The key strength of the methodology is not only its ef-

result of

the RE ficient numerical solution: indeed, this method provides

great flexibility in the system description and specifica-

time

tion. On the one hand, this is like a generic simulation
Fig. 6. Results of the Master Equations and the Rate Equation approach, but, being based on formal definitions, avoids
the risk of incomplete or bugged specifications; on the

. . other hand, assumptions made in fluid models can be
The methodology we propose provides the solution

avoided, since we can describe the system behavior in
for the MEs, and hence the complete system characteri- y

Jation full detail. The implementation of the Monte Carlo inte-

gration of the model presented in this paper is available

at [26].
IV. MONTE CARLO INTEGRATION OF THEMASTER [26]

EQUATIONS
A. Comparison with Fluid Models

The set of MEs that describe the distribution process ) ) _
] ) We consider a very simple case in order to show
cannot in general be solved in closed form. However,
- _ ~ the differences between ME and RE based approaches.
the structure of the transition matrix that describes
. ] ] Consider the case where a node updates its indegree
the stochastic process is very well suited for an effi-
. ) . only during update events. We assume infinite upload
cient numerical solution based on Monte Carlo tech-
) ) ) and download bandwidths and no constraints on the
niques [22][23][241, i.e., for a solution based on process
) ] maximum outdegree. H,(t) is the indegree at timg at
simulation.
) o ) _every update event the node will adtl— d;(¢) parents.
Monte Carlo integration is basically a random walk in ) - ]
_ In fact, under these assumptions the probability to find
the state space of the process. The convenience of the ) ) )
o o ) all the necessary parents to obtain all the stripes is 1,
methodology is given by the fact that it is very simple to_ ) . )
) ) o since there is always a node that is able to provide a
build a random walk following the graph building rules ) ) ) . )
) _ ) ~_connection. The differential equation that describes the
given in Sect.ll and the same rules define a transition )
o o ) evolution can be written as
matrix with good local properties, i.e., given a state there

L) = plR— (1) it (©)

the reward point of view, they are similar one another]rhe second term considers the fact that dhe)

SO that there are not "diverging paths” that may lead tgan leave with rate. each. Actually, not only parents

are few states where the process can evolve and, from

parents

instabilities in the solution. can leave, but any ancestor of the node may disappear,

Samples obtained via Monte Carlo techniques ARus the rateu. should consider also this aspect. Since

we are looking for a simple closed form solution to
2|n physical and chemical sciences this technique is oftdlecca

Stochastic Simulation Algorithmor Gillespie Algorithm but we prefer this example’ we assume that each node is able to

to stick to the term ‘Monte Carlo’ normally used in computeiesice.  build any stripek starting from the set of stripes it is
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0.5

o
o
o
o

receiving. This assumption is unrealistic, but it simpf#fie
0.4 0.4 0.4
the example since the failure of a node has impact onfy/os| £ 0s £ 0s
€ o2} 8 0.2 € 02
on children, not on the whole subtree. Eq.(6) describes,, | " o1 o1
. . . 0 0 0
the evolution of the indegree for this system. We have o 2 4 s 8 10 0246 810 0246 810
indegree indegree indegree
also modified our numerical solution including the same 5 5 )
(@) Aup = 72— (b) Aup = 7 (©) Aup = 7
.. Tstr Tstr Tstr
hypothesis in order to compare the results.
Considering the initial conditiond-(()) -1 (We Fig. 8. Indegree distribution at tinfBstr/2 obtained from the solution
. =

o of the MEs.
suppose that all nodes are present at the beginning with

exactly one parent each) the solution of (6) is

%

Auplt (1 _e*(Aueru)t) 4 o~ Ouptnt ) while in most cases it is one of the most important

Aup + performance.

V. APPLICATION OF THEMETHODOLOGY

A. System Description

We use a configuration witt. = 10* nodes, but

mean # of parents

we have also checked some configurations with

0 : : : : nodes obtaining similar results. We use the input band-
time width distribution reported in Tablell; bandwidths are
expressed as a multiple of the streaming rage The
Fig. 7. Solution of the differential equation and the Ratei&ipn. ) o ) )
streaming rate is divided int&’ stripes and the source
In Fig. 7 we compare the analytical solution of thigeneratest stripes. Results are obtained fBr= 12 and
very simple case with the solution of the Rate Equatiors’ = 3,6, 9.

(5) derived from our model. We sét = 10 stripes,u =

TABLE II
UTS" and )\”p - %’ %tr and ﬁ We normalize the UPLOAD BANDWIDTH DISTRIBUTIONS(NORMALIZED W.R.T. "STR)
time with respect td;,. The numerical solution follows
closely the analytical one. But the results obtained from Bandwidth | % nodes
our model give more insight. In fact, we can observe ; jg:j’
how thefull indegree distribution changes over time. 5 4002
Fig 8 shows for instance the distribution of the number
of parents (indegree) at tinés,/2 for different values
of Ayp. We consider an observation time equallig (stream

Notice that there is a non-null probability that dength). We consider two arrival patterns, with an initial
node remains without parent, thus being disconnectadmber of nodes equal t% and % respectively; the
entirely from the distribution process, a phenomenon thegmaining nodes arrive withifisy/5. The mean sojourn

a fluid approach analyzing the means entirely disregardsne is set t00.57 sy, Tst, and 27y
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Each node can have up to 60 neighbors in the overlagnnections and the probability that any one of these
graph (the actual number of neighbors depends on dyennections fails increases.
namics of the nodes); among these relationships, whileFigure 9(a) shows the indegree distribution of the
uploading a node can have a maximum outdegree thanisdes at timet = Ty, computed with Eq.(3). In this
limited only by its bandwidth case we have an initial number of nodes equaMal0

The stream is chunk based (e.g., few video framesid mean sojourn timfy,. The distribution tends to
or a slice of a few tens of milliseconds of sound) angeak around? independently fromR’. This means that
we normalize the dimension of the churik, such that all the nodes in the network are able to receive the full
% = 1 unit. A node can upload the content after guality, since the degree is always greater or equal to
delay equal to the download time of a single chunk. SB’. Note that withR’ = 9 there is a fraction of the
the delay can be considered as the “distance” (relatim@des with exactly 9 parents: this means that, in case of
delay) of the node from the source of the stream. Thane parent that has left, the quality received by the node
length of the stream{[y, is set tolOOOO% = 10000 may be temporarily affected. For smaller valuesiff
units. all nodes always receive at least one redundant stripe,

Besides degree and delay properties, we consider algbich makes them less vulnerable to disruptions.

the quality of the meshwhen a node remains orphan of

an active parent, it switches to one of its standby parents: o4l ]
if they have enough bandwidth to help the node, the node 02} o [
R = T[]
has no service disruption; if no standby parent is able to % 0 —r
c 04¢
help the node, it must search for a new parent, with a 3 ozl =
. . : . : & "I RrR=6
possible service disruption. We measure the quality of ) AR
the mesh as the percentage of nodes that successfully 047 i
02+ i
switch to standby parents. oLR=3 . AlL
) 0 246 81012
Due to space constraints, we report only some sam- |
ndegree
ple results that show the potentiality of the analytical _
(a) Prob. Distr. atlstr
framework. For an extended set of results refer to [25]. 1

B. Analysis of the Indegree

Analyzing the indegree we examine whether the sub-

mean # of parents

division in stripes helps the distribution process or not.

On the one hand, more stripes means that each stripe has

a lower rate, so the loss of a single stripe has less impact.

time (Tgy,)

On the other hand, each node must maintain more active
(b) Evolution in time

3The bandwidth is not necessar”y the physica| bandwidth,cln F|g 9. Solution of the MEs for the indegl’ee (|n|t|al numbémodes:

be the amount of resources willingly shared with the stream. N/10; sojourn time:7str).
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The temporal behavior of the indegree can be analyz&ttreasing the number of stripes has a price: since each
looking at the results of the rate equations (Fig. 9(b)y)ode needs all th&’ stripes to correctly play the stream,
computed with Eq. (5). A stable value is reached quicklthe absolute delay is given by maximum delay among
with the only exception ofR’ = 3: this means that the stripes. By increasing the number of stripes, the
the structure, even in presence of high churn is able probability to have higher delays increases, since we
maintain a high quality of the stream. have to compute the maximum among an increased

number of stripes.
C. Analysis of the Delay

The delay, expressed as time units, represents tRe Analysis of the Quality
number of hops from the source. We plot the probability Aggregate results for the indegree and the delay are
density function of the delay. We considef = 6 and we not able to capture all the aspects related to the quality
set different sojourn timegj. Fig. 10(a) shows the caseof the received stream by a generic nadén Table Il
of initial number of nodes equal /2. The distribution \we summarize other results that can be obtained from
is not affected by the different values of Similar results the solution of the MEs. The value of thehurn is
are obtained with the other configurations. computed according to the arrival pattern: arrivals and

departures are Poisson processes with kétg and .(t)

0.4 . .
035 respectively, so we can calculate the cumulative number
0.3 nodes that have left at timé&sty and consequently the
2 025
=t value of churn.
T 0.2
& 015
= TABLE Il
0.1
OTHER STATISTICS
0.05
0
R’ 1/ % Churn || %Switch
delay
6 | 0.5Tgtr | 186.8% || 99.6%
a)R =6 6 T 93.5% 99.7%
@ str
04 6 | 2Tsir | 46.8% 99.8%
0.35 | R=3—| 9 | 0.5Tstr | 187.3% || 94.7%
03 A 9 | Tsy | 932% || 97.9%
2 025 . 9 | 2Tsty | 46.7% 99.1%
g 02 ;
o
5 015 .
0.1 .
0.05 . One of the performance index monitored is the prob-
0 éo 2‘5 30 ability to switch to a standby parent if an active parent
delay leaves. This is given by(k;, t) with k; < R’. Integrating
(b) Different R’ over timet we are able to compute the switch probability

Fig. 10. Distribution of the delay (initial number of nodesy/2). (see last column of Tablelll). With a smalk’, the
percentage of switches is very close to 1, i.e., the

In Fig.10(b) we show the impact d&’ on the delay. received stream is stable. On the other hand, with
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near toR, with high churn, if the number of parents of is equivalent to have neighbors that periodically
a noden drops belowR’, the probability to switch to send to the node ping messages in order to check
a standby parent i94%. This means that the quality if it is still online.

temporarily decreases, as expected looking at degree Switch when a node remains orphan of an active
distribution (Fig. 9(a)). parent, it sends a message to its standby parents

asking to switch the status.
VI. COMPARISON WITHSIMULATIONS - )
After receiving message, a node processes it deter-

In order to validate our analytic model and our asr_nining, for instance, the availability of the bandwidth

sumptions — mainly exponential distributed times — we . .
P y exp or the delay from the source, and replies with a mes-

implement a simple overlay streaming protocol on to - .
P P y gp Eage containing the requested parameters. Besides these

of the PeerSim P2P network simulator[27]. PeerSim 'Sparocedures, a node periodically schedules Update

Java based simulator that consists of many configurabI% . . . . .
where it sendsloin messages in order to increase its

components: it has two types of engines, cycle-based ..
P yp 9 y connectivity.

and event-driven, and different modules that manage the . ) L
When a node joins the network, it selects a lifetime

overlay building process and the transport charactesistic . . . .
4 arp P uniformly distributed between zero and twice the sojourn

For a more detailed description of PeerSim simulator the . . .
time used in the model, i.e. with a mean equal to the

interested reader is referred to [27]. . . . T
[27] sojourn time used in the model. This distribution is used

o . . to check the impact of the hypothesis of exponentially
A. Protocol Description and Simulation Set Up

distributed sojourn times we made in the model. At the
We implemented the overlay streaming protocol usin .
P y gp lgf]ansport layer, each message experiences an end-to-end

the event-driven engine. The protocol does not contai . . L. .
g P cPeIay that is uniformly distributed between a minimal

all the features of a real system, but it captures the . . .
and maximal value. The other constraints concerning the

essential behavior of the management of the distribution, . . .
minimum and maximum number of children, number of

structure. The implementation is available at[28]. . - .
stripes, or initial number of nodes are the same as in the

In the following we give a high level view of the
model.

protocol messages, leaving out details about the man-

agement of all the situations. The basic control messages

exchanged by nodes are: B. Simulation Results

« Join: when a node joins the network, it obtains a We consider the impact of the number of stripes on
list of neighbors from arendevouz serveand it the connectivity, i.e., how many stripes a node is able
sends messages to a subset of the received listtofreceive when stripes have different sizes. Figure 11(a)
neighbors asking for stripes; with this message, shows the probability density function of the indegree at
node asks to its neighbors to attach to a stripe. the end of the stream, compared with the results obtained

« Leave when a node decides to leave, it informs itsvith the model. We observe that results are very close,
neighbors; the messages are sent out after a randoe, the impact of the assumption we made in the model

interval (different for each neighbor). This behaviois low.



14

1 model | 0.4
0.4+ mmm simul. 1
02 z
> 0 R‘ — 9 N N "l %
2 1 g o2l
S <l
o 04+ a
S
= 02¢r
e R=6 I | y .
0 + a2 0 S ) . N
0 10 20 0 10 20 0 10 20
0.4+ ] Delay
02r |
R=3 .l
0 2 46 81012 Fig. 12. Distribution of the delay obtained by simulatiorthwPeerSim
Indegree (initial number of nodesN/2; R’ = 6).
(a) Prob. Distr. aflstr
14

where we add a delay in the message transfer uniformly

%]
§ distributed between 0 and 1 (1 unit is the time necessary
o
E 8 to transfer a single chunk). This delay (results not shown
6 L -
8 A here) does not have an impact on the final performance.
S 41 i
2| R’ = 6, model — - Moreover, we consider different scenarios where a node
R’ =6, simul. - . . . .
0 ‘ ‘ ‘ ‘ reacts in different ways in case of an active parent leaves
0 02 04 06 08 1
time (Tgy) and the node has no standby parents. In this case, the
(b) Evolution in time R’ = 6) node, instead of waiting for the nekipdateevent, can

Fig. 11. Results obtained by simulation for the indegredtign 100K for new parents. Results (not reported here, see [25]
number of nodesN/10). for details) shows that the distribution of the number of
parents peaks around the maximum number of parents,
and the overall quality increases. Nevertheless, the num-
Looking at the evolution in time of the outdegreepe, of aqditional messages represents an overhead for
in Fig. 11(b) we compare the mean number of parenf§e network. From the comparison between simulation
obtained from the model and the number of parents Ofafhd analytic results we can conclude that our analytic
realization obtained from a simulation. As we can seg,e| is able to capture the essential performance char-
the model is able to closely predict the behavior of thﬁcteristics of the overlay streaming systems.
system.
We then consider the distribution of the delays, i.e., VII. DiscussiON ANDCONCLUSIONS
the distance of the nodes from the source. Figure 12The contribution of this paper is the introduction of a
shows the distribution of the delay for different valuesovel methodology for the high-level representation of
of R’: continuous lines are the results predicted by thgverlay streaming systems. The proposed methodology
model, while dashed lines with points are the results @loes not represent only a model for a specific protocol.
simulations. It is possible to see that the behavior of thgctually, the general definition of the structure is flexible
system remains the same. and can be adapted to @eneric overlay streaming

For all the experiments, we check also configuratiorgotocol that builds structured mesh.
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Based on the use of Master Equations, the solution nbdes that maximize the number of received stripes.

the model yields the entire probability distribution and

not only the mean, of the metrics of interest (node degree APPENDIXA

or delay) as well as the temporal (transient) dynamics. PROCEDURES

We have modeled some systems proposed recently obJhis appendix contains the formal definition of the
taining novel insights in the dynamics of self-organizin@rocedures used to find the transitions between a state
systems for streaming distribution. In the following weS @nd @ new state” in case ofJoin or Updateevent,
summarize the main findings that can help in designirfiy Well as the procedure to find the delay of a node

better P2P streaming systems. given a connectivity matrixs.

o Redundant stripes play a fundamental role iﬁoin and Update

obtaining good performances. Recent proposals ) . ,
A node receives the vectors containing the stripes

[5][10] consider only a small fraction of redundant . - )
of its neighbors. The output of the decision process is

information so, in case of node departures, the _ _
a vector of R elements R is the number of stripes),

streaming is vulnerable to disruptions. ) ) _
where element contains the neighbor from which the

« The delay is influenced by stripe ‘size’: the greater , , ) )
node download stripé (the first R’ will be active, the

R’ (smaller stripes) the higher the delay. The num-
remaining standby).

ber of necessary stripeB’ should be kept low to i ) .
In order to find all the possible combinations of

keep a low delay. The delay remains low indepen- . i , i
neighbors that can provide the stripes, we use as a basic

dently from the dynamics of the network. - , ,
building block the procedure that is able to find all the

o Under medium to high churn, nodes may experi- ) ) )
permutations ofk objects taken from a set @ objects,

ence a poor quality. Only stable nodes can prevent _ _
where B is the number of neighbors. The number of

this behavior. This performance measure cannot be i i
available permutations i€B), = B!/(B — R)!, so the

computed with any methodology that only yields , . ,
output is a matrix with (B), rows andR columns.

averages. Each element;; contains the neighbor that will provide

The model can be extended in different ways in ordestripe j in the combination. If, looking at the vector
to study different scenarios. For instance, we can coprovided by neighboe;;, we found a zero at positiof
siderbandwidth fluctuationghat model the unstable be-then the element;; is set to NULL. After this operation
havior of nodes. When the bandwidth decreases, a nade obtain a new matri¥/’.
simply drops some of the stripes. When the bandwidth The matrixA/’ is then reduced eliminating all the rows
increases, the node can accept new children when otligait areequivalentor containedin other rows. Row is
nodes perform the update procedure. Another interestiequivalentto row b if they have exactly the same non-
extension is considering different policies for selectingull elements in the same positions. Ravis contained
the stripes from neighbors: instead of choosing randomily row b if row b has the same non null elements of row
neighbor by neighbor, a node may collect all the stripes(in the same positions) and one or more other non null

a set of nodes can give, selecting the combination efements that rowt does not have.
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