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ABSTRACT
Delay and energy constraints have a significant impact on
the design and operation of wireless sensor-actuator net-
works. We cosider a wireless sensor-actuator network, con-
sisting of large number of sensors and few actuators, in which
both energy and delay are hard constraints and must be
jointly optimized.

In this paper, we propose that each sensor node must
transmit its data to only one of the actuators. To maxi-
mize the network lifetime and attain minimum end-to-end
delays, it is essential to optimally match each sensor node to
an actuator and find an optimal routing scheme. We model
the actuator selection and optimal flow routing as joint op-
timization problem, which is NP-hard in general. Therefore,
we use a relaxation technique and provide a distributed solu-
tion for optimal actuator selection subject to energy and de-
lay constraints. Further, once the destination actuators are
fixed, we provide an optimal flow routing solution with the
aim of maximizing network lifetime. We then propose to use
a delay-energy aware TDMA based MAC protocol in compli-
ance with the routing algorithm. The optimal routing and
TDMA MAC schemes together guarantees a near-optimal
lifetime. The proposal is validated by means of analysis and
ns-2 simulation results.

Categories and Subject Descriptors
C [Computer Systems Organization]: C.2 COMPUTER-
COMMUNICATION NETWORKS; C.2.2 [Network Pro-

tocols]: [Routing protocols; Protocol verification]
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1. INTRODUCTION
Distributed systems based on networked sensors and ac-

tuators with embedded computation capabilities enable an
instrumentation of the physical world at an unprecedented
scale and density, thus enabling a new generation of mon-
itoring and control applications. Wireless sensor-actuator
networks (SANETs1) is an emerging technology that has a
wide range of potential applications including environment
monitoring, medical systems, robotic exploration, and smart
spaces. SANETs are becoming increasingly important in re-
cent years due to their ability to detect and convey real-time,
in-situ information for many civilian and military applica-
tions. Such networks consist of large number of distributed
sensor and few actuator nodes that organize themselves into
a multihop wireless network. Each sensor node has one or
more sensors (including multimedia, e.g., video and audio,
or scalar data, e.g., temperature, pressure, light, infrared,
and magnetometer), embedded processors, and low-power
radios, and is normally battery operated. Typically, these
nodes coordinate to perform a common task. Whereas, the
actuators gather this information and react accordingly.

Sensor-actuator networks have the following unique char-
acteristics:

• Real-time requirement: Depending on the application
there may be a need to rapidly respond to sensor in-
put. Examples can be a fire application where actions
should be initiated on the even area as soon as possible.

• Coordination: Unlike wireless sensor networks where
the central entity (i.e., sink) performs the functions of
data collection and coordination, in SANETs, new net-
working phenomena called sensor-actuator and actuat-
or-actuator coordination may occur. In particular,
sensor-actuator coordination provides the transmission
of event features from sensors to actuators. After re-
ceiving event information, actuators may need to co-
ordinate with each other (depend on the acting appli-
cation) in order to make decisions on the most appro-
priate way to perform the actions.

1In this work, we will use the term SANET to represent
sensor-actuator networks. Also, the acting entities are some-
times referred to as actors in the related literature.



In this paper, we propose an optimal actuator selection and
flow routing solution with the aim of maximizing the net-
work lifetime. Also, the solution is jointly optimal in terms
of minimizing energy consumption per successful transmis-
sion and attaining minimum end-to-end delays. We first
show that the flow routing and actuator-selection with en-
ergy constraints can be modeled as a mixed integer non-
linear programming optimization problem (MINLP). Since
MINLP is NP-hard in general, we develop a distributed ap-
proach which provides a good approximation of the optimal
solution. We use a relaxation technique in order to decide on
the delay-optimal actuator and then optimize the flow rout-
ing toward this actuator to extend network lifetime. We also
propose to use an adaptive TDMA like MAC to avoid the
problem of synchronization during flow splitting and to meet
the delay constraints in SANETs. The optimal routing and
TDMA MAC solution together guarantees a near-optimal
lifetime for wireless sensor-actuator networks.

The organization of this paper is as follows. Section 2
highlights some interesting related literature. The problem
formulation is presented in Section 3. In Section 4, we de-
cribe the network model under consideration in detail. Sec-
tion 5 details the design criteria of our proposed routing
scheme and optimization obtained in this direction. The
simulation results are presented in Section 6. In Section 7,
we conclude the paper and outline the future directions.

2. RELATED LITERATURE
If the mapping between a sensor node and a base sta-

tion/actuator is given a priori, then the problem of finding
optimal flow strategies to extend network lifetime has been
well investigated in the past [2, 3]. For a sensor network
with multiple sinks, the traffic generated by sensor nodes
may be split and sent to different basestations [1, 4]. In
[6], a coordination framework for WSANs is addressed. A
new sensor-actor coordination model is proposed, based on
an event-driven clustering paradigm in which cluster forma-
tion is triggered by an event so that clusters are created
on-the-fly to optimally react to the event itself and provide
the required reliability with minimum energy expenditure.
The optimal solution is determined by mathematical pro-
gramming and a distributed solution is also proposed. In
addition, a new model for actor-actor coordination is intro-
duced for a class of coordination problems in which the area
to be acted upon is optimally split among different actors.
An auction-based distributed solution of the problem is also
presented. We study a closely related but more complex
model with additional constraints.

3. PROBLEM FORMULATION
In cases, when there are multiple actuators and map-

ping between the sensors and actuators is not given, the
joint problem of finding an optimal actuator and extend-
ing network lifetime with minimum end-to-end delay con-
straints is a challenging and interesting problem. This prob-
lem is relevant from both the application’s and wireless net-
working perspectives. From an application requirement per-
spective, for some real-time multimedia sensing applications
(e.g., video surveillance), it is necessary to have all the traf-
fic generated from a source sensor to be routed to the same
actuator (albeit that it may follow different routes) so that
decoding and processing can be properly completed. For

multimedia traffic such as video, the information contained
in different packets from the same source are highly corre-
lated and dependent. If packets generated by a source are
split and sent to different actuators, any of these receiv-
ing actuators may not be able to decode the video pack-
ets properly. From a wireless networking perspective, the
actuator chosen as a sink could have a significant impact
on the end-to-end delays which is a hard constraint [7] for
sensor-actuator applications. This is because the end-to-
end delays are topology dependent; actuator selection sim-
ply based on energy constraints can not guarantee optimal
end-to-end delays, and therefore, it should be based on both
delay-energy constraints. As a result, there appears to be
a compelling need to understand how to perform optimal
routing to jointly achieve minimum end-to-end delay routes
and optimize network lifetime in delay-energy constrained
SANETs.

4. NETWORK MODEL
Consider a static 3-tier SANET with N sensor nodes, M

actuator nodes, and B basestations as shown in Fig. 1.

4.1 Neighborhood Relation Model
Given an (N + M + B) × (N + M + B) neighborhood

relation matrix N that indicates the node pairs for which
direct communication is possible. We will assume that R is
a symmetric matrix, i.e., if node i can transmit to node j,
then j can also transmit to node i. For such node pairs, the
(i, j)thentry of the matrix N is unity, i.e., Nij = 1 if node i
and j can communicate; we will set Nij = 0 if nodes i and
j can not communicate. For any node i, we define

Ni = {j : Ni,j = 1}.

which is the set of neighboring nodes of node i. Similarly, a
set of interference nodes (cannot be reached by one-hop) for
node i (from where the transmissions can be heard at node
i) , and is defined as

Si = {K /∈ Ni ∪ {i} : Nk,j = 1 forsome j ∈ Ni}

note that Si does not include any of the first-hop neighbors
of node i.

4.2 Forwarding (Relaying)
The sensor-actuator network is deployed in a remote loca-

tion. The sensors do the application dependent sensing and
transmit their readings to the actuators. The actuators react
on the environment based on the readings from the sensors
and also forward (relay) this information to the basestations
(using long-haul communication). Some in-network aggre-
gation techniques could be applied at this stage if the data
is correlated. Since this discussion is application dependent,
and therefore, we do not go in its detail. The basestations
are further responsible for forwarding (relaying) this infor-
mation to a sink (this communication can be over satellite
links) for remote analysis. Since, there are multiple actua-
tors and basestations in our heterogeneous network, we di-
vide the problem of optimal flow (from a sensor to a sink) at
three distinct levels. At level one (sensor-actuator coordina-
tion), we investigate the actuator-selection problem and op-
timal flow routing in order to maximize the network lifetime
at this level. At level two (actuator-actuator/basestation



coordination), we study a similar problem of base-station
selection and optimal flow routing to maximize network life-
time at level 2. Finally at level three (basestation-sink coor-
dination), we study the problem of optimal flow from bases-
tations to the sink. In this study, we assume that there is
sufficient energy available at the sink, and thus, there is no
energy constraint for the sink.

4.3 Channel Model and Antennas
We assume a simple channel model: a node can decode

a transmission successfully iff there is no other interfering
transmission. Each sensor node is supported by an omni-
directional antenna. Each actuator is provided with two
omni-directional antennas; one to communicate with the
sensor network, and the other to communicate with the net-
work of neighboring actuators/basestations using long-range
communications. Similarly, each basestation is also provided
with two omni-directional antennas; one to communicate
with the network of actuators/basestations and the other to
communicate with the sink (as it might be using a satellite
link).

4.4 Frequency and MAC
Assume that all nodes share the same frequency band at

their respective operating level. Time is assumed to be di-
vided into fixed length slots. All the packets (depending on
their operating level) are of same length and the length of
a time slot corresponds to the time required to transmit a
packet over the underlying wireless channel.

Sink

Task Manager

Base Station (BS)

Base Station (BS)

: actuator

: sensor

Base Station (BS)

Figure 1: Architecture of SANETs

5. DESIGN OF OPTIMAL ROUTING
SOLUTION

In the following, we detail several components of our pro-
posed actuator-selection problem and optimal flow routing
protocol for SANETs.

5.1 Power Consumption Model
For a sensor node, the energy consumption due to wireless

communication (i.e receiving and transmitting) is considered
the dominant source in power consumption.

The power consumed by a sensor node i in receiving can
be modeled as

P i
r = Prx

X

j∈Ni

fj,i (1)

where fj,i is the rate (bits/s) at which node j is transmitting
packets toward node i. A typical value for the parameter Prx

is 50 nJ/bit.
If power consumed to send a packet is given by Ptx (a

typical value for this parameter is 50 nJ/bit [3]), then the
power consumed by a sensor node i in transmitting its data
(both locally originated and forwarded packets) is

Pt(i, j) = ci,j .fi,j (2)

where ci,j is the power consumption coefficient for data
transmission between sensor i and j. And fi,j is the total
flow from sensor i to sensor j bits/s. Also

ci,j = α + β.dm
i,j (3)

where α and β are constants, di,j is the distance between the
sensors i and j, and m is the path loss index. Typical values
of α and βare 50nJ/bit and 0.0013 pJ/bit/m4 (for m = 4),
respectively [3].

5.2 Actuator-Selection and Optimal flow
Routing

The joint problem of finding an actuator and flow routing
to maximize network lifetime at the level 1 (s.t. energy
constraints) is non-trivial and interesting for sensor-actuator
networks. We define (for details, see Table 1)

Fs,s =
n

fsk ,Al
si,sj

: (1 ≤ i, j, k ≤ N, i 6= j, j 6= k, 1 ≤ l ≤ M)
o

Fs,A =
n

f
sk,Al
si,Al

: (1 ≤ i, k ≤ N, 1 ≤ l ≤ M)
o

Fs,si =
n

fsk ,Al
sm,si

: (1 ≤ m, k ≤ N, m 6= i, k 6= i, 1 ≤ l ≤ M)
o

Fsi,s =
n

fsk,Al
si,sr

: (1 ≤ r, k ≤ N, r 6= k, r 6= i, 1 ≤ l ≤ M)
o

Fsi,A =
n

fsk ,Al
si,Al

: (1 ≤ k ≤ N, 1 ≤ l ≤ M)
o

We denote Tl1 as network lifetime at level one (sensor-
actuator coordination level), which (in this work) is defined
as the time until any sensor drains its energy. Then, we
maximize lifetime Tl1, s.t.

X

r 6=i

fsi,Al
si,sr

+ fsi,Al
si,Al

− giλ
si,Al = 0 (4)

X

r 6=i,k

fsk ,Al
si,sr

+ fsk ,Al
si,Al

−
X

m6=i,k

fsk ,Al
sm,si

= 0 (5)

„

P

f
sk,Al
si,sr ∈Fsi,s

csi,srf
sk ,Al
si,sr +

P

f
sk,Al
si,Al

∈Fsi,A
csi,Al

f
sk,Al
si,Al

+
P

f
sk,Al
sm,si

∈Fs,si

prxfsk ,Al
sm,si

«

Tl1 ≤ ei for (1 ≤ i ≤ N)

(6)



Table 1: Notations
Symbols Definitions

N The total number of sensors in the network
M The total number of Actuators in the network
B The total number of BaseStations in the network
ei Initial energy of a sensor node i
Ei Initial energy of an actuator node i
gi The locally generated data rate at sensor i

Prx Power consumption coefficient for receiving data
ci,j Power consumption coefficient for transmitting data from sensor i to sensor j
α, β Two constants terms in power consumption for transmitting data
di,j The physical distance between two nodes i and j

f
sk,Al
si,sj

“

or f
sk ,Al
si,Al

”

The flow rate from sensor i to sensor j (or actuator l) with source and destination

being sensor k and actuator l
Fs,s (or Fs,A) The set of flows from one sensor to another (or Actuator node)

Fs,si The set of flows coming into sensor i
Fsi,s (Fsi,A) The set of flows going out of sensor i to other sensors (or Actuator node)

λsi,Al If the generated data at sensor i will be transmitted to actuator l, then λsi,Al = 1;
otherwise λsi,Al = 0

V
sk,Al

si,sj

“

or V
sk,Al

si,Al

”

The data volume (in bits) transfered from sensor i to sensor j (or Actuator l) with

source and destination being sensor k and Actuator l
υs,s (υs,A) The set of volumes from a sensor to another sensor (or an actuator)

υs,si The set of incoming volume into sensor i
υsi,s (υsi,A) The set of outgoing volumes from a sensor i to another sensor (or an actuator)

µsi,Al = λsi,AlT in MILP-relax

fAk,Bl
Ai,Aj

“

or fAk ,Bl
Ai,Bl

”

The flow rate from actuator i to actuator j (or BaseStation l) with source and

destination being actuator k and BaseStation l
FA,A (or FA,B) The set of flows from one actuator to another (or BaseStation)

FA,Ai The set of flows coming into an actuator i
FAi,A (FAi,B) The set of flows going out of actuator i to other actuators (or BaseStation)

Gi The locally gathered data at actuator i, Gi =
P

i
gi, (1 ≤ i ≤ N)

λAi,Bl If the data gathered at actuator i will be transmitted to basestation l, then λAi,Bl = 1;
otherwise λAi,Bl = 0

V
Ak,Bl

Bi,Bj

“

or V
Ak,Bl

Ai,Bl

”

The data volume (in bits) transfered from actuator i to actuator j (or BaseStation l) with

source and destination being actuator k and BaseStation l
υA,A (υA,B) The set of volumes from a actuator to another actuator (or a BaseStation)

υA,Ai The set of incoming volume into actuator i
υAi,A (υAi,B) The set of outgoing volumes from a actuator i to another actuator (or a BaseStation)

µAi,Bl = λAi,BlT in MILP-relax

X

1≤l≤M

λsi,Al = 1 (1 ≤ i ≤ N) (7)

Tl1, f
sk ,Al
si,sj , f

sk ,Al
si,Al

≥ 0, λsi,Al = 0 or 1

f
sk ,Al
si,sj ∈ Fs,s, f

sk ,Al
si,Al

∈ Fs,A

1 ≤ i, j, k ≤ N, i 6= j, k 6= j, 1 ≤ l ≤ M

Note that λsi,,Al is a binary variable used for Actuator
selection: if the data stream generated by a sensor i will
be transmitted to actuator l, then λsi,,Al = 1; otherwise
λsi,,Al = 0. The set of constraints in eq. (4) to (7) can be
interpreted as follows. The set of constraints in (4) focuses
on traffic flow generated locally at each sensor i. They state
that, for each sensor i, if actuator l is the destination, then
the locally generated bit rate (i.e., gi) will be equal to the
outgoing data flows from sensor i to actuator l via a single

hop
“

i.e., fsi,Al
si,Al

”

or multihop
“

i.e., fsi,Al
si,sr

”

; otherwise, all

flows corresponding to the source-destination pair (si, Al)
must be zero. The set of constraints in (5) focus on the
traffic that uses sensor i as a relay node. They state that
at each relay sensor i, the total amount of incoming traf-

fic
“

i.e.,
P

m6=i,k
fsk ,Al

sm,si

”

should be the same as the total

amount of outgoing traffic
“

i.e.,
P

r 6=i,k
f

sk ,Al
si,sr + f

sk,Al
si,Al

”

for

each source-destination pair (si, Al). The set of constraints
in (6) concerns energy consumption at sensor i. They state
that, for each sensor i, the energy consumption due to trans-
mitting and receiving [see (1) and (2)] over the course of net-
work lifetime should not exceed the initial energy supply ei.
Note that in (6) both flows generated locally at sensor i and
those flows that use sensor i as a relay node are included.
Finally the remaining set of constraints enforce that sensor
i can only transmit all of its data to one actuator under any



routing protocol, along with the logical restriction on the
optimization variables λsi,Al , f

sk ,Al
si,sj , and f

sk ,Al
si,Al

. Note that
Prx, gi, ei, csi,sr , and csi,Al

are all constants in this opti-
mization problem.

The formulation of optimal flow routing and actuator se-
lection is a mixed-integer non-linear programming (MINLP)
problem, which is, unfortunately, NP-hard in general. We
develop an upper bound for our optimal flow routing and ac-
tuator selection problem by studying a closely related prob-
lem that can be formulated and solved via linear program-
ming. The non-linearity component in the flow routing prob-
lem can be removed by multiplying the equations (4)-(7) by

Tl1 and then use the linear substitutes
“

V sk,Al
si,sj = Tl1 . fsk ,Al

si,sj

”

,
“

V sk,Al
si,Al

= Tl1 . fsk ,Al
si,Al

”

, and
`

µsi,Al = Tl1 . λsi,Al
´

.

Therefore, we maximize lifetime Tl1, s.t.

X

r 6=i

V si,Al
si,sr

+ V si,Al
si,Al

− giµ
si,Al = 0 (8)

X

r 6=i,k

V sk,Al
si,sr

+ V sk,Al
si,Al

−
X

m6=i,k

V sk,Al
sm,si

= 0 (9)

P

V
sk,Al
si,sr ∈υsi,s

csi,sr V sk,Al
si,sr +

P

V
sk,Al
si,Al

∈υsi,A
csi,Al

V sk,Al
si,Al

+
P

V
sk,Al

sm,si
∈υs,si

prxV sk,Al
sm,si

≤ ei for (1 ≤ i ≤ N)

(10)

X

1≤l≤M

µsi,Al − Tl1 = 0 (1 ≤ i ≤ N) (11)

Tl1, V
sk ,Al
si,sj , V

sk,Al
si,Al

, µsi,Al ≥ 0

V
sk,Al

si,sj ∈ υs,s, V
sk,Al

si,Al
∈ υs,A

1 ≤ i, j, k ≤ N, i 6= j, k 6= j, 1 ≤ l ≤ M

We now have a standard MILP formulation that was trans-
formed directly from the MINLP problem. By their equiv-
alence, the solution of this MILP problem yields an upper
bound to the basic flow routing problem. In mathematical
optimization problems, Lagrange multipliers, is a method
for finding the local extrema of a function of several vari-
ables subject to one or more constraints. In this paper, we
use this approach to find optimal network lifetime. The
method introduces a new unknown scalar variable, the la-
grange multiplier, for each constraint and forms a linear
combination involving the multipliers as coefficients. The
justification for this can be carried out in the standard way
as concerns partial differentiation. The objective is to find
the conditions, for the implicit lifetime function, so that the
derivative in terms of independent variables equals zero. For
the mixed-integer component, we have implemented a dis-
tributed learning scheme using ns-2 [8] for SANETs, where
each sensor can determine their optimal actuator based on
the outcome of a cost-function (e.g., min. hop or min. de-
lay routing) [5]. We have considered that there is no kind of
mapping available between sensors and actuators at the time
of deployment, so the proposed actuator discovery protocol
in [5] is based on a purely distributed learning algorithm. It
also accounts for incremental network deployments without
incurring any extra overhear (mapping obtained by using
one-hop neighbor communication). In this fashion, a sen-
sor’s destination actuator could be fixed as an outcome of

this cost-function. We now provide the proof for the opti-
mality of network-lifetime.

Proof: Maximize lifetime Tl1

Subject to

X

r 6=i

f
si,Al

si,sr
+ f

si,Al

si,Al
− giλ

si,Al
= 0 (12)

X

r 6=i,k

f
sk,Al

si,sr
+ f

sk,Al

si,Al
−

X

m6=i

f
sk,Al

sm,si
= 0 (13)

0

B

B

B

@

X

f
sk,Al
si,sr

∈Fsi,s

csi,sr
f

sk,Al

si,sr
+

X

f
sk,Al
si,Al

∈Fsi,A

c
si,Al

f
sk,Al

si,Al

+
P

f
sk,Al
sm,si

∈Fs,si

prxf
sk,Al

sm,si

!

Tl1 ≤ ei

(14)

X

1≤l≤M

λ
si,Al

= 1 (15)

Eq. (12), (13) and (15) multiply Tl1, then we have the
Lagrangian

L = Tl1 + λ1

0

@

X

r 6=i

V
si,Al

si,sr
+ V

si,Al

si,Al
− giµ

si,Al

1

A

+λ2

0

@

X

r 6=i,k

V
sk,Al

si,sr
+ V

sk,Al

si,Al
−

X

m6=i

V
sk,Al

sm,si

1

A

+λ3

0

B

B

B

@

X

V
sk,Al
si,sr

∈vsi,s

csi,sr
V

sk,Al

si,sr
+

X

V
sk,Al
si,Al

∈vsi,A

c
si,Al

V
sk,Al

si,Al

+
X

V
sk,Al
sm,si

∈vs,si

prxV
sk,Al

sm,si
− ei

1

C

C

A

+ λ4

0

@

X

1≤l≤M

µ
si,Al − Tl1

1

A

1. derivations

5Tl1
L = 1 + λ1

0

@

X

r 6=i

f
si,Al

si,sr
+ f

si,Al

si,Al
− giλ

si,Al

1

A

+λ2

0

@

X

r 6=i,k

f
sk,Al

si,sr
+ f

sk,Al

si,Al
−

X

m6=i

f
sk,Al

sm,si

1

A

+λ3

0

B

B

@

X

f
sk,Al
si,sr

∈Fsi,s

csi,sr
f

sk,Al

si,sr
+

P

f
sk,Al
si,Al

∈Fsi,A

csi,Al
f

sk,Al

si,Al
+

X

f
sk,Al
sm,si

∈Fs,si

prxf
sk,Al

sm,si

1

C

C

A

+λ4

0

@

X

1≤l≤M

λ
si,Al − 1

1

A = 0



5λj
L = 0, 1 ≤ j ≤ 4

then we can write

1 + λ3
ei

T
= 0

and 5λ3
L =

X

V
sk,Al
si,sr

∈vsi,s

csi,sr
V

sk,Al

si,sr
+

X

V
sk,Al
si,Al

∈vsi,A

c
si,Al

V
sk,Al

si,Al

+
X

V
sk,Al
sm,si

∈vs,si

prxV
sk,Al

sm,si
− ei = 0

(16)

According to the definition of the sets of volumes, equation
(16) can be write as

M
X

l=1

N
X

k=1

X

r 6=i,k

csi,sr
f

sk,Al

si,sr
+

M
X

l=1

N
X

k=1

c
si,Al

f
sk,Al

si,Al

+

M
X

l=1

N
X

k=1,k 6=i

X

m6=i

prxf
sk,Al

sm,si
= ei

Tl1

(17)

It is necessary to discuss the summuation of the k. The
constraints (12) and (13) are satisfied in the case of k = i
and k 6= i , respectively. So eq. (17) can be written as

M
X

l=1

2

4

X

k 6=i

0

@

X

r 6=i,k

csi,sr
f

sk,Al

si,sr
+ csi,Al

f
sk,Al

si,Al
+

X

m6=i

prxf
sk,Al

sm,si

1

A

+
X

r 6=i

csi,sr
f

si,Al

si,sr
+ csi,Al

f
si,Al

si,Al

3

5 = ei

Tl1

(18)
From eq. (13), we obtain
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and from eq. (12), we have
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Assume that csi,sr
is constant, then substitute (19) and

(20) into (18)
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Therefore, the (21) become
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Hence, the optimal network-lifetime with sensor i having
energy ei under the given set of constrainte is given by eq.
(22)

For the current work, we consider that the cost function
is set to min. hop count and the actuators chosen by sen-
sors are optimal in min. hop sense. An advantage of set-
ting the cost-function to min. hop routing is that the lower-
tier (level one) of our heterogeneous network can be orga-
nized into clusters, where each cluster is centrally managed
by an actuator. It will also result in the disappearence of
the mixed-integer (MI) component from the optimization
problem and the resultant is a relaxed linear optimization
problem (LP) which is comparatively easier to solve. In
this fashion, a sensor can receive its scheduling information
by its mapped destination-actuator that corresponds to the
optimal routing solution, and hence, can result in the real-
ization of optimal network lifetime in practice. We denote
the resulting destination for a sensor via the above mapping
as d (i). Therefore we have, µsi,d(i) = T , and µsi,Al = 0 for
Al 6= d (i). Then, we can find a routing solution by replacing
Al in eq. (8) to eq. (11) by d (i) (destination actuator for
sensor i, and is thus, not presented here to conserve paper
length).

Similarly, the joint problem of finding an optimal basesta-
tion and flow routing (to maximize network lifetime at level
two) can be modeled the same way as done for level one.
We define
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We maximize lifetime Tl2(lifetime at network level two),
s.t.

X

r 6=i

fAi,Bl
Ai,Ar

+ fAi,Bl
Ai,Bl

− Giλ
Ai,Bl = 0 (23)

X

r 6=i,k

f
Ak ,Bl
Ai,Ar

+ f
Ak ,Bl
Ai,Bl

−
X

m6=i,k

f
Ak ,Bl
Am,Ai

= 0 (24)



„

P

f
Ak,Bl
Ai,Ar

∈FAi,A
cAi,Ar fAk ,Bl

Ai,Ar
+

P

f
Ak,Bl
Ai,Bl

∈FAi,B
cAi,Bl

fAk ,Bl
Ai,Bl

+

P

f
Ak,Bl
Am,Ai

∈FA,Ai

prxfAk,Bl
Am,Ai

«

Tl2 ≤ Ei for (1 ≤ i ≤ M)

(25)

X

1≤l≤B

λAi,Bl = 1 (1 ≤ i ≤ M) (26)

Tl2, fAk ,Bl
Ai,Aj

, fAk,Bl
Ai,Bl

≥ 0, λAi,Bl = 0 or 1

fAk,Bl
Ai,Aj

∈ FAi,A, fAk ,Bl
Ai,Bl

∈ FAi,B , 1 ≤ i, j, k ≤ M
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Note that λAi,,Bl is a binary variable used for basesta-
tion selection: if the data stream generated by a sensor i
will be transmitted to actuator l, then λAi,,Bl = 1; oth-
erwise λAi,,Bl = 0. The set of constraints in eq. (23) to
(26) can be interpreted as follows. The set of constraints in
(23) focuses on traffic flow generated locally at each actua-
tor i. They state that, for each actuator i, if BaseStation
l is the destination, then the locally generated (data gath-
ered by the sensors that belong to actuator i′s cluster) bit
rate (i.e., Gi) will be equal to the outgoing data flows from

actuator i to BaseStation l via a single hop
“

i.e., f
Ai,Bl
Ai,Bl

”

or multihop
“

fAi,Bl
Ai,Ar

”

; otherwise, all flows corresponding to

the source-destination pair (Ai, Bl) must be zero. The set
of constraints in (24) focus on the traffic that uses actuator
i as a relay node. They state that at each relay actuator i,

the total amount of incoming traffic
“

i.e.,
P

m6=i,k
fAk ,Bl

Am,Ai

”

should be the same as the total amount of outgoing traffic
“

i.e.,
P

r 6=i,k
f
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Ai,Ar

+ f
Ak,Bl
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”

for each source-destination

pair (Ai, Bl). The set of constraints in (25) concerns energy
consumption at actuator i. They state that, for each ac-
tuator i, the energy consumption due to transmitting and
receiving [see (1) and (2)] over the course of network lifetime
should not exceed the initial energy supply Ei. Note that in
(25) both flows generated locally at actuator i and those
flows that use actuator i as a relay node are included. Fi-
nally the remaining set of constraints enforce that actuator
i can only transmit all of its data to one basestation under
any routing protocol, along with the logical restriction on
the optimization variables λAi,Bl , f

Ak ,Bl
Ai,Aj

, and f
Ak,Bl
Ai,Bl

. Note

that Prx, Gi, Ei, cAi,Ar , and cAi,Bl
are all constants in this

optimization problem.
The formulation of optimal flow routing and basestation

selection is again a mixed-integer non-linear programming
(MINLP) problem. We develop a similar upper bound for
flow routing and basestation selection problem that can be
formulated and solved via linear programming (similar to
the formulation as level one). Here, we only present the
modeling of optimal flow routing and basestation selection.
An optimization criteria similar to level one can be opted
here to solve the system of equations. The non-linearity
component in the flow routing problem can be removed by
multiplying the equations (23)-(26) by Tl2 and then use the

linear substitutes
“
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= Tl2.f
Ak ,Bl
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”

,
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´

. Then, the MINLP prob-

lem can be reformulated into the equivalent MILP problem
as shown below.

We maximize lifetime Tl2, s.t. (eq. (23)-(26)).Tl2
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1 ≤ i, j, k ≤ M, i 6= j, k 6= j, 1 ≤ l ≤ B

Since we have only one sink in the network, the network
of basestations can form an aggregation tree toward this
common sink and the flow from a basestation can be splitted
and send over multiple routes toward the sink. Since we
also opt to perform optimization at this network level, the
flow problem to extend network lifetime at level three can
be written in similar fashion as eq. (8) to eq. (11) with
their appropriate subscripts (note that in this case, all the
data gathered at different basestations is sent to a common
sink and hence, the optimal flow solution formulation will
results in an NLP formulation (the mixed integer component
disappears due to the existence of a single sink) which can
be relaxed using same technique as presented earlier to an
equivalent LP formulation), and is therefore, not presented
here to conserve paper length.

5.3 Medium Access Protocol
Once the optimal actuators are decided for each sensor

in the network and optimal flow routing is formulated, then
the sensors can be scheduled using a TDMA like MAC pro-
tocol that corresponds to the flow solution. The actuators
explicitly schedules2 all the sensors based on its knowledge
of the cluster. Another improtant issue in this regard is that
the routing solution obtained by the optimization amounts
to flow splitting which require some critical synchronization
issues (NP-hard to obtain in ad hoc manner) among neigh-
boring sensor nodes. This is easily solved by a TDMA like
MAC as we allow for an actuator to manage its own cluster.

If a random access scheme is used at the MAC layer, then
the experienced network lifetime can not correspond to the
optimal routing solution (22) as the optimal routing solution
is only based on the flow coming into-and-out of a sensor
node subject to energy-constraints. It also do not take into
account the access energy wasted due to collisions and suc-
cessive retransmissions. Therefore, the optimal flow routing
solution (toward the selected actuator i.e., outcome of a cost-
function) and TDMA MAC are jointly optimal in extending
the network lifetime as optimal flow routing solution is to
operate on top of a given MAC layer scheme.

6. SIMULATION RESULTS
In this section, we present our ns-2 [8] simulation results

demonstrating the performance of our optimal flow rout-
ing and TDMA MAC solution. As our analysis is different
from the related literature presented in this work, we only
compare the results given by the upper bound in eq. (22)
(optimal flow solution for the relaxed problem which is in-
dependent of MAC) and the simulations performed in ns-2
2The details on the TDMA MAC for sensor-actuator net-
works can be found in [9]. However, since the sensors are
scheduled by a TDMA MAC then all packets reach the ac-
tuator by a deadline. Since any routing tree may result from
this decomposition, the deadline should be achieved for all
such possible trees.



on top of a TDMA like MAC. In our simulations, we con-
sider different network sizes (varying the number of sensors
and actuators) with randomly deployed topologies. Also,
we evaluate the lifetime only at level one as the optimal life-
time solution at other levels can be interpretted in a similar
fashion. Further, in the existing network simulators e.g. [8,
10], there are no available means of simulating a heteroge-
neous network consisting of sensors and actuators (as actua-
tor have different transmission and processing capabilities).
Therefore, we post-process our ns-2 based tcl-scripts in order
to simulate a heterogeneous sensor-actuator network. The
simulations are run several times for each network setting
and the results presented are averaged over these runs.

For each network setting, we calculate the upper bound
on lifetime provided by eq. (22) through MILP relax. We
denote this lifetime as Toptimal. We denote the lifetime ob-
tained with actual ns-2 simulation as Tsimulation. The initial
energy at sensor i is randomly generated following a uniform
distribution with ei ∈ [250, 500] (kJ). The data generation
rate at each sensor i, gi, is also uniformly distributed within
[2, 10] (kb/s). At simulation start up, the nodes learn the
network topology and built routes toward the destination
actuators (based on the outcome of a cost-function). This
learning process, which depends on the network topology,
can take upto 50 − 70 seconds. In this simulation-analysis,
actuators are also sensor nodes which have 0 sampling rate3,
i.e., no actuation is currently performed based on incoming
sensor readings.

The results obtained from eq. (22) and simulations us-
ing ns-2 are presented in Fig. 2. The slight difference in
the lifetime obtained from the simulations is due to the en-
ergy expenditure during initial network learning and route
discovery toward actuators. The simulated lifetime lies ex-
ceptionally close to the analytical bound (for relaxed flow-
problem) due to the following reasons: 1) we have built an
aggregation tree toward each actuator in the network which
is based on the result of optimal flow routing solution. 2)
The scheduling information is sent to the sensors by their
mapped-actuator nodes which corresponds to the optimal
flow solution. 3) The problem of synchronization is easily
solved as the transmission schedule is calculated by the ac-
tuator in each cluster. 4) There is no extra energy expendi-
ture as a result of collisions and successive retransmissions.
5) The nodes are sent to sleep mode, when not transmitting,
and also no information is expected to arrive from a sensor’s
downlink tree.

7. CONCLUSIONS AND FUTURE WORK
This paper considers a large scale wireless sensor-actuator

network with multiple actuators as sinks for data generated
by the sensors. Since many applications require to have each
source node send all its locally generated data to only one
actuator for processing, it is necessary to optimally map each
sensor to its actuator. Also considering the fact that the end-
to-end delays in wireless sensor-actuator networks is a hard
constraint, we jointly optimize the actuator selection and op-
timal flow routing subject to energy and delay constraints
with the global aim of maximizing the network lifetime. We

3At run-time, these nodes are modified to actuators (i.e.,
different communication capabilities compared to sensors)
so that an aggregation tree could be built toward these ac-
tuators for each cluster.
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proposed and evaluated (using a standard network simula-
tor, ns-2) our jointly optimal actuator-selection and routing
scheme on top of a TDMA based MAC. we also provide
a comparison to the analytical bound. Simulation results
show that this approach has near-optimal performance and
is practically implementable as compared to earlier analyti-
cal studies based only on numerical evaluations.

In future, we will extend our simulation setup to a compo-
nent based development environment TinyOS [10] and ex-
tend the simulator itself to enable development and test-
ing of such heterogeneous wireless sensor-actuator system.
We are also working towards a dynamic actuator-binding
based routing-protocol for event-driven sensor-actuator ap-
plications subject to delay-energy constraints with the aim
of extending network-lifetime.
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