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ABSTRACT

Region-based video indexing systems have opened up new
possibilities for the description of visual content. However,
these systems are affected by spatial variations on the re-
gions obtained from image segmentation algorithms and by
the complexity of region matching techniques. In this paper,
we propose to enhance these systems with the use of spa-
tiotemporal regions. The indexing framework studied for
that purpose is based on the Vector Space Model (VSM),
which enables efficient and compact shot representation with
count vectors. We analyse the properties of the VSM and
show that shot description can be improved by considering
spatio temporal representations. For evaluation, we further
compare the performance of the system using the spatiotem-
poral and the keyframe approach. Experimental results
show that the spatiotemporal approach is advantageous in
terms of retrieval performance and robustness of the descrip-
tion.

Categories and Subject Descriptors

H.3.1 [Information Storage And Retrieval]: Content
Analysis And Indexing—Indexing Methods; 1.2.10 [Vision
and Scene Understanding]: [Video Analysis]

General Terms

Algorithms,Design,Experimentation

Keywords

Region-Based Video Indexing and Retrieval, Video Analysis,
Vector Space Model, Spatiotemporal segmentation

1. INTRODUCTION

Recent advances in multimedia technologies have trig-
gered the creation of high volume video data. Textual anno-
tation is generally unsufficient to take into account complex
variations of video. Hence, the archiving of this huge infor-
mation has spurred the development of efficient techniques
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to represent visual content. Research in content based video
retrieval (CBVR) is aimed at addressing these challenges.
The database is organized at shot level. Visual content of
shots currently includes image features such as color, tex-
ture, shape and motion, as defined in the MPEG-7 standard.
A key issue of CBVR systems is to extract and organize these
features in a compact index.

Earlier video indexing systems were based on global image
features [9], but these systems had limited performance since
shots with different objects may share same global features.
It is now well established that a good video index should cap-
ture both spatial and temporal content of the scene. This
paradigm has lead to region-based systems, which objective
is to bring shot representation closer to human perception.
Traditionally, these regions are obtained by spatial segmen-
tation on representative keyframes [11, 1, 2, 6, 14, 12]. The
main shortcoming is that region representation remains sen-
sitive to the segmentation, so that the comparison of indexes
is affected by the spatial variations on the segmented re-
gions. In addition, information on the temporal evolution
of the regions is lost. More recently, research efforts have
been carried out on spatiotemporal regions. More evidence
on structure and motion can be obtained by collecting region
information in multiple frames. Most methods first segment
every image and then extend them to the spatiotemporal do-
main through the use of matching techniques [8, 6] or motion
estimation [3]. For instance, in the VideoQ system, regions
are initialized from color image segmentation and are then
tracked using the optical flow. However, the representation
is impaired from traditionnal motion estimations problems,
i.e. the quality of the image segmentation and estimated
flow depend on each other. Pure spatiotemporal approaches
consider the shot as a single 3D volume and extract descrip-
tors at pixel level. Then, spatiotemporal regions are built
by means of grouping techniques considering simultaneously
spatial and temporal information, such as mean-shift clus-
tering of video patches [5] or graph cuts on a pixel affinity
matrix [10]. The advantage of these methods is that there
is no further need to track regions between frames.

In this paper, we analyse a region-based indexing system
based on the Vector Space Model. This approach has proved
to be successful for many content-based image applications,
such as categorization [4], and video indexing and retrieval
[12]. Shots are described by an index of visual terms, which
are representative perceptual elements of the video. Similar-
ity between shots can be obtained by comparing the occur-
rences of the visual terms. However, the quality of the shot
description is often altered by variations of segmentation



algorithms. Although no segmentation algorithm can give
perfect results, spatiotemporal segmentation methods pro-
vide regions that remain temporally consistent over time.
It is interesting to examine how well this feature can im-
prove shot description with the Vector Space Model. In
order to favor the creation of more robust indexes without
adding significant complexity to the indexing system, we
propose to join spatiotemporal representation to the Vector
Space Model, relying both on spatial and temporal region
occurrences. This paper is organized as follows. In sec-
tion 2, we introduce the video retrieval and indexing system.
Then, in section 3 we present the spatiotemporal segmenta-
tion method used for describing shots. Section 4 introduces
the Vector Space Model and its adaptation for spatiotem-
poral shot representation. Finally, in section 5 we analyze
in depth the properties of the indexing model and compare
spatiotemporal and traditional keyframe approaches on the
task of video shot retrieval.

2. VIDEO INDEXING AND RETRIEVAL
SYSTEM

In this section, we describe the system used for video shot
indexing and retrieval. The video database is composed of a
collection of video shots which are annotated semantically at
shot level. The first task is to prepare the set of representa-
tive elements (or visual terms) that will be used to represent
video shots, which we refer as the visual dictionary. To do
so, shots are segmented into homogeneous volumes with the
method described in section 3.1. At the same time, we store
the region descriptors of the extracted regions. The overall
set of descriptors is then clustered to obtain the represen-
tative elements. Within this framework, indexing of a new
shot is performed in two steps. First, the shot is segmented
into regions and region descriptors are extracted. Secondly,
these descriptors are quantized to the nearest visual terms to
obtain compact shot signatures. Search and retrieval tasks
become now easy as we just need to compare shot signatures.
The overall framework is shown Fig.1.
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Figure 1: The Video Indexing and Retrieval System.

3. SPATIOTEMPORAL REPRESENTATION

In our framework, shot content is described by its repre-
sentation into regions. Ideally, each region should emphasize
one part of the perceptual visual content, while being still
homogeneous with respect to the extracted features. In ad-
dition, the region extraction process should be fast enough

to be applied on a large number of shots and frames in a
reasonable time. Spatiotemporal region representation aims
to add more robustness to the extracted regions, and thus to
enhance shot description. Much more evidence on the rele-
vance of regions can be obtained by gathering information
from a sequence of frames. Regions with temporal coher-
ence are most likely to be part of important elements of the
shots, such as moving objects or static backgrounds. The
feature extraction stage benefits from spatiotemporal repre-
sentation, since the influence of spatial segmentation varia-
tions is reduced when considering multiple frame regions.

3.1 Efficient Spatiotemporal Segmentation

Spatiotemporal regions can be extracted efficiently with
the method proposed in [7]. The approach has the abil-
ity to segment various type of scenes, including both static
and dynamic contents. One important advantage compared
to other spatiotemporal segmentation algorithms is the ab-
sence of computationally intensive clustering or optimiza-
tion algorithms. These are implicitly replaced by splitting
the segmentation process into several stages, using different
graph merging algorithms adapted to the level of grouping.

The workflow is composed of 5 steps shown Fig.2. In the
following, we denote by S;—,; the spatiotemporal segmenta-
tion from frame i to j and S; its projection on frame 1.

The segmentation is first initialized on the first frame of
the shot Ip. This step sets approximately the level of spa-
tial details. Once the segmentation initialized, the method
processes frame pairs. For each new frame Ijyi, we cre-
ate a set of over-segmented spatial regions Oy41. Ideally,
they correspond to a partition of the final regions Sk, except
some new regions induced by motion. These regions are now
spatially and temporally grouped with the current segmen-
tation Sp_ to build the new segmentation So—x+1. This
grouping is done in three steps. To take into account region
motion, we create new temporal edges linking regions in S
to Ok41 by tracking feature points between frame pairs. By
considering statistical properties of feature points within re-
gion couples, we can group most of dynamic regions. The
linkage of remaining static regions is done with a spatiotem-
poral merging algorithm. The merging is performed on a
pixel neighborhood, considering both local and global prop-
erties of the current segmentation So—x. As the projected
segmentations Sy and Sk4+1 become close after this stage, we
finally compare their region adjacency graphs to check the
validity of new regions.

In this way, we achieve incremental grouping of spatiotem-
poral regions by considering different levels of interaction
between pixels, frame regions and spatiotemporal regions.

Figure 3 illustrates spatiotemporal representation on Do-
con and the lecture videos (cf. section 5). In Fig.3(a), the
lecturer is leaving his chair, moving from the left to the right
of the scene. Among the extracted regions, we can find rele-
vant elements such as the head of the lecturer, the right part
of the jacket, and background elements. In Fig.3(b) featur-
ing an agitated shark, the regions represent the mouth, the
belly, the hat and the back of the shark. Some regions can be
simply characterized by their color, while others should be
also described by texture. We can observe that the segmen-
tation process absorbs small details while preserving global
region properties. Thus, a certain part of inhomogeneity is
tolerated, in order that the method balances the span and
the homogeneity of the spatiotemporal regions.
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Figure 2: Spatiotemporal Segmentation Scheme.
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Figure 3: Examples of spatiotemporal representation.

As we consider an automatic segmentation process, it is
rather difficult to extract perceptually meaningfull regions
with high accuracy. Indeed, we can notice in Fig.3(a) that
part of the head is missing due to very low contrast with
the white background and that the end of the jacket sleeve
is cut since the microphone prevents the grouping of top and
bottom jacket parts. Refining boundaries of spatiotemporal
regions will induce much more processing time, whereas this
will be unneeded in most cases as we do not consider to
extract region and object shapes, but instead global region
descriptors such as texture and color.

Compared to image segmentation methods, spatiotempo-
ral representation brings to light both common aspects of
video shots and elements that evolve temporally. In the
example Fig.3(a), the lecturer elements, such as the head
and the jacket are viewed in similar conditions, undergoing
few temporal changes, whereas the background elements are
progressively covered by the character. Less changes occur
within the second shot. This illustrates that each frame re-
gion can be seen as one instance of a latent visual content,
underlining spatial and temporal changes that may occur
within the shot.

3.2 Feature Extraction

To evaluate the influence of the segmentation for the keyframe

and spatiotemporal approaches, we use only spatial region

features. Color is represented by HSV histograms with re-
spectively 8, 4 and 4 bins for hue, saturation and value.
Texture is captured by the mean energy and variance of a
bank of 24 Gabor filters. For the spatiotemporal approach
two ways of extracting features are considered :

e Compute a single descriptor for each spatiotemporal
region. This can be seen as averaging the descriptors
through time (S-extraction).

e Compute a descriptor for each projected frame region,
which requires more storage for preprocessing visual
terms (F-extraction).

4. VECTOR SPACE MODEL

There are usually two strategies for region-based indexing.
On the one hand, structural approaches organize shots into a
hierarchy of regions. In this case, regions are the elementary
units of comparison [8]. On the other hand, the Vector Space
Model describes the whole shot with visual terms relative
to extracted region features. In the following section, we
explain how the VSM can exploit both spatial and temporal
redundancies existing in the shot representation.

4.1 Visual Dictionary Construction

The VSM approach comes from text document analysis
research area. Similarly to a text document, one shot can



be described by a count vector, where the count values are
the number of occurrences of visual terms. The reason be-
hind this representation is that the distribution of visual
terms gives information on the latent semantics of the shot.
These terms are obtained by clustering region descriptors
extracted over the whole database. K-means algorithm is
used for clustering. The resulting clusters constitute a vi-
sual dictionary which is used to index the shots.

4.2 Indexing

The principle of the indexing process is shown Fig.4. First
spatiotemporal regions are extracted for each shot using the
spatiotemporal segmentation algorithm. Then for each type
of feature F', region descriptors are quantized to their near-
est terms in the dictionary. The assigned number of neigh-
bours depends on the quantization error. If the descriptor
is very close to its nearest term, only the nearest term is
counted. Otherwise, when the descriptor is approximately
distant of several terms, all these terms should be counted.
Let fTS a region descriptor of one shot, and (fiD)i:il ..ix the
ordered K nearest visual terms of f,.. The set of counted
terms nearest(f7) is :

nearest(£7) = {ilde(f5, £7) < Tdw(£2, £} ()

where dr is the distance function for feature F'. This soft
quantization enables to deal with spatial and temporal vari-
ations of the visual content. Firstly, the closest visual term
can change between different instants. Secondly, spatial
parts of one region may be better described with different
terms. When mapping to multiple terms, the maximum
number of neighbours K should be kept small with respect
to the dictionary size, in order that the count vectors still
remain discriminative. In our observations, up to 10 clusters
can be chosen for less than 2000 visual terms.

The choice of the dictionary size itself is also an impor-
tant factor. Augmenting the number of clusters reduces the
quantization error and leads to more accurate descriptions.
However, the clustering process requires more examples and
computational time.

Shot ST Representation

Quantization Vector count

Figure 4: Vector Space Model for shot indexing.

4.3 Retrieval

Once indexed, shots can be compared very efficiently con-
sidering their signatures. The Cosine distance can naturally
capture the relative proportion of common visual term oc-
currences between two shots. To obtain a unique similarity
measure, we fuse the similarities from different modalities

with a weighted sum. For simplicity, each feature is given
equal weight in our experiments.

5. EXPERIMENTS

The evaluation of the spatiotemporal approach is con-
ducted on two videos : the Docon’s cartoon from the MPEG-
7 dataset, and a lecture video from the open video project®.
Each video has its own challenges for segmentation and in-
dexing. The segmentation is more accurate in the cartoon
video, but different objects can share the same environment
or interact with each other (turtle, dolphin, shark), which
complicates the indexing task. In the second video, we can
find scenes with static content (students, screen, drawing).
The lecturer is moving within the scene and is seen from
close-up or wide-angle shots (lectl and lect2). An illustra-
tion of typical annotated shots is shown Fig.5. To obtain
enough occurrences of each element and variable visual con-
tent, each video is subsampled into nearly 1000 shots.

5.1 VSM Analysis

Segmentation and clustering quality are key elements of
the Vector Space Model. Extracted regions should be rep-
resentative of the shot, while shot count vectors should be
characteristic of the visual categories. For this reason, we
conducted an experiment where we study the influence of
these elements on the VSM performance. More precisely,
we consider two factors:

e The granularity and homogeneity of shot regions,
e The visual dictionary representativeness.

The former factor rules the segmentation quality. Segmenta-
tion algorithms usually aims to obtain homogeneous regions
while limiting their number, but each method has its own
way to fuse different sources of information to obtain per-
ceptually coherent regions. Then, it is generally difficult to
specify the degree of homogeneity of the regions and the
granularity of the segmentation at the same time. To have
more control on this factor, we choose to fix the segmenta-
tion layout utilizing a grid. In this way, we indirectly set
the region homogeneity with respect to each feature, as re-
fining the grid will lead to more homogeneous content on
the average. In total, 7 scales, including 4 to 512 regions are
considered.

Besides segmentation properties, visual dictionary can be
depicted by the capacity of visual terms to fit each visual
category. To examine underlying dictionary properties, we
propose different measurements:

e The distance of one region to its nearest clusters, which
we denote as quantization error. When indexing shots,
the error depends on the distribution of the visual
terms and of the number of clusters.

e The proportion of occupied bins in the count vector,
which we call as count density, which summarizes the
distribution of shot regions over visual terms.

These measures are computed on the whole video dataset
and averaged on each semantic category.

Figure 6 illustrates the overall analysis results considering
different dictionary sizes. Figure 6(b) shows that increasing

"http:/ /www.open-video.org/
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Figure 6: Analysis of the VSM for the texture
modality - Example of the lecture video. (a) Overall
retrieval performance. (b) Overall quantization er-
ror. (c) Exact count density for the random model.
(d) Overall count density.

the number of regions and the number of terms diminish the
quantization error. First, this is inhererent to the cluster-
ing process : more terms results in more compact clusters.
Secondly, decreasing the grid scale leads to more homoge-

neous regions and therofore accurate descriptors. Besides
the quantization error, we analyse also the creation of the
count vectors. As a reference, we compute the expected
count density values when each region is indexed to a ran-
dom term. In this case, the count density can be modeled
as a Markov Chain. Let X, the number of occupied bins
after adding n counts, and K the dictionary size. The set of
possible states is S = 0, ..., K. The Markov chain is defined
by its initial value Xo = 0 and its transition matrix P :

5 ifj=i
Pij=Pr(Xnp1=jlXn=0)=¢ 1—q; ifj=i+1
0 else
2)
The count distribution is finally given by :
Pr(X, = j) =P (3)

At this point we compare the density counts for the ran-
dom model Fig.6(c) and for the dictionary of the lecture
video Fig.6(d). Up to 500 terms, the count density is at
least 25 percent lower than for the random model. On the
contrary, when using more than 1000 clusters, the curves
are very close to each other. This means that for small dic-
tionary sizes, we obtain numerous spatial cooccurrences of
the same visual terms, so that the number of these cooccur-
rences become important when comparying vector counts.
For a large number of terms, regions are typically assigned
to different clusters. In consequence, the added counts are
unrelated and the density is close to the one of the Markov
process. The effect of these features on the retrieval per-
formance is shown Fig.6(a). When considering few and in-
homogeneous regions, the quantization process is quite un-
stable leading to low and variable precision rates. Reducing
the quantization error by augmenting the number of clusters
does not help in this case as the count vector becomes very
sparse, altering the comparison between shots. When more
regions are available, the performance is less sensitive to the
dictionary size. If the dictionary is small, the high number
of coocurences gives dense but distinctive signatures. Oth-
erwise, the signatures remain discriminative in spite of the
reduced cooccurrences as we use accurate visual terms.

Several general trends can be drawn from this analysis.
Firstly, the clustering and indexing task are more robust
when considering numerous and relevant regions, boosting
the accuracy of the visual terms in the quantization stage,
and leading to more discriminative shot signatures thanks to
the term redundancies. Secondly, the dictionary size can be
choose to have intermediate count density values (0.3 to 0.5),
balancing spatial redundancies and visual term accuracy.
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Figure 7: Analysis of the VSM for different cate-
gories with 50 visual terms - Example of the lecture
video.

After looking at the general properties of the VSM, we
now examine its behaviour with respect to different visual
categories. Figures 7 and 8 show that the scenes with sta-
ble and specific visual content, such as screens, drawings
are likely to be integrated efficiently in the VSM. Indeed,
these categories have both small error rates Fig.7(b)-8(b)
and sparse vector counts Fig.7(c)-8(c). Good retrieval re-
sults are obtained for all number of clusters, which reveals
that the shots are indexed efficiently with a few category-
specific terms in the dictionary. In some categories, such as
students, the regions are rather inhomogeneous. As shown
by the high quantization error and density of their vector
counts, they are finally improperly represented in the visual
dictionary. As noticed in Fig.6, augmenting the dictionary
size does not lead to significant enhancement while requir-
ing more regions. These observations are also verified in
Fig.9. The shark object is clearly described by a few rep-
resentative terms Fig.9(c), thus obtaining good retrieval re-
sults. In the opposite, ball and dog categories have poorer
representation in the dictionary with the highest quantiza-
tion errors Fig.9(b), resulting in weak performance, around
0.3 and 0.4 respectively. For the other categories, the rela-
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Figure 8: Analysis of the VSM for different cate-
gories with 2000 visual terms - Example of the lec-
ture video.

tion between the measures and the performances is not as
clearly manifested. What should be taken under considera-
tion is the interaction between categories and the overlap of
visual terms. Indeed, some categories can share same visual
environment such as the couples girl-ananas or shark-turtle.
The first one has large background areas in common, which
is manifested through low and similar quantization error. It
is also the case in the second couple, but the turtle can ap-
pear under different views and also other environments. In
consequence, a query featuring a turtle may retrieve shots
featuring the shark before some other shots where the turtle
appears.

These considerations illustrate how the VSM enables to
reduce the video contents to a small amount of visual terms.
The construction and comparison of these terms depend
most of the segmentation properties. If the regions are de-
scribed accurately, compact and discriminative representa-
tion can be obtained from a large range of dictionary sizes.
Otherwise the model is penalized when considering variable
categories.

5.2 Comparison
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In this section, we evaluate the contribution of the spa-
tiotemporal approach to the VSM. For this purpose, we
compare the spatiotemporal representation with keyframe
regions obtained from well-known segmentation algorithms:
watersheding [13], which extracts homogeneous color regions
and the edgeflow algorithm used in Netra-V system [6] which
balances color and texture. We evaluate the algorithm on
different number of frames, except for the edgeflow tech-
nique which is too computationally intensive to be used on
multiple frames.

Results for the two videos are shown Fig.10(a-b). The
spatiotemporal method performs well compared to the edge-
flow and the watershed algorithms, and thus for every ob-
ject. Regarding watershed segmentation, good results are

Method Description

STG-F* Spatiotemporal segmentation, F-extraction
STG-S* Spatiotemporal segmentation, S-extraction
W* Watersheds, regions cumulated over * frames
E* Edgeflow, regions cumulated over * frames

Table 1: Segmentation algorithms.

obtained for homogeneous color objects such as shark, tur-
tle and static rich colored scenes. However, the results can
decrease dramatically for scenes with variable spatial con-
trast and textured areas (screen, drawing). Not suprisingly,
the edgeflow method performs better on this type of scenes.

Globally, we observe gains of 7% and 12% in retrieval per-
formance between the best image segmentation and the best
spatiotemporal method, for the lecture and Docon videos re-
spectively. The difference is justified by the fact that in the
former video, the edgeflow method can give reasonably good
results for categories which contain well-defined textured el-
ements, such as the lecturer, drawing and screen. However,
it fails to describe accurately scenes with more spatial vari-
ations, such as students.

Considering multiple frames (W5) or region volumes con-
tributes to the quality of the shot indexes. In the first case
the density of the shot indexes is increased, so that more
common terms can be found. In comparison, in the spa-
tiotemporal representation (STG-S), spatial and temporal
variations are attenuated by extracting descriptors on the
full volumes. The advantages of these two approches can
be combined by extracting frame descriptors from the spa-
tiotemporal regions (STG-F). In this way, we capture the
temporal evolution of the region descriptors. We observe
that the extraction process slighty enhances the retrieval
performance, up to 6% with respect to STG-S methods with
similar number of frames. More precisely, this improvement
concerns categories whose visual content undergo important
variations between scenes, such as the ball, the dog and girl
scenes. Actually, the effect is to accumulate more confidence
on the quantization process, as the visual terms are selected
using several descriptors from the same volume. This helps
to distinguish common terms that remain stable to scene
changes from the others.

Another advantage of the spatiotemporal representation
is that good results can be achieved considering far less re-
gions than the other methods, as shown in table 2. This is
noticeable for processing large databases.

[ Method | E1 | W1 [ W-5 [ STG-F2 | STG-F5 | STG-F10 |
| Nb. reg. [ 90 [ 135 | 672 | 52 | 88 | 140 |

Table 2: Average number of regions for the segmen-
tation algorithms.

Figure 11 also points out that the performance of spa-
tiotemporal methods does not depend much on the size of
the visual dictionary. The results are averaged on all Do-
con’s objects for several dictionary sizes. They need between
100 and 500 terms to reach their best performance, whereas
a smaller dictionary can be used for watershed segmentation.
This reveals that slightly more visual terms are needed to
represent each spatiotemporal region. As noticed in section
4 this is not a disadvantage as it adds robustness to the
scene variations.

6. CONCLUSIONS

In this paper, we have demonstrated how spatiotemporal
segmentation and Vector Space Model can be combined to
index video shots. Experimental results conducted on var-
ious video scenes reveal that the performance of the VSM
tightly depends of the region extraction process, as the use
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Figure 10: Retrieval results for different segmenta-
tions. The dictionary contains 1000 visual terms.

of accurate region descriptors enhance the specifity of the
shot signatures.

In this context, we show that the VSM benefits from
spatiotemporal representation. Spatiotemporal regions em-
phasize relevant spatial and temporal redundancies between
shots, offering more robustness to scene changes. The com-
parison with image segmentation methods shows that the
new representation leverages retrieval performance, and that
more consistent results are obtained between different visual
scenes.

Future work will be to further study spatiotemporal seg-
mentation for object-based retrieval system. Therefore, we
plan to consider object spatiotemporal attributes and rela-
tionships for advanced description and comparison of video
shots.
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