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When Network Coding and Dirty Paper Coding
meet in a Cooperative Ad Hoc Network

Nadia Fawaz, David Gesbert, and Merouane Debbah

Abstract

We develop and analyze new cooperative strategies for adédtamrks
that are more spectrally efficient than classical DF codperprotocols. Us-
ing analog network coding, our strategies preserve theipaitalf-duplex
assumption but relax the orthogonality constraint. Theoghiction of inter-
ference due to non-orthogonality is mitigated thanks teqdég, in particu-
lar Dirty Paper coding. Combined with smart power allocatiour coopera-
tion strategies allow to save time and lead to more efficisataf bandwidth
and to improved network throughput with respect to clas&&F/PDF.
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1 Introduction

OOPERATIVE communications occur when distributed wirglesdes inter-

act to jointly transmit information. Several radio ternmmaelaying signals
for each other form a virtual antenna array and their codjgeranables the ex-
ploitation of spatial diversity in fading channels. SeVeetaying strategies already
exist, the simplest and most famous being [1] Amplify andwaod (AF) and De-
code and Forward (DF) with repetition coding (RDF) or palathannel coding
(PDF). Since radio terminals cannot transmit and receireubaneously in the
same frequency band, most cooperative strategies are bagedf-duplex mode.
When considering a three-node cooperative network, witbuace S, a relay R
and a destination D, each transmission is divided into tweahkd: in first block, S
transmits and R and D receive; in second block R relays anct@ves. In some
strategies S transmits also in second block.

Now let us consider the four-node network in fig. (1) with tvauscesS; and

So transmitting in a cooperative fashion to two destinatiéhsand D5 as in [1].
The previous transmission scheme is repeated twice, firsh&orelay channel
S1 — Sy — D and second for the relay channgl — S, — D, as described in
fig. 2 (b), resulting in four-block transmission. The use ahogonal interference
free channels for sources and relays transmissions siagliiceiver algorithms
but results in a loss of bandwidth.

Figure 1: A four node network with 2 cooperating sources addginations

1.1 The ldea in Brief

Loss of bandwidth issue has been tackled at higher layerksh@ network
coding (NC). Packets arriving at a node on any edge of a nkta put into a
single buffer. At each transmission opportunity, an oufgatket is generated as a
random linear combination of packets in the buffer withiorient” generation [2].

Inspired by network coding, consider a four-node coopegatietwork using
"network precoding” in a two-block transmission schemeevehin each single
block one source simultaneously transmits and relays ag.i2 fic):
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Figure 2: Time division channel allocations for (a) orthngbdirect transmissions,
(b) usual orthogonal cooperative transmissions (c) pregpaeheme : analog net-
work coding cooperative transmissions

o firstblock : S sends a single signgl (s1(n), s2(n—1)) which is a function
of both its own message (n) and a message (n — 1) received, decoded
and re-encoded by in the second block of previous transmission (repe-
tition of the codeword - RDF - or use of an independent coddwBDF),
now relayed forSs. S,, D1 and D5 receive. Sincés; knows the message in
so(n — 1), it can extracts; (n), if it also knows the mixing functiory;.

e second block S, sends a single signgi(s2(n), s1(n)) which is a function
of both its own message (n) and a message (n) received, decoded and
re-encoded by in the first block of the current transmission, now relayed
for S;. S1, D1 and D, receive. Since; knows the message i (n), it can
extractsa(n), if it also knows fs.

Functionsf; and f5 are the network precoding functions which help improv-
ing communication in terms of bandwidth. Knowinfg and f, allows sources
So and S; to easily cancel interference and extract the message tiiehave
to relay in next block. But unfortunately, bandwidth usagmiovements have a
cost: the introduction of interference at destinatidnsand D5 . In first block,
so(n — 1) is intended toD, as relayed signal and acts as interference Igr
which is only interested i, (n); reciprocally, s;(n), intended toD;, generates
interference forD, interested irs2(n — 1). A similar interference problem occurs
in second block. Nevertheless, interference is known astrdtter, thus one can
design the precoding functions to take into account thiseis$n particular Dirty
Paper Coding (DPC) [3], a well-known coding technique toigaike interference
known at transmitter, may help NC. We may expect DPC-likevoekt precoding
to help improving bandwidth efficiency in a cooperative ratwas well as miti-
gating interference, thus enhancing performance withe&sjp usual cooperative
schemes.



1.2 Related Work

In [4] a cooperation strategy is proposed for two transmstend one des-
tination. Each source transmits both information of its cavrd of its partner,
orthogonally superposed using orthogonal spreading cledelng to improved
user capacity. Nevertheless, a common destination is a&sstonthe cooperating
pair, the half-duplex constraint is not taken into accowmtg cooperative peri-
ods are divided into two parts: slots where sources transntyttheir own signal
and slots where they send a cooperative signal. Our propadseine is more
efficient, because no orthogonality constraint is imposedsburce and relayed
signal separation. In [5] coded cooperation (CC) is intamglin a system with
two sources and one destination and is shown to outperforram®FRDF. In that
scheme, frame separation of own and relayed signals agails @ bandwidth
loss and a common destination is assumed, a particular ¢as®perative sys-
tem. In [6] non-orthogonal AF (NAF) protocols - yet presagyithe half-duplex
constraint - are proposed. In NAF, orthogonality constr&mrelaxed by letting
the source transmit symbols even when a relay is retransguitNAF turns out to
improve performances with respect to classical AF. Needetis with NAF, only
half of the symbols are relayed. In our scheme, orthoggnhaétween source and
relayed signals is also relaxed, half-duplex preservetdalbaymbols benefit from
cooperative transmission. All these works consider a comdestination and do
not address interference mitigation issues arising inirsolirce multi-destination
cooperative ad hoc system.

DPC was considered in relay networks in [7], [8] and [9]. lh[DPC transmit
cooperation scheme suffers from loss of bandwidth due tmtttegonal coop-
eration channel used to exchange transmit messages betvee®vo sources and
whose cost is not taken into account. In [8], a full duplex - ®Retwork is consid-
ered, in which the source S sends a signal consisting of twgpooents, one in-
tended to the relay and one intended to the destination.idmeatay network, DPC
precoding is used at source to mitigate the interferenceethat the relay by the
second component. On the contrary, in our cooperation sehii@ takes care of
interference at the relay, whereas DPC is used at sourcet agldyato mitigate in-
terference caused at destinations. In [9] DPC is considerddll-duplex transmit
cooperation, with the sources jointly deciding the codelsdyoth will combine in
their transmit signals, which needs some signaling to agnetiie codewords, not
taken into account in the resource expenses. Besides theobde@ing is fixed be-
fore power allocation optimization, which impacts the indual rates and makes
one destination use forward-decoding and the other backdecoding. On the
contrary, as in [1] we consider a TDMA scheme, but with a tifnift $etween the
decoding of received signals at destinations, allowingespect the half-duplex
constraint, while NC allows to maintain a continuous flow wformation inter-
esting both destinations. Therefore our strategies arérid¢o manage combin-
ing the half-duplex constraint in the [1]-fashion and th@towuous transmission
of data interesting all destinations in the [9]-way. Moreoin our scheme, each



source chooses its codewords alone, without needing to ki@t the other chose
and both sources select the best DPC-orderings as part optimization, which
they can achieve alone as long as channel information isabl@i Finally both
destinations can use forward-decoding and do not to needitamtil the end of a
frame of codewords to decode backward the first codeword sent

The idea of analog network coding at the physical layer wapgsed in [10]
with power allocation, interference mitigation tanks to®&nd results on the total
network throughput, nevertheless the full analysis isqmted in this report. Re-
cently [11] studied AF with analog network coding and showlet joint relaying
and network coding can enhance the network throughput.

Our main contribution is to bring network coding, in an ampleay, at the
physical layer, to provide novel cooperative protocolsigsinalog network coding
and to analyze their performances in terms of the netwoutiinput and outage
behavior. Thanks to analog Network Coding combined withtyDiraper precod-
ing, time is saved compared to classical DF protocols, fietence resulting from
non-orthogonality is mitigated, leading to a better useestources and improved
spectral efficiency. Analysis show that our cooperativatstyies clearly outper-
form classical orthogonal DF protocols.

1.3 Outline

The rest of the report is organized as follows. In sectionaations and the
system model are presented. In section 3, cooperative girecmethods are de-
scribed whereas the performance criteria are derived tioset. Numerical results
and comparison with other cooperative protocols are pealid section 5 and lead
to the concluding section 6.

2 System Model

Consideringi € {1,2}, i denotes the complementary integer in the ensemble,
e.g. ifi = 1,7 = 2. Matrices and vectors are represented by boldface upmercas
AT, A*, AT denote the transpose, the conjugate and the transposegatenijof

matrix A. tr(A), det(A) and ||A||r = /tr(AAH) stand for trace, determinant

and Frobenius norm oh. IE is statistical expectation aridy = E[VV ] is the
correlation matrix of vecto¥. Finally |  is the identity matrix of size N.

To capture the gain resulting from the NC approach, we censidat all termi-
nals are equipped with a single antenna. Consider the fale network illustrated
in fig. 1. Each sourcé; , i € {1,2} generates a sequenggn), n € {1,.., N}.
These symbols are modeled by independent identicallyilaiséd (i.i.d.) circularly-
symmetric complex gaussian random variables, with zeraraed variance; =
E[|s;(n)|?]. Attimet = kT = k/W , k € NN, the signal transmitted bg; is
denotedr; (k) whereagys, (k) andyp, (k) represent the signals received by source
S; and destinationD; respectively, withi, 5 € {1,2} . Finally f; represents the



network coding function performed &;. Those functions can be of any kind,
not necessarily linear. Nevertheless, in this report agmey a network coding
approach for cooperative ad hoc networks, we focus first notions performing
a linear operation on the symbals ands,, to simplify analysis and detection at
destinations. Then a DPC approach is considered and shoautperform the
other strategies.

As described in section 1 and figure 2 (c), NC cooperative concation
divides each transmission into two blocks.

e First block at even time indexes = 2n, signals transmitted by, and

received by other terminals are:

z1(2n) = fi(s1(n),s2(n — 1))
Ys,(2n) = hs,s, 71(2n) + 25,(2n)
yp,;(2n) = hp,s, v1(2n) + zp,(2n) , j € {1,2}

e Second blockat odd time indexeg = 2n+1, signals transmitted by, and
received by other terminals are:

x2(2n + 1) = fa(s1(n), s2(n))
ys,(2n+1) = hg, s, 2(2n + 1) + z5,(2n + 1)
yp,(2n+1) = hp,s, z2(2n + 1) + zp,(2n + 1), j € {1,2}

The channel between transmitte {51, So} and receivew € {S1,S2, D1, D2}

is represented b, which includes the effects of path-loss, shadowing and slow
flat fading. These channel coefficients are modeled by int#md circularly-
symmetric complex gaussian random variables with zero raedrvariancer2,,,
i.e. Rayleigh fadingz, (k) are i.i.d circularly-symmetric complex gaussian noises
at receivers, with variance?. Each source has a power constraint in the con-
tinuous time-channel of P Joules/s and transmits only Hathe time, both in
orthogonal interference-free cooperation scheme andeiptbposed NC cooper-
ation schemes. Thus the power constraint translatesfinte E[|z;(n)[*] < 2E.
Since a source transmits only part of time, it can increasgansmit power in its
transmission block and remain within its average power ttaimé for the whole
transmission.

3 Precoding Method

3.1 Linear Precoding

In Linear Network Coding for RDFS; detectsse(n — 1) in the signal trans-
mitted by S; and re-encodes it using the same codeword. T™eforms its trans-
mitted signalz;(n) as a linear combination of its own codewosdn) and the
repeatedss(n — 1). The same process happensSat Therefore functionf; can



be represented by a matrix of size N; x Ny, i.e. (number of transmit anten-
nas at source) times (number of symbols on whjichcts). In the single antenna
scenarioF; = [fi1, fi2] is a row of size 2. Transmitted signals are thus:

x1(2n) = Fl [sl(n), SQ(TL — 1)]T = fllsl(n) + f1232(n — 1)
22(2n + 1) = Fy [s1(n), s2(n)]T = fors1(n) + fazsa(n)

In Linear NC cooperation scheme, the power constraint besdin= «||F;||%. <
2. We will consider precoding functions such thj&||% = 1, i.e. f; does not in-
crease the power transmitted by soufgbut shares it between the source message
and the relayed message.

Remark : orthogonal TDMA transmissions without relaying can be saga
particular case of network coding whefe = [1,0] andFz = [0, 1]. Orthogonal
interference-free cooperation [1] is also a particulaead®ur scheme whefe, =
[1,0] andFy = [1, 0] during two blocks, and thef, = [0, 1] andF; = [0, 1] during
the next two blocks.

3.2 Dirty Paper Precoding

Since interference resulting from NC approach is known attthnsmitter,
more advanced NC functions can include decoding and redéamgavith DPC of
messages intended to different destinations [12]. In Drdyper NC for PDES,
decodes the message carried 9yn — 1) and re-encodes it using an indepen-
dent Gaussian codebook. More precisely, in order to usg paper coding,S;
first orders destinations based on channel knowledge. bhericks a codeword
for the first destination, before choosing a codeword fordbeond destination,
with full non-causal knowledge of the codeword intendedrtt fiestination. Thus
the second destination does not see interference due t@dasvord for the first
destination, whereas the first destination will see theaigriended to the sec-
ond destination as interference. The signal transmitted:bis the sum of the
two codewords, with power sharing across the two codewaklag into account
channel knowledge.S; will proceed the same way in the following block. The
ordering of destinations chosen at each source affectsrpgathces. Transmitted
signals thus become:

z1(2n) = fiisi1(n) + fiasy(n —1)
22(2n + 1) = fa151(n) + fazs2(n)
where ffj stands for the power allocated by sours;eo the codeword intended to

destinationD;, ands; is the independent codeword produced by a source acting as
relay after decoding the message carried py



4 Performance Analysis

Average rate, per user and network throughputs as well agedtehavior are
analyzed in slow fading channels.
4.1 Orthogonal interference-free RDF and PDF

For cooperative channels in fig. 2 (b), using RDF the mutuairmation be-
tween inputs; and outputyp, at Dy is [1]:

T .
Irpr(si3yp,) = 5 min{log(1 + plhs,s, %),
log (1 + p‘hD1S1 ‘2 + p’thsz ’2)}

(1)

where the input SNRig = ¢, /02 = 2P/(W?). Mutual informationl g p - (s2; yp, )
between inpuk, and outputyp, at D, is given similarly. Half the degrees of free-
dom are allocated for transmission to a destination - eastindgion is passive half
of the time - therefore the throughput of the first use%f&DF(sl; yp,) and the
total network throughput using RDF is:

1 1
CrpF = §IRDF(31§ Yp,) + §IRDF(32§?JD2) (2)

The outage probability is defined as in [1]:
PEpr(p, R) = Pr{Irpr < R )

whereR is by definition the ratio between ratén bits per second and the number
of degrees of freedom utilized by each terminal [1] :

r .
R= W—/2 in b/s/Hz (4)

Using PDF, mutual information between andyp, is [13]:

1 .
Ippr(si;yp,) = 3 min{log(1 + p|hs,s,|*).
IOg(l + p|hD151 |2) + IOg(l + p|hD152|2)}

®)

Mutual information/ppr(se2; yp,) at Do is also given by a similar formula [13].
The total network throughput of PDF is given by:

1 1
Cppr = §IPDF(31§ yp,) + §IPDF(32§ YD,) (6)

and the outage probability is:

Ppfr(p, R) = PrlIppr < R] (7)



4.2 Linear NC RDF

For our proposed network coding cooperative scheme in figicg when the
network coding functions are linear transformations, ralinformation between
input s; and outputyp, at destinationD; can be shown to be:

1 .
Innc(siyp,) = 5 min {log (14 plhs,s, f11]?) »

|hpy s, f11]? +p \hp, sy f1 ] >}
1+ plhp, s, f12]? 1+ plhp, s, f22]?

log <1 +p
C)

In the minimum in equation (8), the first term represents tlagimum rate at
which relay S, can decode the source messageafter canceling the interference
known at the relay (interference is due to the symfzothe relay emitted previ-
ously), whereas the second term represents the maximuratnatech destination
D, can decode given the transmissions from sodhcand relaySs. A similar for-
mula gives the mutual information between inputand outputyp, at destination
D5, with appropriate changes.

1 .
Innc(s2;yp,) = 5 min {log (1 + plhs, s, f22]?) ,

|hD, 5, f22]? N |hpys, f12]* )}
1+ plhp,s, f21]? 1+ plhpys, f11]?
9)

With Network Coding, all degrees of freedom are used forgmaission to
each destination. No time is wasted from the destinationtpafi view, thus the
throughput for the first user i§,y¢(s1; yp, ) and the total network throughput for
this strategy is :

log <1 +p

Cine = max  Ipnco(si;yp,) + Ione(s2;yp,) (10)
{fijtijeqi2
\ful + [ fie]? <1
o>+ [ f22]* <1

The optimization problem turns out to be a non-convex probleo that clas-
sical convex optimization techniques cannot be used to ficldsed-form expres-
sion of the power allocation scheme. Moreover, becausarifdiions due to the
quality of the link source-relay, MAC-BC duality [14] caninoe used to solve the
optimization problem as in non-cooperative systems. Rupdhe optimal power
allocation scheme between transmitted and relayed sighalch source is differ-
ent from BC power allocation problem, because power teffpand f3, appear in
the capacity of the links between the two sources, first temtise minimums in
formulas (8), (9), (12), so that the power allocation schemagimizing the sum-
rates of the two BC channels between a source and the twaaléstis may not
be the same as the one maximizing the sum-rate of the comeesgistem.
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Since all degrees of freedom are utilized by each termihalptitage probabil-
ity is:
Pljc(p, R)) = PrlIne < R (11)
ith B = — in b/s/H
with R W in b/s/Hz

4.3 DPC NC PDF

The mutual information between a source message and thgadignals at
the intended destination depends on the two orderibigg1, of destinations for
DPC chosen by both sources. Since a relay uses an indepearmiword to re-
encode the signal it received from the previous source ptiaérietwork throughput
for this cooperation scheme belonging to the family of PDif loa written :

Cppc = max Ippc(si;yp,) + Ippc(s2;yp,)
o, oy { fig i jeqrzy
\ful?+ 1 fie]? <1
| for® + | fa2* <1

1 .
Ippc(si;yp,) = 5 nin {log (1 + plhs,s, f11]?) .

log(1+ SINRy1) + log(1 + SINRy;)} 12)

T .
IDPC’(32§ yDQ) - 5 min {log (1 + p’h5152f22’2) )
log(1 + SINR12) + log(1 + SIN Rag)}

where SIN R;; is the Signal-to-Interference plus Noise ratio resultingnf the
signal transmitted bys; at D;:

plhp,s, fi;|* . if S; does DPC in favor oD,

SINRZ‘]' = P|hD,-S,L-fij‘2 . : _
m , if S; does DPC in favor of;

The outage probability is defined as
Pppc(p, R') = PrlIppc < R] (13)

5 Numerical Results

In this section, numerical results are presented to compardifferent coop-
eration strategies. Fig. 3(a), 3(b) and (4) illustrate agerper user throughput and
total network throughput obtained through Monte Carlo Sations, in the case of
symmetric networks, i.e. in which the fading variances demticalo?, = 1. Op-
timal power allocations and orderings were obtained numerically. The average
individual throughput are the same for both users, sincg dne assumed to have
the same power constraints and the network is symmetric. 3and 6 show the
outage behavior of the different strategies.
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Per user Throughput vs. SNR for RDF and Linear NC-RDF
35¢ :

—©6— Linear NC-RDF
—+— RDF

Per user Throughput [b/s/Hz]

0 LCDOBDBBBSIE =
-20 -10 0 10 20 20
SNR [dB]

(a) Per user Throughput of RDF and Linear-NC-RDF

Per user Throughput vs. SNR for PDF and DPC-NC-PDF

—&— DPC NC-PDF
—— PDF

3.5H

Per user Throughput [b/s/Hz]

SNR [dB]

(b) Per user Throughput of PDF and DPC-NC-PDF

Figure 3: Comparison of Per user Throughputs of classicaN@ based cooper-
ative methods
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5.1 Average Throuhputs

Fig. 3(a) compares RDF [1] and LNC for RDF that we propose, stmuivs
that our technique based on Linear Network coding perforrashmbetter thanks
to a more efficient use of spectral resources as well as p@geurces. Fig. 3(b)
plots the per user throughputs for PDF [1] and our DPC-NC foFFOnce again,
the NC based strategy enhances performances in terms wifdinali throughput.

Finally fig. (4) allows to compare the total network throughpf all tech-
niques, and shows the neat improvements in the network rpegfices thanks to
NC methods. Thanks to smart power sharing between own aageklsignals,
even with repetition coding, and increased spectral effayicLinear NC enhances
considerably performances compared to classical RDF arie BEing a more ad-
vanced coding technique, DPC to mitigate interference®igeed at destination
by the NC methods leads to even better results.

Total Network Throughput vs. SNR for RDF, PDF, Linear NC-RDF and DPC-NC-PDF
8 ~

—&— DPC-NC-PDF
7| —©— Linear NC-RDF
—— PDF

—+— RDF

Total Network Throughput [b/s/Hz]

SNR [dB]

Figure 4. Total Network Throughputs of RDF, PDF, linear NOfRand DPC-NC-
PDF

5.2 OQutage Behavior

Fig. 5 plots the cumulative distribution functions of the peer throughputs.
Indeed
PR r(p,R) = Prllgpr < R] = Pr{Irpr/2 < R]

11



Recalling thatlppr/2 is the per user throughput, analyzing the outage behavior
of the different strategies for a target rateés equivalent to comparing the CDF
of the per user throughputs for a rate valde A neat improvement in the outage
probability is visible in fig. 5 when using network coding paoation.

CDF of Spectral Efficiency — SNR = 10dB
1r e

Empirical CDF

- = = NC-RDF
DPC-NC-PDF

0 1 1 1 1 1 1 J
0 0.5 1 15 2 2.5 3 3.5

Spectral Efficiency [b/s/Hz]

Figure 5: CDF of Spectral Efficiency - SNR = 10 dB

Fig. 6 shows the outage probabilities (3), (7), (11) and,(I8)sus the SNR for
the different strategies, and a target rate 1b/s. They illustrate in particular the
large energy savings that NC based cooperative stratelip@sta reach a target
rate.

6 Conclusion

Inspired by network coding, we proposed new cooperatiaesires for ad hoc
networks, which improve spectral efficiency of the coopeeasystem by relaxing
the orthogonality constraint, though preserving the prathalf-duplex constraint.
The introduction of interferences between source and edlayessages, when con-
sidering non-orthogonal transmission scheme, is mit@y#ttanks to precoding at
transmitter. We presented two precoding approaches,rliN€awith RDF and
Dirty-Paper NC with PDF, relevant technique since the taEtter knows the in-
terference. Thanks to precoding, linear or Dirty Paper thatee cost of the NC
approach - introduction of interferences - is less than éiselting gain in terms of
spectral efficiency and performance analysis shows grgatowements in terms

12



of sum-rate capacity over classical RDF / PDF cooperatiaegies. Future work
may include development of a selective strategy to circurhiimitations due to
link source-relay, extension to multiple-antenna terdsinen particular assessing
how beamforming can improve performances, and last buteast lextension to a
large network with several source-destination pairs.

Outage Probability versus SNR

|
LN

Outage Probability
=
o

—+— RDF
—#%— PDF
—6— NC-RDF
DPC-NC-PDF
10° : ‘ ‘

0 5 10 15 20 25 30
SNR [dB]

Figure 6: Outage Probabilities versus SNR
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