
Schemes and Architectures for Wireless Ad Hoc
Networks and Cooperative Communication
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COMMUNICATIONS
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Par

Tarik Tabet
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Abstract

The focus of this thesis is on the study of decentralized wireless multi-hop

networks. We are particularly interested in establishing bounds on the

traffic-carrying capabilities of wireless ad hoc networks and conditions on

the scalability of such networks with node mobility. This theoretical investi-

gation brings forward challenges on the design of such networks. This leads

to a second part of this thesis that considers the feasibility and the design of

physical layer architectures and schemes for decentralized wireless multi-hop

networks.

In the first part of this thesis, bounds on the capacity of wireless ad

hoc networks with two types of non-uniform traffic patterns are established.

We focus on the impact of traffic patterns where local communications pre-

dominate and show the improvement in terms of per user-capacity over ad

hoc networks with unbounded average communication distances. We then

study the capacity of hybrid wireless networks, where long-distance relaying

is performed by a fixed overlay network of base-stations. We investigate

the scaling of capacity versus the number of nodes and the density of base-

stations in the area of the network. It is shown that the gain in performance

is mainly due to the reduction in the mean number of hops from source to

destination.

Then, we investigate the impact of mobility on the ad hoc network capac-

ity. We propose a set of necessary and sufficient conditions under which the

long-term averaged throughput in an ad hoc network can remain constant as

the number of nodes increases. The main idea is to use a connectivity graph,

that does not represent the actual physical network, but rather the available

communication resources. This graph also allows to translate the problem

of maximizing the throughput in ad hoc networks to the multi-commodity

flow problem and directly apply related results.

In constrast to these macroscopic studies, in the second part we focus
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on a microscopic analysis of ad hoc wireless networks. We are interested

in characterizing the performance of decentralized multiple-access and re-

transmission schemes for multi-hop wireless networks with the goal of draw-

ing conclusions on cross-layer design. We investigate different transmission

strategies in order to assess the tradeoff between spatial density of communi-

cations and the range of each transmission. We present tools for characteriz-

ing the spatial throughput as a function of topological parameters (e.g node

population density) and system parameters (propagation, bandwith etc).

The results of this work also show that coding and retransmissions provide

means of reliable communication coupled with a completely decentralized

multiple-access strategy.

Finally, an efficient protocol for the delay-limited fading Automatic Re-

transmission reQuest (ARQ) single relay channel is considered for coopera-

tive communications. The proposed protocol exploits two kinds of diversity:

(i) space diversity available through the cooperative (relay) terminal, which

retransmits the source’s signals, (ii) ARQ diversity obtained by leveraging

the retransmission delay to enhance the reliability. The performance char-

acterization is in terms of the achievable diversity, multiplexing gain and

delay tradeoff for a high signal-to-noise ratio (SNR) regime. Then, by let-

ting the source’s power level vary over the retransmission rounds, we show

the benefits of power control on the diversity.

Keywords

Foundations of sensor and ad hoc wireless networks, traffic patterns, con-

nectivity graph, mobility, multi-commodity flow, ARQ, incremental redun-

dancy, multi-hop communications, physical layer issues in ad hoc networks,

multiple access techniques, cross-layer design, Poisson Point process, multi-

hop routing, cooperative diversity, relay channel, diversity-multiplexing-delay

tradeoff, power control.



Résumé

Le but de cette thèse est l’étude des réseaux sans fil décentralisés multi-

sauts. Nous nous intéressons en particulier à l’établissement des limites sur

les possibilités de trafic des réseaux Ad Hoc sans fil, et des conditions sur le

comportement et l’échelonnage de tels réseaux avec la mobilité des noeuds.

Cette recherche théorique présente des défis quant à la conception de tels

réseaux. Ceci nous mène à la deuxième partie de cette thèse qui aborde la

faisabilité et la conception des architectures et des arrangements de couche

physique des réseaux sans fil décentralisés multi-sauts.

Dans la première partie de cette thèse, les limites sur la capacité des

réseaux Ad Hoc sans fil avec deux types de modèles de trafic non-uniformes

sont établies. Nous nous concentrons sur l’impact des modèles de trafic, là

où la communication locale prédomine et montrons l’amélioration en termes

de capacité par utilisateur sur les réseaux Ad Hoc avec des distances de

communication moyennes illimitées. Ensuite, Nous étudions la capacité de

réseaux hybrides sans fil, là où le relayage est effectué par un réseau fixe

de recouvrement des stations de base. Nous étudions l’échelonnage de la

capacité en fonction du nombre de noeuds et de la densité des stations de

base. Il est démontré que le gain dans la performance est principalement dû

à la réduction du nombre moyen de sauts de la source à la destination.

Ensuite, nous étudions l’impact de la mobilité sur la capacité du réseau

Ad Hoc. Nous proposons un ensemble de conditions nécessaires et suffisantes,

sous lesquelles le débit dans un réseau Ad Hoc, peut rester constant à me-

sure que le nombre de noeuds augmente. L’idée principale est d’employer

un graphe de connectivité, qui ne représente pas le réseau physique réel,

mais plutôt les ressources disponibles de communication. Ce graphe permet

également de transformer le problème consistant à maximiser le débit dans

les réseaux Ad Hoc en problème polyvalent de multi-flots, et d’appliquer

directement des résultats relatifs.
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En contraste avec ces études macroscopiques, nous nous concentrons

dans la deuxième partie sur une analyse microscopique des réseaux Ad

Hoc sans fil. Nous caractérisons la performance des schémas multi-accès

décentralisés et de retransmission pour les réseaux sans fil de multi-sauts,

avec l’objectif de tirer des conclusions sur la conception multi-couches. Nous

étudions différentes stratégies de retransmission afin d’évaluer l’interaction

entre la densité spatiale de communication et la portée de chaque trans-

mission. Nous présentons des outils pour caractériser le débit spatiale en

fonction de paramètres topologiques (par exemple densité de population

par noeud) et de paramètres de système (propagation, bande de fréquence

etc). Les résultats de ce travail montrent également que le codage et les re-

transmissions fournissent des moyens de communication fiable couplés avec

une stratégie de multiple-accès complètement décentralisée.

Enfin, un protocole efficace pour le canal relais semi-duplex ARQ est

envisagé pour des communications coopératives. Le protocole proposé ex-

ploite deux sortes de diversité : (i) diversité spatiale disponible par la borne

(de relais) coopérative, qui retransmet les signaux depuis la source, (ii) la

diversité ARQ obtenue par les retransmissions ARQ afin d’augmenter la

fiabilité. La caractérisation de la performance est en termes de la diver-

sité réalisable, du gain de multiplexage et du délai pour un haut régime de

rapport signal/bruit (SNR). Puis, en laissant le niveau de puissance de la

source changer pour chaque retransmission, nous montrons les avantages du

contrôle de la puissance et son impact sur la diversité.

Mots-clés

Fondements des réseaux sans fil ad hoc et sensor, modèles de trafic, graphe de

connectivité, mobilité, multi-flots, ARQ, incremental redundancy, communi-

cations multi-sauts, couche physique, techniques d’accès multiple, conception

multi-couches, processus Point Poisson, routage multi-saut, diversité coope-

rative, canal relais, diversité-multiplexage-delai compromis, contrôle de puis-

sance.
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Chapter 1

Introduction

1.1 Overview

There have been tremendous advances in wireless communications in re-

cent years, including in wireless radios, networks, and mobile devices. The

existing network infrastructure of planned cellular networks is being comple-

mented by heterogeneous self-organizing systems with hybrid infrastructure

and peer-to-peer communication modes. It aims at overcoming inherent

limitations to achieve unprecedented coverage, throughput, flexibility, and

cost-efficiency.

Ad hoc wireless networks is currently a hot research area due to the in-

crease of the need for connectivity “anywhere”, “anytime” and, in particu-

lar, “anyhow” (with and without a fixed infrastructure) [1]. Currently, most

wireless networks require base-stations to operate; the most common exam-

ples are cellular telephony and IEEE 802.11 networks (infrastructure mode

as depicted in Fig.1.1)[2]. While these traditional networks concentrate on

single-hop communications (nodes communicating to fixed infrastructure),

ad hoc wireless networks (see Fig.1.2) can be described as multi-hop wire-

less networks, where there is not a central or dominant node. All the nodes

are at the same hierarchical level. Wireless ad hoc networks are formed by

a set of hosts that communicate with each other over a wireless channel.

Each node has the ability to communicate directly with another node in its

physical neighborhood. They operate in a self-organized and decentralized

manner and message communication takes place via multi-hop spreading. A

packet is sent to its target node through a set of intermediate nodes that act

as routers. Multi-hopping replaces therefore in theory the need for fixed in-

1



2 Chapter 1.

Figure 1.1: Infrastructure-based wireless network.

frastructure, since the network is only made of similar devices collaborating

to provide connectivity, by acting as terminals and as relays simultaneously,

and all the nodes have the same capabilities and the same responsibilities

[3].

Ad hoc networks are suited for use in situations where an infrastructure

is unavailable or to deploy one is not cost effective. One of the many possi-

ble uses of mobile ad hoc networks is in some business environments, where

the need for collaborative computing might be more important outside the

office environment than inside. An example application could be a business

meeting outside the office to brief clients on a given assignment. A mobile

ad hoc network (MANET) [4] can also be used to provide crisis management

services [57], such as in disaster recovery, where the entire communication

infrastructure is destroyed and resorting communication quickly is crucial.

By using a mobile ad hoc network, an infrastructure could be set up in

hours instead of weeks, as is required in the case of wireline communication.
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Figure 1.2: Ad hoc wireless network.

Another application example of a mobile ad hoc network is Bluetooth [5],

which is designed to support a personal area network by eliminating the

need of wires between various devices, such as printers and personal digital

assistants. Internet Service Providers are also seeking multi-hop networks

(wireless mesh networks [7]) solutions to implement public internet access

which could simultaneously target the markets of residential, business and

travel. The goal is to provide broadband wireless connectivity solutions to

both indoor and outdoor communications in urban or rural environments

without the need for extremely costly wired network infrastructure. Rele-

vant to the mesh networking paradigm is the extension under development

by the 802.11s ESS Mesh Networking Task Group (TG). The scope of this

TG is to extend the IEEE 802.11 architecture and protocol for providing the

functionality of an extended service set (ESS) mesh. Access points will be

capable of establishing wireless links among each other to enable automatic

topology learning and dynamic path configuration. Similarly, IEEE 802.16

group is actively working on new specifications for mesh networks and has

established sub-working groups to focus on new standards for wireless mesh
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networks as 802.16g. Particular ad hoc network systems include packet radio

networks, sensor networks [6], personal communication systems, establish-

ing communication for emergency or rescue operations, disaster relief efforts

and military networks and wireless local area networks.

Robustness is an obvious advantage of wireless ad hoc networks over

cellular networks. If a node dissipates its power supply, or malfunctions, the

nodes in its vicinity will take over its routing responsibilities. This makes ad

hoc networks extremely reliable, as each node is connected to several other

nodes. On the other hand, if a base-station becomes inoperable, all the nodes

in its cell will lose their connection to the network. A second advantage is

the superior resource utilization that ad hoc networks achieve: in cellular

networks, users experiencing “poor” wireless link with any base-station are

either denied service, or the system consumes a lot of resources (bandwidth

and energy) to support their operation. On the other hand, in ad hoc

networks, there are many different paths with which a packet can reach its

destination. If the channel between two nodes is in a deep fade, the network

will work around that link (provided there are other nodes around to handle

the traffic). There are many other reasons why the ad hoc topology may

be more appropriate than the cellular topology. By overcoming traditional

wireless network limitations, ad hoc networks open the door to remarkable

new wireless capabilities:

• Instant, automatic formation and evolution of wireless networks.

Nodes can automatically join and leave the network anytime.

• Increased coverage and performance. High data throughput requires a

high signal-to-noise ratio. However, signals weaken as the transmitter

receiver distance increases; meaning lower performance. But in an ad

hoc network, full signal strength is restored with each “hop” in the

network.

• Lower infrastructure and operational costs. Most ad hoc networks

require less back-haul than a traditional wireless network which can

greatly reduce deployment and operating expenses.

• Robustness against shadowing. Multi-hopping enables packets to be

instantly routed around obstacles and interference.
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1.2 Ad Hoc Wireless Networks Challenges and Cur-

rent Research

Although it is quite easy to implement such networks on a small scale, things

become much more complicated when the number of nodes is large. Since

ad hoc networks of hundreds or thousands of nodes are envisioned for some

applications, it is imperative that all algorithms employed by the nodes be

distributed. This will greatly improve their usefulness, however it will clearly

complicate their design. Moreover, lack of any centralized control and pos-

sible node mobility give rise to many issues at the network, medium access,

and physical layers, which have no counterparts in the cellular networks or in

the wired networks like Internet. Therefore, communication design in an ad

hoc wireless network is a very challenging and complicated task. The design

of ad hoc wireless networks seems to require novel approaches, since they

have peculiar characteristics which differ substantially from those of fixed

networks or cellular networks, for which well-established design techniques

already exist.

The first issue that comes to mind is a fundamental concept in informa-

tion theory which is the capacity measured in bit/s [8]. In a network, an

extension of this concept has lead to the transport capacity as defined in

[9], given by the product between the data-rate (bit/s) and the distance (m)

through which the bits can be carried. This approach considers multi-hop

communications in order to maximize the transmission of information in the

network while not dealing with constraints on the delay, power consumption

and the impossibility of knowing the signal to interference noise ratio SINR.

One should think also of connectivity, power control [13, 14] and inter-

ference management: is it always possible to find appropriate relays between

given source and destination in order to establish the communication? How

to control the power at which a signal is transmitted so as to be high enough

to reach the intended receivers, while causing minimal interference at other

receivers? These problems were analyzed in a seminal work by Gupta and

Kumar [10] . The critical transmission range of nodes in a network to ensure

that the network is connected with high probability is derived. Later in [12],

the connectivity-throughput tradeoffs are explored, and conditions for good

performance are explained.

Another issue in ad hoc wireless networks is the design of the routing [16]
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and the medium access [15] protocols. Due to node mobility and fast fading,

topology changes are very frequent in wireless ad hoc networks making the

design of such protocols very complex. The choice of the medium access

should guarantee a coordination between the nodes so that packets colli-

sions are avoided, while at the same time the channel is utilized efficiently.

The use of time sharing or dynamic assignment of frequency bands is too

complex. This is in contrast with cellular networks where the base-station

allocates channels or time slots to users within a cell. Unlike these trans-

mission scheduling policies, where contention is excluded by paying a high

price at the spatial reuse, one could think of random multi-access as the cur-

rent preferred medium access mechanism for ad hoc wireless networks. In

these contention based protocols, such as Aloha [17], CSMA (Carrier Sense

Medium Access) [18], MACA (Multiple Access with Collision Avoidance)

[19], MACAW (Multiple Access with Collision Avoidance for Wireless) [20],

and IEEE802.11 [2], nodes contend for the channel for each packet they

need to transmit. In most protocols specifically designed for use in ad hoc

networks, the actual data packet transmission is preceded by an exchange

of two small control packets that aim to inform the other nodes that a node

is attempting to reserve the channel. Nodes that either have received a con-

trol packet or sense the presence of carrier remain silent. This mechanism is

typically referred to as Carrier Sense Medium Access with Collision Avoid-

ance (CSMA/CA) [21]. The routing problem is more difficult in wireless

networks than in conventional wired networks, like the Internet [22]. In the

latter, one strives to find the shortest sequence of segments or links (each

segment having two nodes at its end points) connecting the source with the

destination. These routing protocols designed for wired networks do not

handle topology changes gracefully. A naive solution would be to simply

extend the previous protocols, focusing on the design of routing strategies

which try to track the evolution of the network’s topology. In particular,

the solutions proposed in [23] range from proactive routing protocols, where

an updated description of the network topology is maintained at each node,

to reactive routing protocols which dynamically try to adapt to the chang-

ing conditions only if needed. In all of these cases, it often seems that the

physical layer is ignored and it is assumed that the physical layer makes

each link in the network an error-free connection. Hence, each node should

only worry about the forwarding of an incoming packet. These comments
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emphasize the fact that routing should rely on some measure of the physical

constraints, local information, traffic density and interference. The concept

of associativity-based routing (ABR) [24] is interesting: it indicates that the

route to be preferred should not be the shortest one, but the one passing

through the densest area of the network. This should ensure the longest

possible route lifetime. The routing protocol for example should play a role

in the interference management in the same way TCP (Transmission Con-

trol Protocol) is dealing with congestion control. Indeed, delay is caused

also in ad hoc wireless networks by interference and fading. A route should

be considered as a resource.

1.3 Contributions

In the first part of this thesis, we consider large scale networks from a macro-

scopic view. We address the problem of how throughput in a wireless net-

work scales as the number of users grows. Significant steps toward such a

systematic study have been initiated in [9, 26]. In [9], the authors studied

a distributed wireless communication model focusing on the case when the

nodes are not mobile or equivalently, the desired time scale of communica-

tion is assumed to be much faster than the mobility of the nodes. They

showed that in a random traffic pattern and random node distribution the

total throughput (in bits per second) can grow no faster than
√
n/

√
log n,

n being the number of nodes in the network, and they gave an achievability

result of this growth rate. These results were obtained assuming multi-hop

forwarding of packets with single-user decoding and a scheme that uses only

nearest-neighbor communications. The latter is justified by the fact that

long-range communication between nodes is not preferable since it causes a

high level of interference that precludes other nodes from communicating.

This nearest-neighbor communication strategy leads to an increase of the

number of hops needed to convey a packet from a source to a destination.

As a result, most communications have to occur between nearest neighbors,

at distances of order 1/
√
n, with each packet going through many other

nodes (serving as relays) before reaching the destination. The number of

hops in a typical route is of order
√
n. Because much of the traffic carried

by the nodes are relayed traffic, the actual useful throughput per user pair

is small. Nodes acting as relays have to use their radio device not only for
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transmitting their data, but also the data from other nodes, the channel

may thus become very busy, degrading the end-to-end throughput. There-

fore relaying is the key reason for capacity reduction in an ad hoc network.

Several works show how these factors affect the capacity of the network

and try to find ways to alleviate these effects. In [26], Grossglauser and Tse

propose a scheme that takes advantage of the mobility of the nodes. By

exploiting node mobility as a type of multi-user diversity, they show that

the throughput can increase dramatically when nodes are mobile rather

than fixed. Gastpar and Vetterli [31] study the capacity under a differ-

ent traffic pattern. There is only one active source and destination pair,

while all other nodes serve as relay, assisting the transmission between this

source-destination pair. The capacity is shown to scale as O(log n). Our

contribution regarding this problematic is as follows:

• In Chapter 2, we continue the investigation along the lines of [9] but

show the impact of traffic patterns on the throughput capacity. The

study of [9] assume a uniform traffic pattern, where each pair of nodes

is equally likely to communicate. The packet path length grows with

the physical dimensions of the network leading to a growth in the re-

lay load (since the number of hops to reach the destination increases).

In contrast to this analysis, we focus in this work on traffic patterns

that allow the per-node capacity to scale well with the size of the net-

work. Our key contribution is that we are able to derive bounds on the

per-node capacity of an ad hoc wireless network where local communi-

cations predominate by using a simple deterministic scheme. Moreover

our results capture the impact of local communications on the increase

of throughput independently of the path length distribution. We also

investigate a hybrid wireless network, a tradeoff between a purely ad

hoc network and a cellular one. In the latter, data is always forwarded

through the base-station, whereas in our model of a hybrid network, a

cellular mode (data forwarded from source to destination through the

base-station) and a pure ad hoc mode (data forwarded from source

to destination using multi-hop relaying communications) coexist. The

primary interest is to reduce the transmit power of mobile terminals

through multi-hop relaying which leads to a decrease in the number

of hops from the source to the destination (since traffic is absorbed

by the base-station). We assess the tradeoff between the number of
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base-stations in the network and the increase in the throughput ca-

pacity of a hybrid ad hoc network due to the additional infrastructure.

Finally, a discussion on the impact of event-driven traffic patterns in

conducted. Nodes report to the network collector measurements on a

particular event. We show the impact of the density of events on the

throughput for a wireless sensor network with n sensing nodes and one

collector.

As stated above, the main performance limitation is due to the relay traffic

load. In [26], a natural strategy to overcome this limitation with mobility,

is for each source node to split its packet stream to as many different nodes

as possible. These nodes then serve as mobile relays and whenever they get

close to the final destination, they hand the packets off to the final destina-

tion. The basic idea is that since there are many different relay nodes, the

probability that at least one is close to the destination is significant. On the

other hand, each packet goes through at most one relay node and, hence, the

throughput can be kept high. Although the basic communication problem

is point-to-point, this strategy effectively creates multi-user diversity by dis-

tributing packets to many different intermediate nodes. This result assumes

a 2-dimensional mobility pattern, where the trajectory of each node is an

independent, stationary and ergodic random process with uniform distribu-

tion on the unit disk. That is, the mobility pattern is homogeneous with

respect to each node, and the sample path of each node covers all the space

over time. A natural question to ask is whether this good performance is

specific to the particular generous mobility pattern, or whether it can be

achieved under more restricted mobility conditions. Our contribution in

that sense is as follows:

• In Chapter 3, Our main contribution is a method that allows to check

whether, for a given mobility pattern, a constant Θ(1) throughput

per source-destination pair is possible. We introduce the connectivity

graph, that does not represent the actual physical network, but rather

the available communication resources, for a given transmission pol-

icy. The connectivity graph offers an abstraction of the communica-

tion capabilities of the ad hoc network: we can study the long-term

averaged throughput between source-destination pairs in the actual

ad hoc network, by examining information flows in the connectivity
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graph. Thus, by mapping the ad hoc network problem into a graph

problem, we establish a bridge between the multi-commodity flow and

the ad hoc network problem. This bridge can be used in both direc-

tions. We analyzed the properties of the connectivity graph to develop

a set of necessary and sufficient conditions under which constant Θ(1)

per-node throughput is possible. We then identified the structural

properties these conditions imply for the connectivity graph and how

they translate in properties for the underlying mobility pattern.

In the second part of this thesis, we take a microscopic view of ad hoc

wireless networks where the design of such networks is emphasized. For ex-

ample, in the approaches described in Chapter 2 and Chapter 3, the physical

layer PHY was not considered explicitly, it was taken into account by the ab-

straction of the problem. Chapter 2 and Chapter 3 presented useful results

on the scale order of wireless ad hoc networks, but practical implementation

issues are not addressed, e.g. the PHY, the multi-hop routing (node location

information), the coordination between nodes (to realize scheduling) etc.

Engineers have historically partitioned the design of communication sys-

tems into a stack of protocol layers, each serving a particular purpose. These

layers range from the highest-layer (farthest from the wireless channel, most

abstracted), the application layer, to the lowest layer (closest to the wireless

channel, least abstracted), the physical layer. The tasks allocated to each

layer are as follows. The application layer generates or handles user signals

and conveys them through an interface to the transport layer. The transport

layer often performs packet sequencing, end-to-end retransmission, and flow

control. The network layer routes messages through the network over a set

of point-to-point links created by the link layer. The link layer, and its as-

sociated medium-access control (MAC) sub- layer, maintains a set of virtual

point-to-point communication links built on top of the physical layer. Fi-

nally, the physical layer incorporates a majority of the analog circuitry and

signal processing and provides for transmission reception and processing of

signals over the wireless channel. One can ask whether the particular layers

are appropriate and whether there is a more natural set of abstractions that

presents opportunities for cross-fertilization of ideas across all the layers.

In this part, we focus on a framework characterized by a bottom-up ap-

proach, where the impact of the physical layer (PHY) on media access con-

trol (MAC) and routing layers is evaluated. The more common approach is
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to focus on a particular layer and compare two alternative protocol designs.

The main advantage of this approach is architectural flexibility, but this

may lead to largely suboptimal network designs especially in wireless net-

works. As an example, consider the power control algorithm that specifies

the power with which signals are transmitted. It is tempting to associate it

exclusively with the physical layer. Such an association would be correct in

the case of wired networks. In the wireless environment the transmit power

of a particular node will affect all other nodes in the network, by changing

the levels of interference experienced by these nodes. The transmit power

will affect the connectivity of the network, which in turn impacts routing.

As a consequence of this interdependency, there is a need for a more complex

medium access mechanism. On the one hand, this mechanism should be able

to control the amount of interference experienced by receivers. On the other

hand, it should exploit spatial reuse and, in certain cases, enforce concurrent

transmissions, in order to maximize the performance. The medium access

should also influence the physical layer. If the total amount of the interfer-

ence at a receiver during a reception of a packet is high, the physical layer

should decrease the transmission rate to cope with it. On the contrary, if the

interference is low, the physical layer should benefit from the conditions and

transmit with a high rate. Therefore, in the wireless environment, power

control, rate adaptation are not confined to the physical layer, but in reality

can affect the operation across the physical, MAC, and routing layers. This

fact should not be viewed as a complication, but rather as an opportunity

for system level cross-layer design, i.e., a design that spans multiple layers

of the protocol stack. Our contribution is as follows:

• In Chapter 4, Our work is motivated by cross-layer mechanisms

(PHY/MAC/Routing) aiming at maximizing the spectral efficiency

of the network. To this end, we present a cross-layer framework for

the design of multi-hop wireless networks. We jointly address the

properties of the physical and the data link layer in the design of the

media-access control (MAC) protocol and provide conclusions on rout-

ing strategies based on physical layer metrics. We assume that nodes

access the channel at random and employ simple protocols to retrans-

mit the erroneously received packets. We consider two possible re-

transmission protocols: the classical reference scheme is Slotted Aloha

(using the wireless setting as described in [58]). It shows the benefit of
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coupling channel coding for medium-access and where decoding con-

siders only the most recent received block. The second is Incremental

Redundancy where decoding takes into account all previously received

signal blocks and performs soft combining until decoding is achieved

successfully. We compare these strategies to the generalization of the

collision channel without feedback or delay constraints [59], where the

measure of success of a transmission will depend on the achievable er-

godic throughput of the corresponding channel. For this analysis, the

nodes are taken to be spatially distributed on the plane according to

a homogeneous spatial Poisson process which leads to a new represen-

tation of interference and collisions between concurrent transmissions.

This random characterization of the network is justified by the fact

that the homogeneous Poisson point-process is spatially ergodic and

thus the performance quantities considered in this work for particu-

lar network realizations (network throughputs and information outage

probability), will converge quickly to the average performance of the

random network. To derive the throughput, we follow the analysis

of Nelson and Kleinrock in [60] where they studied the spatial capac-

ity of a slotted Aloha multi-hop network with capture. The spatial

throughput is computed by multiplying the number of the simulta-

neously successful transmissions and the corresponding average jump

( hop distance or expected forward progress ).

The main contributions of this chapter are

– The study of incremental redundancy as a multiple access tech-

nique for ad hoc wireless networks

– The representation of interference and collisions statistics in an

exact manner from the homogeneous Poisson point process net-

work model

– A cross-layer framework where multi-hop routing protocols are

analyzed and tools for characterizing the spatial throughput (bit-

m/dim, related to the transport capacity) from a microscopic

point-of-view as a function of topological parameters (e.g node

population density) and system parameters (propagation, band-

width etc).

The physical layer conventionally combats fading with coding, spread-
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spectrum, and multiple antennas. With the recent interest in ad hoc wireless

networks, the notion of cooperative communication has received tremendous

attention [86, 87, 88]. It offers the opportunity to develop novel communica-

tion techniques based on multi-node cooperation that can perform efficiently

even over harsh fading channels. This feature is enhanced by ad hoc envi-

ronments where nodes are sufficiently far apart so that rich scattering exists

and can be exploited via spatial diversity. The latter is implemented by

creating multiple paths that carry the same information. This redundancy

allows the ultimate receivers to essentially average channel variations result-

ing from fading, shadowing, and other forms of interference. By contrast,

classical network architectures only employ a single path through the net-

work and thus forego these benefits. Our contribution in this direction is as

follows:

• In Chapter 5, we present an efficient protocol for the delay-limited

fading Automatic ReQuest (ARQ) single relay half-duplex channel.

The terminals are constrained to employ half-duplex transmission, i.e.

they cannot transmit and receive simultaneously. The source is us-

ing an ARQ retransmission protocol to send data to the relay and

the destination. When the relay is able to decode, both the relay

and the source send the same data to the destination providing addi-

tional gains. The source and the relay are allowed to transmit in the

same channel using cooperative protocols not relying on orthogonal

subspaces, allowing for a more efficient use of resources. The ARQ

permits the use of communication over a variable number of blocks

depending on the quality of the channel. The proposed protocol ex-

ploits two kinds of diversity: (i) space diversity available through the

cooperative (relay) terminal, which retransmits the source’s signals,

(ii) ARQ diversity obtained by leveraging the retransmission delay to

enhance the reliability. The performance characterization is in terms

of the achievable diversity, multiplexing gain and delay tradeoff for a

high signal-to-noise ratio (SNR) regime. Finally, we show the benefits

of power control on the diversity by controlling the source’s power level

over the retransmission rounds.
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Chapter 2

Impact of Traffic Patterns on

the Throughput Capacity of Ad

Hoc Wireless Networks

2.1 Introduction

The study of wireless ad hoc networks has recently received significant at-

tention. A purely ad hoc network is a collection of wireless nodes forming

a network without the use of any existing network infrastructure or cen-

tralized coordination. In [9], Gupta and Kumar determined the scaling of

capacity of these networks under simplified propagation and traffic assump-

tions. They showed that given n nodes randomly located on a unit disk and

a uniform traffic pattern (i.e. that nodes are equally likely to communicate

with any other node in the network), the aggregate capacity is of O(
√
n)

1 allowing optimal scheduling and relaying of packets. The nodes are how-

ever assumed to be fixed throughout the duration of the communication

sessions. Because of their assumptions regarding interference and measure

of connectivity, their result is not of an information theoretical nature. Xie

and Kumar relaxed these assumptions in [25], and proposed another upper

bound on the total rate of communication in the network. Based on the as-

sumption of a minimum distance between nodes and a power loss exponent

α > 6, it is shown that the transport capacity is asymptotically bounded

1We use Knuth’s notation: f(n) = O(g(n)) if lim supn→∞
f(n)
g(n)

< +∞; f(n) = Ω(g(n)

if g(n) = O(f(n); f(n) = Θ(g(n)) denotes that f(n) = O(g(n)) as well as g(n) = O(f(n)).

17
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by the sum of the transmit power of the nodes in the network, mainly for

domains of size Θ(n), transport capacity scales as O(n), leading to a rate of

communication which is again sub-linear. More recently, it has been shown

that even with information-theoretically optimal coding strategies, the per-

user capacity still diminishes to zero [37]. The upper bounds have been

derived for α > d∨ 2(d− 2) = max(d, 2(d− 2)), where d is the dimension of

the network, for the uniform traffic pattern and for extended networks (i.e.,

the number of users per unit area is constant, and increasing the number of

users implies an increase in geographical area, which is a scenario studied

in [25] but with different assumptions as seen above, namely for α > 6 or

α > 2(d+1)). In [26], the model in [9] was modified to take into account mo-

bility and using only one-hop relaying, an Θ(n) throughput was obtained for

a mobile ad hoc network. Even with limited mobility, i.e., when nodes move

on large circles, it was shown in [42] that the throughput of ad hoc wireless

networks can be enhanced. In [27, 28], the capacity of a three-dimensional

wireless ad hoc network is studied. These results provide expressions for the

ad hoc network capacity and determine the scalability of such networks as

the number of nodes increases to infinity.

As can be concluded from the studies referenced previously, the per-

formance limitation of an ad hoc network comes first from the long-range

peer-to-peer communication (that causes excessive interference) and second

the increase in relayed traffic in the case of multi-hop transmissions. let

L(n) be the mean distance traversed by a packet and r be the common

transmission range (which is proportional to transmit power) and each node

has a randomly chosen destination to which it wishes to send λ(n) bits/s.

Then each packet has to take L(n)
r hops to reach destination. This creates

L(n)λ(n)
r bits/s of traffic per use for other nodes, and if each link is capable

of W bits/s, we should have λ(n) ≤ Wr
L(n)

. The right-hand side is propor-

tional to the range, so it appears that increasing the range should increase

the throughput. But an increased range causes more interference and loss

of packets (spatial concurrency, simultaneous transmissions), and too small

a range increases relay traffic.

In general, the transmitter-receiver pairs are not arbitrarily close to each

other and an important physical insight from [9] is the need for multiple

hops to reach the destination. Because the large majority of traffic carried

by the nodes is relayed traffic, in [26] each packet is constrained to make at
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most two hops and transmission is limited to nearest neighbors. But since

source and destination are nearest neighbors only for a very small fraction

of time, the transmission is spread to a large number of intermediate mobile

relay nodes, and whenever they get close to the final destination, they hand

the packets off to the final destination. Suppose now that the transmitter-

receiver pairs of nodes are close to each other, then reliable communication

will cause little interference to the other nodes and the scenario is essentially

that of a set of non-interfering point-to-point communication systems, or

transmitter-receiver pairs communicating through a small number of hops.

The studies cited above assume a uniform traffic pattern, where each pair

of nodes is equally likely to communicate, so that packet path length grows

with the physical dimensions of the network leading to a growth in the relay

load (since the number of hops to reach the destination increases). This

assumption may not be true in large networks, where users communicate

mostly with physically nearby nodes: users in the same department in a

university, the same group in a company, and even in the case of telephony,

users communicate mostly with neighbors in the same city (or even district)

rather than users in other countries.

In [29], traffic patterns that allow the per node capacity to scale well with

the size of the network are discussed. The local traffic pattern is scalable

where the expected path length clearly remains constant as the network size

(equivalently the number of nodes in the case of a large network) grows.

[30] illustrates the impact of an exponentially decaying traffic pattern and

the relay load on the throughput in the context of a decentralized system

with retransmission protocols. In [31], the capacity under a different traffic

pattern is studied. There is only one active source-destination S-D pair,

while all other nodes serve as relay, helping the transmission between the

source and the destination nodes. The capacity is shown to scale as Θ(log n).

In this chapter, we continue the investigation along the lines of [9] but show

the impact of traffic pattern on the throughput capacity. We are able, by

using a simplified deterministic scheme, to derive a lower bound on the per-

node capacity of an ad hoc wireless network where local communications

predominate.

The pessimistic results of [9] dampened the early enthusiasm for ad-hoc

networks which would eliminate the need for infrastructure like base-station

(BTS). In this work we also investigate a hybrid wireless network, a tradeoff
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between a purely ad hoc network and a cellular one. In the latter, data is

always forwarded through the base-station, whereas in our model of a hybrid

network, a cellular mode (data forwarded from source to destination through

the base-station) and a pure ad hoc mode (data forwarded from source to

destination using multi-hop relaying communications) coexist. The primary

interest is to reduce the transmit power of mobile terminals through multi-

hop relaying. In [32], the introduction of a sparse network of base-stations

was shown to help improving the network connectivity. In [33], the scaling

behavior of the throughput capacity of a hybrid network is studied under two

particular routing strategies. It was shown that an effective improvement

of a hybrid mode over a pure ad hoc mode is provided only if the number

of base-stations scales faster than the square-root of the number of nodes

in the network. Here, we assess the tradeoff between the number of base-

stations in the network and the increase in the throughput capacity of a

hybrid ad hoc network due to the additional infrastructure. We assume

that base stations are connected to each other by a wired network, and are

regularly placed within the ad hoc network. Terminal nodes are reaching

the base-stations through multi-hop communications. On the other hand,

the link from the base-stations to the terminals (down-link) can be achieved

by single-hop communications, since we assume there is no power constraint

for base-stations.

Finally, a discussion on the impact of event-driven traffic patterns in con-

ducted, where we show the impact of the density of events on the throughput

for a wireless sensor network with n sensing nodes and one collector.

The outline of the chapter is as follows: In Section 2.2 an overview of the

results in [9, 26] is discussed. In Section 2.3 we specify the ad hoc network

model and our problem model. In Section 2.4 we describe the construc-

tive communication scheme. Section 2.5 deals with the throughput capacity

expressions for both locally predominant communications and hybrid net-

works. Event-driven traffic patterns are discussed also. Finally, in Section

2.6 we draw some conclusions.

2.2 Related Work

The aim of this section is to provide an overview and intuitive insights about

the scaling capacity with the number of nodes in an ad hoc network.
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2.2.1 Gupta Kumar Results

In [9], Gupta and Kumar described how the capacity of an ad hoc wireless

network scales with the number of nodes n. Two types of capacity metrics

were defined: (i) transport capacity (in bit-meter per second) is the number

of bits transmitted per unit time, multiplied by the distance over which the

bits were transported towards their destinations; (ii) throughput capacity

(in bit per second) is defined in the usual manner as the average number

of bits transmitted per unit time by every node to its destination. Note

that transport capacity is an attribute of the whole network, thus an ag-

gregate metric, whereas throughput capacity concerns the transmission rate

per node. Moreover the following two network models were introduced in

[9].

Arbitrary Networks

In this scenario, n nodes are arbitrarily located on a flat disk of unit area.

Each node arbitrarily chooses a destination to send its message at an arbi-

trary rate, and also arbitrarily choose a transmission range or power level.

Successful reception of a transmission over one hop is modeled in two

ways:

• The Protocol Model: let Xi denote the location of a node, and sup-

pose node Xi transmits to node Xj . This transmission is successfully

received by node Xj if:

|Xk −Xj | ≥ (1 + ∆)|Xi −Xj |

for any other node Xk simultaneously transmitting over the same fre-

quency. The quantity ∆ > 0 models situations where a guard zone

is specified by the protocol to prevent a neighboring node from trans-

mitting on the same channel at the same time (see Fig.2.1). It also

allows for imprecision in the achieved range of transmissions.

• The Physical Model: let {Xk; k ∈ T } be the subset of nodes simultane-

ously transmitting on the same frequency. Assume node Xk transmits

with power Pk , for k ∈ T . The transmission from a node Xi , i ∈ T
is successfully received by node Xj if the inequality:

Pi|Xi −Xj |−α
N0 +

∑

k 6=i
k∈T

Pk|Xk −Xj |−α
≥ β
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Figure 2.1: The Protocol Model.

is satisfied, where β is a signal to interference noise ratio (SINR)

threshold for successful receptions, N0 is the ambient noise power level,

and α > 2 indicates the signal power decay with distance 1
rα .

For arbitrary networks, node’s location and transmission range can be

chosen and traffic distributed in a clever way. The transport capacity of

such networks, is Θ(
√
n) bit-meters/s in the protocol model, and c3

√
n and

c4n
α−1
α bit-meters/s are respectively lower and upper bounds for the physical

model, for some c3 and c4 depending only on α and β (specified above).

Thus, even under optimal conditions, the throughput is only Θ( 1√
n
) bits/s

for each node for a destination non-vanishingly far away under the protocol

model.

Random Networks

In this scenario, n nodes are uniformly and independently distributed on

a planar disk of area 1m2. Each node sends data at λ(n) bits/s to a ran-

domly chosen destination node. This destination node is picked as follows.

A uniformly and independently distributed point is chosen, and the node

nearest to this location is chosen as the destination node. Thus, the average

separation between source destination S-D pairs is on the order of 1m.

Similarly to the arbitrary networks case, the physical and the protocol
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model are adopted as transmission models. The only difference is that a

common range r is introduced for all transmissions. The inequality in the

protocol model changes to |Xi−Xj| ≤ r and |Xk −Xj | ≥ (1 + ∆)r, and for

the physical model the SINR threshold inequality becomes:

P |Xi −Xj |−α
N0 +

∑

k 6=i
k∈T

P |Xk −Xj|−α
≥ β

A throughput of λ(n) bits per second for each node is said to be feasible if

there is a spatial and temporal scheme for scheduling transmissions, such

that every node can send λ(n) bits per second on average to its chosen des-

tination node through the intermediate nodes and some buffering strategy

in the intermediate nodes. The definition is stated in [9] as follows:

Definition 2.1. The throughput capacity of Random Networks is said to

be of order Θ(f(n)) bits/s if there are deterministic constants c > 0 and

c
′
< +∞ such that

lim
n→∞

Prob(λ(n) = cf(n) is feasible) = 1 (2.1)

lim
n→∞

Prob(λ(n) = c
′
f(n) is feasible) = 0 (2.2)

Eq.(2.1) is used to prove the lower bound on the throughput whereas

Eq.(2.2) is used for the upper bound.

The main result for random networks is as follows: if the nodes are

randomly located in the disk, each node uses a fixed range/power and each

node sends data to a randomly chosen destination, then each node can obtain

a throughput of Θ( 1√
n logn

) bits/s in the Protocol Model, while c1√
n logn

and
c2√
n

bits/s are, respectively, lower and upper bounds in the Physical Model

for some c1 and c2 depending only on α and β.

These results demonstrate that as the number of nodes per unit area n

increases, the throughput per S-D pair decreases approximately as 1/
√
n.

This is the best performance achievable even allowing for optimal schedul-

ing, routing, and relaying of packets in the networks and is a somehow

pessimistic result on the scalability of such networks. The intuition behind

this phenomenon is that a transmission may travel either through a single

direct transmission or through multiple hops via relay nodes. As shown in

the protocol model, the successful reception of the transmission of a given
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S-D pair prohibits simultaneous transmission with in the disk of radius pro-

portional to the transmission distance of the pair: a successful transmission

over the range r incurs a cost proportional to r2 by excluding other trans-

missions in the vicinity of the sender. In order to maximize the transport

throughput of a network, i.e., the total number of meters traveled by all bits

per time unit, it is therefore beneficial to schedule a large number of short

transmissions. The best we can do is to restrict transmissions to neighbors,

which are at a typical distance of 1/
√
n (Since the expected distance for

each session is Θ(1), the number of relays a packet has to go through scales

as
√
n). The transport capacity is then at most

√
n bit-m/s . As there are n

sessions, it follows that the throughput per session can at best be O(1/
√
n).

2.2.2 Impact of the Mobility on the Throughput of Ad Hoc Wire-

less Networks

The capacity of a mobile ad hoc wireless network was first studied in [26].

The network consists of n nodes all lying on a disk of unit area. The location

of the ith user at time t is given by Xi(t), which is modeled as a stationary

and ergodic process with stationary distribution. Moreover, the trajectories

of different users are i.i.d. The intuition of [26] is that any two nodes can be

expected to be close to each other from time to time so that we may improve

the capacity of the network (the delay tolerance can be usefully exploited

in a mobile wireless network). The authors in [26] first show that without

relaying, there is no way to achieve a Θ(1) throughput per S-D pair. The

explanation is that the number of simultaneous long-range communications

is limited by interference. If transmissions over long distances are allowed,

then there are many S-D pairs that are within the range of interference. This

limits the number of concurrent transmissions over long distances, and the

throughput is then interference limited. On the other hand, if we constrain

communications to neighboring nodes, then there is only a small fraction of

S-D pairs that are sufficiently close for transmitting a packet. Hence, the

throughput is distance limited. To increase the throughput, one needs to find

a way to limit the transmission locally, while guaranteeing that there would

be enough sender-receiver pairs that have packets to send. The authors

in [26] propose to spread the traffic stream between the source and the

destination to a large number of intermediate relay nodes. The goal is that

in the steady-state, the packet of every source node will be distributed across
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all the nodes in the network, ensuring that every node will have packets

buffered destined to every other node. This ensures that a scheduled sender-

receiver pair always has a packet to send, in contrast to the case of direct

transmissions. A question that naturally arises is that how many times

a packet needs to be relayed. In fact, as the node location processes are

independent, stationary, and ergodic, it is sufficient to relay only once. This

is because the probability for an arbitrary node to be scheduled to receive

a packet from a source node S is equal for all nodes and independent of

S. Each packet then makes two hops, one from the source to its randomly

chosen relay nodes and one from the relay node to the destination as shown

in Fig.2.2.

Source 

Relays

Destination

n-1 routes

Direct 
Transmission

Phase 1 Phase 2

Figure 2.2: The two-phase scheduling scheme viewed as a queueing system.

In [26], a scheduling algorithm consisting of two phases is proposed: the
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scheduling of packet transmissions from sources to relays and the scheduling

of transmissions form relays to final destinations. Note that in both phases

a transmission from a source directly to a destination is possible. This two-

phased algorithm achieves a throughput of Θ(1) per S-D pair. This result

is based on the fact that the probability that two nodes come in proximity

and are selected as a S-D pair is Θ(1/n). For a given S-D pair, there is one

direct route and n−2 two-hop routes. The throughput of the direct route is

Θ(1/n). Each of the two-hop route can be treated as a single server queue,

each with arrival and service rate of Θ(1/n). The total throughput is Θ(1)

by summing all the throughputs of n− 1 routes.

The common deduction from the results stated above is that the capac-

ity determining constraint is the number of source-destination paths that

pass through a node, i.e., the relaying burden of a node. This is the key

observation motivating the rest of this chapter.

2.3 Network and Problem Model

We consider a random network where n nodes are distributed uniformly

on a two-dimensional area, a square of area Θ(n) (a similar network model

is considered in [34] with unit area). This is a large network where the

number of nodes is increasing with the area of the network leading to a

fixed density of nodes per area (similar scenario as in [25, 37]), whereas in

the Gupta and Kumar model [9], the density of nodes is increasing with

the number of nodes as the area is fixed. The large network model is more

realistic since one would not expect nodes to get arbitrarily close by letting

the number of nodes become very large. We assume that all nodes can act as

both transmitters and receivers, and each node wants to communicate with

another node chosen randomly and independently among the rest. Therefore

there exist O(n) communicating pairs of nodes. Moreover, the nodes are

static, relative to the time scale of communication.

In the system we are considering, each node can transmit over a common

wireless channel of bandwidth W . The propagation model is described by

the signal attenuation due to the distance r between the transmitter and

the receiver, proportional to r−α, where α is the power loss exponent (a

positive number typically α > 2 which is the usual model outside a small

neighborhood of the transmitter). Each node transmits with a common



2.3. Network and Problem Model 27

power P . Let {Xt : t ∈ T } be the set of transmitting nodes at a given

time, and suppose that node Xi transmits to a node Xj , then the signal to

interference and noise ratio (SINR) at node Xj is given by:

γij =
P |Xi −Xj |−α

N0 +
∑

k 6=i
k∈T

P |Xk −Xj |−α
(2.3)

where N0 is the thermal noise at receiver node j. We take the transmission

rate as Shannon’s formula Cij = W log2(1 + γij) where single-user decoding

is assumed, i.e., each decoder treats the signals from other users as noise, and

the single-user decoder for each node has perfect knowledge of the channel

gain and the total interference power, i.e., noise and interfering user traffic.

C*

Square 1

Square 2

Cell of side length 
c(n)

Figure 2.3: An example of network area partition with K = 4. All nodes in

the shaded cells can transmit simultaneously to the eight neighboring cells.
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2.4 Constructive Communication Scheme

2.4.1 The Cell Partition

We partition the area of the network into a set of regular cells, where each

cell is a square of side length c(n). We impose that nodes transmit only

to nodes in the same cell or in (the eight) adjacent neighboring cells. In

this local communication, all cells sufficiently far away can simultaneously

transmit with reduced interference. We introduce a parameter K which

corresponds to a reuse factor in a cellular system as in [34]. Indeed, all the

T2 
interferer

R1

T1

Figure 2.4: An example of network area partition with K = 5 showing the

maximal distance of a single hop (T1-R1) which is always less than the distance

interferer-receiver T2-R1.

cells that are a at vertical and horizontal distance of exactly some multiple

of K, can transmit simultaneously as depicted in Fig.2.3. Then, we choose a
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finite length time-division scheduling scheme of K2 slots (K > 2), in which

each cell is assigned one slot to transmit. This scheduling between cells

ensures that transmissions from a cell do not interfere with transmissions

in simultaneously transmitting cells. Nodes in the same group of nodes

transmit with reduced interference, and the distance from an interferer to

a receiver is at least c(n). Fig.2.4 shows an example of the cell partition

with K = 5, where the distance transmitter-receiver is always less than the

distance interferer-receiver. When a cell becomes active, packets that are

relayed or originated from this cell are scheduled one after the other (one

packet by Source-Destination pair).

2.4.2 The Routing Strategy

The packet routing is as follows: a packet is relayed from the cell containing

the source to the cell containing the destination in a sequence of hops. In

each hop, the packet is transferred from one cell to another, in the order in

which cells intersect the straight line connecting the source to the destina-

tion. This is depicted in Fig.2.5. To make it possible to relay traffic between

cells, we need to guarantee that every cell contains at least one node with

high probability.

Lemma 2.1. For c(n) =
√

3 log n, no cell is empty with high probability as

n is large.

Proof. For a network of area Θ(n) where n is the number of nodes in the

network, with cells of side length c(n), the probability that a particular cell

is empty is bounded by
(

1 − c(n)2

n

)n
. By using the union bound, we have:

Pr[at least one cell is empty] ≤ Q(n)

(

1 − c(n)2

n

)n

=
n

c(n)2

(

1 − c(n)2

n

)n

(a)

≤ n

c(n)2
exp(−c(n)2) (2.4)

where Q(n) is the number of cells in the network area and it is equal to
n

c(n)2 , and inequality (a) follows from 1 − x ≤ exp(−x). We obtain for

c(n) =
√

3 log n:

Pr[at least one cell is empty] ≤ 1

3n2 log n

→ 0 (2.5)
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S
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Figure 2.5: Routing along straight lines.

and the result is proven for sufficiently large n.

Lemma 2.2. If the power loss exponent satisfies the condition α > 2, the

SINR at node j is lower bounded by a constant, hence the rate transmission

of pair (i, j) is asymptotically lower bounded by:

Cij(n) ≥ k1 (2.6)

where i, j belong to adjacent neighboring cells.

Proof. From the routing strategy and the time-division scheme, intuitively

such a bound on the SINR exists. To prove this rigorously, we need first to

derive a lower bound on the power of the useful signal. Under the routing

strategy, each node can transmit only to nodes in the same cell or nodes in

neighboring cells. Under this assumption, the maximum distance between a
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transmitter and a receiver is
√

5c(n). The power of the useful signal at the

receiver is then bounded by:

P |Xi −Xj |−α ≥ P (15 log n)−
α
2 (2.7)

We need to bound the interference. This is derived in Appendix 2.A. We

obtain:

I =
∑

k 6=i
k∈T

P |Xk −Xj |−α

(α > 2)

≤ cPK(log n)−
α
2

(K − 2)α
(2.8)

where c is a positive number and T is the set of simultaneously transmitting

nodes. By combining Eq.(2.7) with Eq.(2.8), the SINR(n) is lower bounded

by SINRmin(n) which is a constant and as Cij(n) = W log2(1+SINRmin(n)),

we obtain Eq.(2.6).

2.5 Throughput Capacity Expressions

2.5.1 Local Traffic Pattern

The information packets that are relayed through a particular cell create

load for the nodes in the cell, and it is important to compute the maximum

number of routes passing through any cell. This helps us estimate how

much traffic, apart from its own, each cell has to relay, and the reduction in

the node-throughput induced by the relay traffic. We recall that a route is

the collection of cells a source will use to forward packets to a destination

following the straight line connecting the source to the destination (hence a

route is a S-D line).

Lemma 2.3. The number of routes passing through any cell is Θ(log n) for

Θ
(
L(n)
c(n)

)

≤ Θ(1)2, whereas it is on the order Θ(L(n)
√

log n) for Θ
(
L(n)
c(n)

)

>

Θ(1), where L̄(n) is the average source destination distance. Result that

holds with high probability as n is large.

Proof. We first argue intuitively. Let X(s-d) be the S-D distance, L(n) =

E[X(s-d)], the average path length and n being very large. Each S-D line will

2Θ(g(n)) ≤ Θ(f(n)) means that f(n) grows faster than g(n)
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traverse a mean number of Θ
(
L(n)
c(n)

)

cells. Moreover, we consider Θ(n) pairs

S-D. Then, Θ
(

nL(n)
c(n)

)

is the mean number of times all cells are traversed

by S-D lines, and we can conclude that Θ
(

nL(n)

c(n)number of cells

)

is the mean

number of routes passing through a cell. For a uniform traffic pattern, the

path length is Θ(
√
n) in a large network of area Θ(n), and as the number

of cells is Θ
(

n
logn

)

, the mean number of lines passing through a cell is

Θ
(

nL(n)

c(n)number of cells

)

= Θ(
√
n log n) as in the Gupta-Kumar model. In

[29], traffic patterns that allow the throughput capacity to scale with the

network size are discussed. For local traffic patterns, the expected path

length (S-D distance) remains constant as the network size grows. Actually,

for a local traffic pattern (power decaying law), the path length is Θ(1).

One can notice that for a path length order smaller than a cell side length

(i.e L(n)
c(n) = Θ

(
1/
√

log n
)
≤ Θ(1)), the source-destination line is completely

included in the cell. Even if the line is inside the cell, traffic should be

scheduled for this pair S-D, and we should count that at least one line is

intersecting the cell. We take it into account by replacing L(n)
c(n) by

⌈
L(n)
c(n)

⌉

= 1.

The mean number of routes passing through a cell is Θ(logn) for Θ
(
L(n)
c(n)

)

≤
Θ(1), whereas it is of the order Θ(L(n)

√
log n) for Θ

(
L(n)
c(n)

)

> Θ(1).

To prove Lemma 2.3 rigorously, we proceed as in [30] to compute the

number of routes passing through a cell. Let Zi be a Bernoulli random

variable indicating if the cell is used by the S-D pair i to relay packets to

the destination. Then, the number of routes passing through any cell is:

Ln =

n∑

i=1

1{Zi=1} (2.9)

Moreover, we note that:

Pr(Zi = 1) = Θ

(
# of cells traversed by a route

total # of cells

)

=







Θ
(
L(n)c(n)

n

)

if Θ
(
L(n)
c(n)

)

> Θ(1)

Θ
(
c(n)2

n

)

if Θ
(
L(n)
c(n)

)

≤ Θ(1)

= pn (2.10)

We need to bound the actual number of routes going through any cell.

Neglecting the edge effects, and using the fact that Ln is a Binomial random

variable with parameters (pn, n) (recall that we consider n S-D pairs), we
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use a Chernoff bound to obtain, for δ > 0, t > 0, Θ
(
L(n)
c(n)

)

≤ Θ(1)

Pr (Ln > δ log n) ≤ E[exp(tLn)]

exp(tδ log n)
(2.11)

=

(
1 + (et − 1)pn

)n

exp(tδ log n)

(a)

≤ exp
(
npn(e

t − 1) − tδ log n
)

(2.10)
= exp

(
c(n)2(et − 1) − tδ log n

)

where (a) is by using (1 + x) ≤ exp(x). Taking t = 1, δ = 3e in Eq.(2.11),

we obtain:

Pr(Ln > 3e log n) ≤ 1

n3
(2.12)

Similarly for δ =
√

3e, t = 1, Θ
(
L(n)
c(n)

)

> Θ(1),

Pr
(

Ln >
√

3eL(n)
√

log n
)

≤ 1

n3
(2.13)

We need to prove that the bounds on Ln in Eq.(2.12), Eq.(2.13) hold for all

cells with high probability as n gets large. Let us call Ei the event that the

number of lines passing through cell i does not exceed the bounds on Ln in

Eq.(2.12) and Eq.(2.13). Then,

Pr(

|Cn|⋂

i=1

Ei) = 1 − Pr(

|Cn|⋃

i=1

Eci )

(a)

≥ 1 − |Cn|Pr(Eci )

(b)

≥ 1 − nε(n)

→ 1

where Cn is the set of all cells, (a) is from the union of events bound, (b)

is from the fact that there are at most n cells in the network and ε(n) are

the bounds Eq.(2.12), Eq.(2.13). An alternative proof of Eq.(2.14) may be

obtained from the Borel-Cantelli Lemma by noticing that
∑∞

n=1
1
n3 < ∞.

We conclude that the number of routes passing through any cell does not

exceed almost surely the bounds on Ln in Eq.(2.12), Eq.(2.13).

We are now ready to state the following result (c′, c′′, c1, c2 are positive

constants).
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Theorem 2.1. For a large ad hoc network of n nodes, the scheme described

above achieves a per-node throughput capacity (with high probability as n

gets large):

λ(n) =







c′ 1
L(n)c(n)

if Θ
(
L(n)
c(n)

)

> Θ(1)

c′′ 1
c(n)2

if Θ
(
L(n)
c(n)

)

≤ Θ(1)
(2.14)

=







c1
1

L(n)
√

logn
if Θ

(
L(n)
c(n)

)

> Θ(1)

c2
1

logn if Θ
(
L(n)
c(n)

)

≤ Θ(1)

Proof. We recall that the throughput capacity is computed over all possible

time-space scheduling of transmissions and paths. A per node throughput

is called feasible if there exist satisfying time-space scheduling and routing

paths. We denote by λ(n) the maximum feasible throughput with high

probability as n gets large.

By Lemma 2.2, we guarantee a constant rate to all communications.

Lemma 2.3 bounds the number of routes each cell needs to serve. By Lemma

2.1, each cell will contain at least one node to forward the packets of these

routes. Due to the time division, each cell will be active every one of K2

slots. Then each path is guaranteed, with high probability as n gets large,

a rate of k1
K2Ln

. Combining these results yields a proof of Theorem 2.1.

Moreover one can notice that for Θ
(
L(n)
c(n)

)

> Θ(1), the maximum power

is on the order of the average power, mainly Θ(c(n)α) = Θ
(

(log n)
α
2

)

;

whereas for Θ
(
L(n)
c(n)

)

≤ Θ(1), the maximum power is on the order

Θ
(

(log n)
α
2

)

and the average power is Θ
(
L(n)α

)
showing the benefit of

having a very local traffic pattern.

In [9], it was shown that any upper bound on the transport capacity for

arbitrary networks under the protocol model is also an upper bound on the

transport capacity for random networks under the physical model. For a

domain of area Θ(n) applying the results of [9], the transport capacity is

bounded as follows (we scale the upper bound by
√

area):

λ(n)nL(n) ≤ c3Wn bit-m/s (2.15)

where c3 is a positive constant and L(n) is the average source destination

distance. This leads to an upper bound on the per-node throughput of

the order O
(

1
L(n)

)

. The difference between the lower and upper bound is

discussed in the following (Section 2.5.2).
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2.5.2 Discussion on the Impact of Fading on the Connectivity

and the Throughput

As in [9], the lower and upper bound do not coincide under the physical

model. This gap between the lower and upper bound is closed in [35]. In [35],

the authors note that the requirement of connectivity with high probability

in random networks as prescribed in [9], requires higher transmission power

at all the nodes, and results in excessive interference. This in turn lowers

the throughput of random networks from Ω
(

1√
n logn

)

to O
(

1√
n

)

. Motivated

by this, the authors in [35] propose using a backbone-based relaying scheme

in which instead of ensuring connectivity with probability one, they allow

for a small fraction of nodes to be disconnected from the backbone. The

nodes in the backbone are densely connected, and can communicate over

each hop at a constant rate. Such a backbone traverses up to Θ (
√
n) hops.

The nodes that are not a part of the backbone, send their packets to the

backbone using single hop communication. The authors then show that the

interference caused by these long range transmissions does not impact the

traffic carrying capacity of the backbone nodes. Finally, the authors show

that the relaying load of the backbone determines the per-node throughput

of such a scheme, and this results in an achievable per-node throughput of

Θ
(

1√
n

)

. The above approach of allowing a few disconnected nodes in the

network has also been used in [36]. Another way to close the gap between

the lower and upper bound is by including fading in the model. This idea is

motivated by multi-user diversity framework [78]. Indeed, one can decrease

the cell size c(n) and hope that the fading will ensure a range of transmission

on the order of O(
√

log n). By decreasing c(n) we relax the connectivity

condition and we hope that all the nodes that are out of range can be reached

by the increased transmit power due to fading. The decrease of c(n) will lead

to an increase in the per-node throughput as derived in Theorem 2.1. We

need to ensure that in each cell, only nodes experiencing the best channel

conditions (among all neighbors) will transmit to the neighboring cells. The

investigation of this idea is left for future research.

2.5.3 Hybrid Wireless Networks

A hybrid wireless network is formed by placing a sparse network of base-

stations (or access points, gateways) in an ad hoc network. These base-

stations are assumed to be connected by a high bandwidth wired network,
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and only to relay the packets since they do not generate any data traffic

themselves. In addition to n nodes randomly located within a square of

area Θ(n), f(n) base-stations are regularly placed within the network area.

These base-stations divide the network area in f(n) squares that we call

clusters. We have then a collection of f(n) clusters, each of which has a

base-station placed in the middle of it as shown in Fig.2.6. As stated be-

C*

BTS area
Cell area

Figure 2.6: A hybrid wireless network with base-stations regularly placed in the

middle of a BTS area (cluster).

fore, a base-station is never the initiator of a data transmission, but a relay

that acts as a gateway between various clusters. Moreover, the infrastruc-

ture network is assumed to be an infinite capacity backbone and to have

relatively abundant bandwidth and resources. The base stations are not

power constrained and have the ability to reach any node within the cluster,

whereas the nodes are power limited. A packet that reaches a base-station

tunnels through another base station closest to the destination. Because

of our subdivision of the network area in f(n) mutually exclusive clusters,

each wireless node is close to only one base-station. Within the same clus-
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ter, data transmissions are carried out without the use of the base-station.

Data are forwarded from the source to the destination in a multi-hop fash-

ion. Transmissions to nodes in other clusters are carried out by routing the

data via the infrastructure (base-stations). Data are first transmitted from

the source to the closest base-station (the base-station of the cluster) in a

multi-hop fashion (i.e. in an ad hoc manner since nodes are power limited);

the base-station then transmits the data through the wired infrastructure to

the base-station closest to the destination, which finally transmits the data

to the destination directly (since the base-station is not power constrained).

The transmissions within any mode (ad hoc mode or infrastructure mode)

do not interfere. The ad hoc mode and the infrastructure mode go through

different sub-channels. Similarly, the infrastructure sub-channel can be di-

vided into up-link and down-link parts. This means that the RF (radio

frequency) is built such that an ad hoc transmitter is attached to each base

station and that a BTS receiver is attached to each node.

In order to derive the throughput capacity of a hybrid wireless network,

we use the deterministic scheme described above and the technical Lem-

mas derived in Section 2.4. We keep the same cell partition as described

in Section 2.4. The network of ad hoc nodes, excluding the base-stations,

is required to be connected since it is desirable to have an ad hoc network

which can function without any infrastructure. The cell size was determined

by the condition that no cell is empty as n gets large, i.e., we have a stan-

dalone ad hoc network that can provide connection between any pair of ad

hoc nodes without the support of any infrastructure. We do not change the

transmission policy (each node in a cell can transmit to a node in the same

cell or in the neighboring cells), therefore we do not require that each node is

connected with high probability to a base-station. The latter will be reached

in a multi-hop fashion (ad hoc mode). On the top of this partition, we add

clusters, where each cluster contains a base-station and a number of cells

that depends on the number f(n) of base-stations in the network. We as-

sume that Θ(f(n)) < Θ
(

n
c(n)2

)

, otherwise we have a purely cellular system

where each node can reach a base-station directly since each node will have

a base-station within its range and the ad hoc transmissions (relaying done

by nodes) are not needed (the distance from the source to the base-station

is less than c(n) the range of a node, this is the case for example when a

base-station is placed within each cell of size c(n)2). Since we are assuming
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a frequency division of intra-cell, up-link and down-link data transmissions,

there is no interference between the three types of traffic. However, within

a sub-channel, interference exists between the same type of traffic. Inter-

ference between adjacent clusters may be reduced by employing frequency

reuse as in the case of a cellular network. For the ad hoc transmissions,

we showed in Section 2.4 a spatial transmission schedule that ensures si-

multaneous transmissions with reduced interference. Actually, the cells are

spatially divided into K2 (a constant number) different groups. Each group

is allocated a slot in a round robin fashion, and each cell will be able to

transmit once every finite fixed amount of time with reduced interference.

Then, Lemma 2.2 is still valid for our analysis of hybrid wireless networks.

From Theorem 2.1, the throughput capacity of a wireless ad hoc net-

work is completely determined by the number of routes each cell needs

to serve. Each cell relays the intra-cluster traffic (if the source and the

destination are inside the same cluster, data transmissions are done in an

ad hoc (multi-hop) fashion) and the traffic to reach the base-station (for

a source wanting to communicate with a destination not belonging to the

same cluster, data transmissions are sent in a multi-hop fashion to the closest

base-station, which then routes data through the infrastructure to the des-

tination). We are assuming now a uniform traffic pattern as in [9]. Sources

and the corresponding destinations are randomly and independently placed

in the network area. The probability that a node and its corresponding

destination are located in the same cluster area is Θ
(

1
f(n)2

)

(this hap-

pens with high probability as n gets large). We conclude that the num-

ber of S-D pairs belonging both to the same cluster area (thus communi-

cating in a pure ad hoc mode) is Θ
(

n
f(n)2

)

, whereas the number of S-D

pairs communicating through the infrastructure is Θ
(

n
f(n)

(

1 − 1
f(n)

))

. Ne-

glecting the edge effects and bottlenecks around base-stations, and using

the results of Lemma 2.3, the number of routes passing through a cell is

Θ
(

(#cells traversed by a route) (#S-D pairs)
#total of cells

)

. Assuming that the S-D or the S-

BTS mean path is on the order Θ
(√

cluster area
)

= Θ

(
√

n
f(n)

)

, the num-

ber of cells traversed by a route is Θ

(
√

n
f(n)

1
c(n)

)

and the total number of

cells in a cluster area is Θ
(

n
f(n)c(n)2

)

. We obtain that the number of routes

passing through a cell due to the intra-cluster traffic is Θ

(

c(n)
√
n

f(n)
3
2

)

, whereas
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the number of routes due to the traffic S-BTS is Θ

(

c(n)
√
n(f(n)−1)

f(n)
3
2

)

. We are

now ready to state the following result whose proof stems from the technical

Lemmas derived above.

Theorem 2.2. For a hybrid wireless network of n nodes and f(n) base-

stations regularly placed within the network area, and under the deterministic

scheme and the routing strategy described above, the per-node throughput

capacity is:

λ(n) = c4
f(n)

1
2

c(n)
√
n

= c5

√

f(n)

n log n
(2.16)

with high probability as n gets large (c4, c5 are positive constant).

Suppose now that Θf(n) = Θ
(

n
c(n)2

)

= Θ
(

n
logn

)

, this corresponds to

the case where each cell contains a base-station. Long-distance relaying

is performed by the infrastructure (no need for ad hoc mode). Since the

number of nodes per area is constant (fixed density), we have O(log n) nodes

per cell. We can schedule each node in the network without any conflict by

a schedule of length 3K2 log n, and the per node throughput is of the order
1

logn . Eq.(2.16) gives the same result. Remember that in the case of a local

traffic pattern where the mean path length is less than c(n), a similar per

node throughput was obtained. This is mainly due to the fact that the

scenario is essentially a set of point-to-point communication systems, where

data transmissions are unlikely to use relaying to reach the destination. The

only way to increase the throughput is then to reduce the cell size (in the

case of a local traffic pattern).

Moreover for a cellular system with f(n) base-stations
(

Θ(f(n)) < Θ
(

n
c(n)2

))

where each node communicates directly with

a base-station (no ad hoc mode), the average power of each node is of the

order O

((
n

f(n)

)α
2

)

(where
√

n
f(n) is the mean source base-station distance

in the setting described above), this is higher than the average power for a

hybrid wireless network with the same number of base-stations and under

the same setting where the average power of each node is O
(

(log n)
α
2

)

,

showing the benefit of a hybrid wireless network over a purely cellular

system.



40 Chapter 2.

2.5.4 Discussions on Event-Driven Traffic Patterns for Wireless

Sensor Networks

The motivation behind this section comes from the fact that many sen-

sor networks are event-driven and have spatially-correlated transmissions.

Indeed, most sensor networks can be grouped in subsets since they are de-

ployed in the same geographical area. This is done to increase reliability

and fault-tolerance.

Consider a wireless sensor network formed by n nodes and one collector

over an area of Θ(n). This could be easily extended to the case of say

h(n) collectors. Indeed, for simplicity we make some assumptions for the

particular scenario of interest, but this analysis could be extended to other

scenarios. Among these assumptions is the fact that we consider that nodes

have an infinite buffer and events happen continuously. No burstiness or

periodicity of events is considered for the moment, this leads to a continuous

sensing and transmission of nodes. The creation of packets occurs at a

regular and deterministic rate. The analysis of the impact of buffer size,

queueing delays and times of arrival of events are beyond the scope of this

section, but note that this is a direction one should consider for completeness.

We assume that not all the nodes that sense an event need to report it. By

using the cell partitioning of Section 2.4, only one node in the vicinity of an

event in a cell c∗ (e.g. an event that happens in a cell c∗) is elected to report

this event. One can imagine a transmission policy in which nodes cooperate

by exchanging informations about a given event and decide which node is

to report it. This is motivated by the fact that all the observations made

by the nodes in c∗ are highly correlated, and in order to decrease traffic and

concurrent transmissions only one session from a source node (in the vicinity

of a given event) to the collector is allowed. It is then convenient to assume

that all the events are distributed uniformly on the area of the network or

by a homogeneous Poisson point process, such that for any region R of area

A(R), the number of events in the region has a Poisson distribution with

parameter σA(R), i.e.,

Pr[k in R] = e−σA(R) (σA(R))k

k!
(2.17)

The main parameter is the the event density given by,

σ(n) =
#of events

area
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The number of events is closely linked to the geographical area Θ(n). Thus,

the large network model (fixed density of nodes) is suitable for the state of

this application. If we increase the network area, the events to be reported

will increase. An example application could be intelligent transportation sys-

tems [43], where vehicles detects dangerous situations in traffic. The number

of events in this example clearly increases with the area covered by the roads.

Moreover, for some applications, we may resort to a non-homogeneous Pois-

son point process where the density depends on the geographical location,

mainly when the event intensity is higher in some regions. This will make

the analysis more complex since the traffic and relay load will depend on

the geographical region. To simplify the analysis, one can study the worst-

case scenario, in which the throughput is determined by considering that all

traffic loads are equal to the load generated by the region with the highest

density. In the following, the only key parameter that matters is the event

density. It will allow the computations of the number of source collector

S-C pairs, and the relay traffic and load produced by reporting these events.

Finally, we assume that all the events are detected correctly by the nodes.

For future directions, one could think of extending this model in order to

take into account the probability of correct detection of an event.

Again in order to derive the throughput capacity of an event-driven

model for wireless sensor networks, we use the deterministic scheme de-

scribed above and the technical Lemmas derived in Section 2.4. We keep

the same cell partition as described in Section 2.4. The connectivity condi-

tion on the cell size is kept the same as above. Remember, the cell size was

determined by the condition that no cell is empty as n gets large. We do not

change the transmission policy (each node in a cell can transmit to a node

in the same cell or in the neighboring cells), and we assume that the traffic

overhead between nodes in a given cell induced by the election of a source

of event reports is negligible compared to the traffic source collector. One

can suppose that a sub-channel is dedicated for intra-cell communications in

order to avoid interference. With this model, one can show that the number

of source-collector pairs is of the order of the number of events occurring in

a network of area Θ(n), i.e. O(nσ(n)). The throughput is determined by

the relay load, and we need to compute the number of routes going through

each cell. Since the collector is placed in the center of the network area, the

source collector mean path distance is of the order Θ(
√
n). Using the results
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of Lemma 2.3, the number of routes passing through a cell is:

Θ

(
(#cells traversed by a route) (#S-C pairs)

#total of cells

)

= Θ
(

σ(n)
√

n log n
)

Thus, the event reporting throughput λ(n) achieved by the model and under

the deterministic scheme and routing strategy described above is:

λ(n) = Ω

(
1

σ(n)
√
n log n

)

(2.18)

This result is quite encouraging as an initial derivation. It means that for an

event density of the order of O
(

1√
n

)

, a per-event throughput of Ω
(

1√
logn

)

is achievable. This is quite realistic, it means that the number of events

needed to be reported is of the order of O(
√
n), where n is the number of

nodes in a network of area Θ(n). Similarly, for an event density of the order

of O
(

1√
n logn

)

, a per-event throughput of Ω(1) is achievable. The result in

Eq.(2.18) could also be written in a large network of area Θ(n) as:

λ(n) = Ω

( √
n

#of events
√

log n

)

(2.19)

The increase of throughput is due to the reduction of traffic load in the

network since we have O(
√
n) communications instead of O(n). This result

could even be improved, if we introduce some randomness in the arrival of

events, in order to model the rarity of events and the fact that the nodes do

not have to transmit all the time.
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2.6 Conclusions

Following [9], we constructed a scheme that achieves the throughput capacity

of a large ad hoc wireless network with high probability as the number of

nodes increases. The proofs are made simple and more intuitive (we do not

resort to the Vapnik-Chervonenkis Theorem for example), and we were able

to study the asymptotic behavior of ad hoc wireless networks under a local

traffic pattern as well as hybrid wireless networks.

For a local traffic pattern we showed the impact of the mean S-D distance

on the throughput. Moreover there is a limit in the throughput improve-

ment as the mean path length becomes smaller than the cell side length.

For a local traffic pattern for which Θ
(
L(n)
c(n)

)

≤ Θ(1), we obtain a per-

node throughput larger than 1
logn , whereas it is larger than 1

L(n)
√

logn
for

Θ
(
L(n)
c(n)

)

> Θ(1). It seems that the way to increase the throughput ca-

pacity is by relaxing the connectivity condition, which can be achieved by

decreasing c(n), the cell side length.

In this chapter, we have demonstrated also the benefits of using a hy-

brid wireless network in terms of per-node capacity. The base-stations are

regularly placed within the network area, and the analysis is based on the

subdivision of the network into f(n) clusters, where f(n) is the number of

base-stations in the network. Moreover, the infrastructure network is as-

sumed to have abundant bandwidth and resources. Inside each cluster, the

communications are done in a pure ad hoc mode, whereas if the source and

the destination do not belong to the same cluster, packets first reach the

base-station in a multi-hop fashion and tunnel through the infrastructure to

the base-station nearest to the destination. We obtain a per node through-

put larger than
√

f(n)
n logn(e.g. for f(n) = (log n)2, we obtain

√
logn
n ). The

gain in performance is mainly due to the reduction in the mean number of

hops from the source to the destination.

Finally, an initial step on the study of event-driven traffic patterns and

their impact on the throughput expressions is conducted. The results are

promising, and further developments and extensions of the model considered

are left for future research.



44 Chapter 2.

Appendix 2.A Bound on the Interference

Let us bound the interference. Consider a particular cell c∗. If one node from

this cell is transmitting, all other simultaneous transmissions may occur in

cells belonging to the same set of cells that are at a vertical and horizon-

tal distance of exactly some multiple of K. Actually, the interfering cells

are placed along the perimeter of concentric squares, whose center is c∗, and

each square contains (2lK+1)2, l = 1, 2..., S(n) cells and 2lK, l = 1, 2..., S(n)

interfering cells as depicted in Fig.2.3, where S(n) is the number of such con-

centric squares. For example, take the particular case where K = 4, the first

concentric square contains 8 interfering cells, whereas the second concentric

square contains 16 interfering cells. Each node in the intended cell c∗ trans-

mits information packets to nodes in the eight neighboring cells. Then, the

distance between these nodes (the possible receivers in the eight adjacent

cells) and the interfering ones is at least l(K − 2)c(n), l = 1, 2..., S(n). As

we are considering a lower bound, we take the worst-case and neglect edge

effects. Then, the number of concentric squares (irrespective of the position

of the intended cell, since the worst case is when the intended cell is at

one corner of the area) is at most S(n) ≤
⌈
q

n
log n

K

⌉

. We proceed in upper

bounding the interference at the receiver:

I =
∑

k 6=i
k∈T

P |Xk −Xj|−α

≤
S(n)
∑

i=1

2PKi

[i(K − 2)c(n)]α

=
2PK

[(K − 2)c(n)]α

S(n)
∑

i=1

i1−α

≤ 2PK

[(K − 2)c(n)]α

[

1 +

∫ S(n)

1
x1−αdx

]

=
2PK

[(K − 2)c(n)]α

[

1 +
1

2 − α

(
S(n)2−α − 1

)
]

(α > 2)
=

2PK

[(K − 2)c(n)]α

(
α− 1

α− 2

)

+ S(n)2−α
2PK

[(K − 2)c(n)]α
1

2 − α

(α > 2)

≤ cPK(log n)−
α
2

(K − 2)α
(2.20)
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where c is a positive number. The thermal noise N0 is negligible as n→ ∞,

and by combining Eq.(2.7) with Eq.(2.20), the SINR(n) is lower bounded by

SINRmin(n) which is a constant and as Cij(n) = W log2(1 + SINRmin(n)),

we obtain the result Eq.(2.6).





Chapter 3

Connectivity Graph and

Conditions for Constant

Throughput in Wireless

Ad Hoc Networks

3.1 Introduction

In the area of wireless networks that operate in ad hoc mode, a question

that has recently attracted significant research interest and activity, is the

derivation of scaling laws for the capacity. This activity was sparked by the

seminal work of [9], who proposed to model wireless ad hoc networks as ran-

dom geometric graphs and examined the scaling of the long-term averaged

throughput with the number of nodes n. Their main result is that, given

Θ(n) randomly selected source-destination pairs, the throughput per source-

destination pair scales at least as Θ
(

1√
n logn

)

and at most as Θ
(

1√
n

)

for

random networks, where nodes are placed uniformly at random on a given

network area. The achievability is proved in the asymptotic sense by design-

ing proper routing and transmission mechanisms. An insight from [9] is that,

to maximize the throughput, we need to minimize the transmission power

(range) of each node, while still keeping the network connected. That is, we

need to reduce the interference region of each transmission and schedule as

many non-interfering concurrent transmissions as possible.

This work was extended by a number of works that established scaling

47
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laws assuming different network models. For example, in the model of [9],

the geographical area is fixed and the density of nodes is increasing with

the number of nodes (dense network). In [35], techniques from percolation

theory are used to show that in dense random networks a Θ(1/
√
n) through-

put is achievable. A different network model assumes that the number of

nodes is increasing with the area of the network leading to a fixed density

of nodes per area. For this case, in [37] and in [25], information theoretic

upper bounds on the rate of communication are derived, as a function of the

value of power loss exponents. Other follow-up works include [38, 39, 40, 41].

A result common to the different models is that, for fixed nodes networks,

the throughput per source-destination pair vanishes as the number of nodes

grows.

On the contrary, if nodes are allowed to move, a constant Θ(1) through-

put can be achieved per source-destination pair even if the number of nodes

grows to infinity [26]. This result assumes a 2-dimensional mobility pattern,

where the trajectory of each node is an independent, stationary and ergodic

random process with uniform distribution on the unit disk. That is, the

mobility pattern is homogeneous with respect to each node, and the sample

path of each node covers all the space over time. In the analysis, trans-

mission is restricted to the closest nodes, and at each given instance, each

link between any two nodes is activated with probability Θ(1/n). Then, a

two-phase scheduling policy is employed. In the first phase, source nodes

transmit the packets to the closest receiver (which can be a relay or a desti-

nation node) and in the second phase transmitters forward the packets that

have as destination their closest receiver. Thus, for any source destination

pair, (n− 2) relay nodes receive and transmit packets at rate Θ(1/n) while

source nodes also transmit directly to the destination at a rate Θ(1/n). Note

that the flow between each source-destination pair sums up to a fixed rate

Θ(1). It is clear that network capacity can be drastically improved when

mobility is effectively exploited.

A natural question to ask is whether this good performance is specific to

the particular generous mobility pattern, or whether it can be achieved un-

der more restricted mobility conditions. The work in [42] made progress in

answering this question, by demonstrating that the same order of through-

put can still be achieved under restricted 1-dimensional mobility. In their

mobility pattern, each node is restricted to move on a randomly and indepen-
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dently chosen great circle on the unit sphere. However, the general question

still remains, which is, under what conditions on the mobility patterns of

the users a throughput of Θ(1) is achievable.

Recently, another model of restricted mobility has been examined in [51],

where nodes are confined to overlapping neighborhoods, and the throughput

scaling as a function of the neighborhood size is analyzed. In [54], the

impact of the mobility pattern on the relay throughput (i.e. the maximum

rate at which a node can relay data from the source to the destination) is

studied. It is shown that the relay throughput depends on the node mobility

pattern only via its stationary node position distribution and that a node

mobility pattern that results in a uniform steady-state distribution for all

nodes achieves the lowest relay throughput.

Independently, in computer science, the problem of multi-commodity

flow has received significant attention. In this problem, we are given a graph

with edges of a fixed capacity, a set of source-destination pairs, each with

its own demand, and we are asked to maximize the amount of information

flow that can be simultaneously routed for all source-destination pairs. The

emphasis of the work in the literature is in deriving min-cut bounds on the

achievable rates and characterizing under what conditions these bounds are

tight, see for example [44, 45, 46]. Recently, the area of network coding has

emerged, where it is demonstrated that by allowing flows to mix, we may

achieve significant throughput benefits for the multi-commodity problem

over directed graphs [47]. At this time, the prevailing conjecture is that

network coding does not offer benefits for the case of the undirected multi-

commodity problem [48]. For our results we will not use network coding

techniques, i.e., we will assume that nodes can only forward and not combine

their incoming information flows.

In this chapter, our interest is in mobile ad hoc and wireless sensor net-

works. Our main contribution is a method that allows to check whether, for a

given mobility pattern, a constant Θ(1) throughput per source-destination

pair is possible. Intuitively, the reason we get a decreased throughput in

fixed nodes networks, is that the average number of hops that a packet

needs to traverse from a source to a destination scales with n (the number

of nodes in the network). On the contrary, in [26, 42], mobility enables a

routing strategy where the number of hops is limited to at most two. Our

work is motivated by the observation that in a complete graph between each
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source-destination pair there exists a set of max-flow paths whose length is

upper bounded by two. This set consists of n − 2 paths of length two and

one path of length one. A graph is complete if any two nodes are connected

with an edge, which intuitively seems to correspond to the fact that in the

uniform mobility pattern any two nodes can become neighbors and success-

fully transmit to each other. In other words, the routing approach in [26, 42]

seems to exactly correspond to the routing approach we would use to solve

the multi-commodity flow problem on a complete graph of equal capacity

edges.

To make this loose connection precise, we first decompose the communi-

cation problem into a “transmission policy” and a “scheduling policy”. As

we argue in Section 3.3, this decomposition does not affect whether constant

throughput is achievable asymptotically. We then introduce the connectiv-

ity graph, that does not represent the actual physical network, but rather

the available communication resources, for a given transmission policy. The

connectivity graph offers an abstraction of the communication capabilities

of the ad hoc network: we can study the long-term averaged throughput be-

tween source-destination pairs in the actual ad hoc network, by examining

information flows in the connectivity graph. Thus, by mapping the ad hoc

network problem into a graph problem, we establish a bridge between the

multi-commodity flow and the ad hoc network literature, that can be used

in both directions.

The focus of this chapter is in using the properties of the connectivity

graph to develop a set of necessary and sufficient conditions under which

constant Θ(1) throughput is possible. We illustrate how these conditions

apply to a number of different topologies, including the topologies in [9, 26,

42]. We then try to understand what structural properties these conditions

imply for the connectivity graph and how they translate into properties

for the underlying mobility pattern. Interestingly, we provide an example

where constant throughput may be possible to achieve by mobile nodes that

have a restricted number of neighbors. That is, each node may successfully

communicate with at most n1/t other nodes, for a finite t.

Although we focus on scaling results when the number of nodes of the

network increases, the same approach can be used to analyze throughput and

design routing over finite networks. In fact, independent of our work [49], the

authors in [50] proposed the use of a structure similar to our “connectivity
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graph” to optimize scheduling in finite size networks.

The chapter is organized as follows. Section 3.2 formally defines our

problem, and Section 3.3 introduces the decomposition into a transmission

and a routing policy. Section 3.4 introduces the concept of connectivity

graph. Section 3.5 presents the proposed set of conditions. Section 3.6 ap-

plies these conditions to different topologies. Section 3.7 investigates what

structural properties of the connectivity graph are necessary to achieve con-

stant throughput, and Section 3.8 concludes the chapter.

3.2 Problem Statement

Closely following the model in [9, 26, 42], we consider a wireless ad hoc

network with n nodes, that can act as transmitters and receivers. Nodes

may be mobile, according to a given mobility pattern. For example in [9],

nodes are fixed, while in [42] nodes move on great circles. We randomly

choose Θ(n) source-destination pairs {si, ti}. We assume discrete slotted

time, where time is divided into equal duration slots. During each time slot,

one information unit can be transmitted from each transmitter. We also as-

sume point-to-point communication where, during a successful transmission,

a transmitter can convey information to exactly one receiver.

Our main interest is in deriving asymptotic results when the number of

nodes n increases. We distinguish between the terms “transmitter-receiver”

that may refer to intermediate nodes acting as relays along an information

flow path, and the terms “source-destination” that refers to the pair of

end nodes wishing to exchange information. Each source has an infinite

amount of information to convey to its destination. Each node has possibly

infinite buffering capabilities. The source may transmit information to the

destination either directly, or by routing the information through a number

of intermediate relays before attaining the final destination.

Let λ(n) be the long-term averaged throughput we can guarantee to Θ(n)

source-destination pairs (si, ti), i = 1 . . .Θ(n), measured in information

units per time slot. We will use the following definitions.

Definition 3.1. A throughput of λ(n) is feasible if there exists a spatial and

temporal scheme for scheduling transmissions, such that by operating the

network in a multi-hop fashion and buffering at intermediate nodes when

awaiting transmission, a source can send λ(n) information units per time
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slot on average to its chosen destination node. That is, there is a T < ∞
such that in every interval of [(i− 1)T, iT ] time slots, every source can send

Tλ(n) information units to its corresponding destination.

The following is a simplified definition of the aggregate throughput [9],

which is sufficient for our purposes, since we assume that each transmission

conveys exactly one unit of information.

Definition 3.2. At a given time-slot, the aggregate throughput Γ is equal to

the total number of concurrent successful transmissions.

Whether an attempted transmission is successful depends on factors such

as the underlying channel model, and the interference from other transmis-

sions. For example, in [9] the authors considered two models for determining

the success of a transmission over the shared wireless channel:

1. The protocol model, where a given transmitter-receiver pair success-

fully communicate if no other node transmits within a disk area cen-

tered at the intended receiver. The radius of the disk depends on the

distance between the transmitter and the receiver and on a protocol

dependent constant;

2. The physical model, where a successful transmission occurs when the

signal to interference and noise (SINR) ratio at the receiver is above

a certain threshold.

Our goal is to determine, whether for a given successful communication

model and a given mobility pattern, a throughput of λ(n) = Θ(1) is feasible.

We will approach this goal through the following steps.

1. We will decompose the communication problem into a transmission

strategy and a scheduling policy. We will argue that this decomposi-

tion does not affect whether λ(n) = Θ(1) is feasible (Section 3.3).

2. We will construct a connectivity graph, that embodies a given trans-

mission policy, and thus, transforms our wireless network problem to

a multi-commodity problem over a graph (Section 3.4).

3. We will derive necessary and sufficient conditions for λ(n) = Θ(1)

using the connectivity graph (Section 3.5).
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In fact, these steps define a methodology, which we can follow to de-

termine whether it is possible to achieve constant throughput over an ad

hoc network with a given transmission policy and mobility pattern. We will

follow this methodology over several examples in Section 3.6.

3.3 Decomposition

The described model employs two random processes, one referring to the

placement of the nodes at each time slot, and the other to the choice source-

destination pairs.

• Node placement. This random process determines, for any given node

of the network the probability of being at a specific area of the net-

work. In a static network, the nodes are randomly placed on the unit

area disk. From then on, for all time slots, we have the same fixed

realization of the node placement random process. In a mobile net-

work, we have a mobility model that we assume can be described as a

random process. 1

• Source - Destination Pairs. The second random process pairs sources

with destinations uniformly at random.

Our results apply only in the case where these two random processes are

independent, that is, the source-destination pairs are chosen independently

from the node placement.

In this chapter, we will also assume that all nodes have the same trans-

mission range. Commercial ad hoc and sensor networks are typically simple

identical devices, subject to power constraints. Thus the assumption that

all nodes are identical devices that can transmit at the same range is a typ-

ical one in the literature. Moreover, in order to analyze asymptotic results,

and since the source-destination pairs are chosen randomly, we will mainly

examine mobility models that have some form of uniformity from the nodes

point of view. That is, there exists a common (possibly parametrized) pro-

cess that describes the mobility of all nodes. For such models these is no

loss of generality in assuming common transmission range.

1Deterministic mobility models can also be included in this category by assigning prob-

ability one to a desired pattern.
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Lemma 3.1. A necessary condition to achieve throughput λ(n) = Θ(1) is

that the average (over time) aggregate throughput E(Γ) satisfies

E(Γ) = Θ(n). (3.1)

Proof. If λ(n) = Θ(1), then Θ(n) source-destination pairs achieve an average

throughput of Θ(1) information units per time slot. Thus on the average,

at least Θ(n) information units have to be exchanged per time-slot, i.e.,

E(Γ) ≥ Θ(n). But, since we consider point-to-point communication, and we

have at most n nodes transmitting at each given time slot, Γ ≤ Θ(n). Thus,

we conclude that E(Γ) = Θ(n) information units have to be successfully

transmitted on the average per time-slot.

Lemma 3.2. (From [9]) Given a network with n nodes, under the protocol

and the physical model, the transmission policy that maximizes λ(n) is one

where nodes transmit only to their closest neighbors at the smallest range

that allows the network to be connected. The typical range is of the order of

O
(

1√
n

)

in a network of n nodes of unit area.

Proof. A formal proof is provided in [9], here we briefly outline the intuition.

Let P be the mean distance traversed by an information unit from a source

to the destination, and let r be the common transmission range (which is

proportional to the transmit power), and each node has a randomly chosen

destination to which it wishes to send λ(n) bits/s. Then, each information

unit reaches the destination after P
r hops. This creates Pλ(n)

r units of traffic,

and if each link is capable of W information units per time slot, we have

that λ(n) ≤ Wr
P

. The right-hand side is proportional to the transmission

range r, so it appears that increasing r should increase throughput. How-

ever, increasing the range increases the interference, since each transmission

causes interference within a disc of area πr2. For example, nodes close to

the receiver are required to be idle to avoid collision.

Increasing the range r leads to loss (due to interference) quadratic in r,

while decreasing the range r leads to loss (due to number of hops) linear in r.

Hence the optimal transmission policy is to reduce the range of transmission

r to minimize interference, while still keeping the network connected.

Results in [41] also prove the optimality, in the scaling law sense, of

multi-hop communication strategies for maximizing the transport capacity.
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Lemma 3.1 is straightforward, and Lemma 3.2 effectively reviews results

from [9] for completeness. Together, they imply that there exists exactly one
2 transmission policy, that may allow to achieve Γ = Θ(n) and thus constant

throughput, namely, attempting to transmit only to the closest neighbors.

The transmission policy can also be thought as the transmission range and

power the nodes are allowed to employ. Thus, we argue that, under our

assumptions, we can decompose the communication problem into two parts,

• a transmission policy, and

• a scheduling policy,

and that this decomposition does not affect whether we can achieve constant

throughput. For the rest of the chapter, we will assume that the transmission

policy and the scheduling policy are optimized independently. The schedul-

ing policy determines how the information is routed from the sources to

the destinations, takes into account scheduling of competing nodes, dictates

which nodes are allowed to transmit, which packets they will transmit and

to whom. More specifically, the scheduling policy determines, at a given

time-slot, what information units will be conveyed between the transmitter-

receiver pairs, that are allowed to communicate under the transmission pol-

icy.

Finally, note that, although this decomposition does not affect whether

we can or cannot achieve constant throughput, it does affect other system

parameters, such as delay. In this chapter we exclusively focus our attention

on long-term averaged throughput.

3.4 Connectivity Graph

A transmission policy determines during each time slot a set of transmitters

that attempt to transmit to a set of receivers. The attempted transmis-

sions are successful or not, according to the underlying model for successful

communication. For example, an attempted transmission might fail due to

interference from other transmissions, or because the transmitter happens

to be out of range from other nodes. As a result, during each time slot,

we get a configuration of simultaneously successful transmissions between

2Perhaps more than one, but all are equivalent from the average point of view.
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transmitter-receiver pairs, which we call a communication pattern. This pol-

icy takes into account scheduling of competing nodes and transporting data

from the source to the destination across a sequence of links. In the following

we do not focus on a particular routing/physical policy, we rather assume

that the latter is given and can be optimized depending on the application

and can be chosen independently from the transmission policy. For example

in [26], Θ(n) nodes at each time slot attempt to transmit to their nearest

neighbor, and the transmission is deemed successful if the signal to noise

and interference power is above a threshold. Fig. 3.1 depicts possible such

communication patterns during discrete time slots.

Because we are interested in long-term averaged throughput, and we

assume that nodes have infinite buffering capabilities, if we were to randomly

permute the different time slots (communication patterns) the throughput

we could achieve would not be affected. In other words, the time-correlation

between communication patterns, and their evolution in time, does not affect

the long-term average throughput. In fact, for a given transmission policy,

we can construct a single graph, that summarizes all the information we

need in order to calculate the achievable throughput.

...
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Figure 3.1: An ad hoc network with n = 5 nodes. During each time slot a

different communication pattern occurs.

To do so, we assume that that there exists an ergodic and stationary

process which determines at each time slot which nodes can successfully

communicate. This random process is a high-level/end-result model that

incorporates the mobility model, the physical model of the network, the

criterion for successful transmission between two nodes, generally all factors

that affect the success of a transmission.
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At each time slot, the random process realization corresponds to a com-

munication pattern, i.e., the set of point-to-point simultaneous successful

transmissions during that time slot. For example in Fig. 3.1, during each

time slot one such communication pattern occurs.

In other words, for every two nodes i and j and at each time slot t,

we observe the realization of an indicator function It(i, j). It(i, j) indicates

whether the connection (edge) between two nodes exists or not, whether the

nodes can directly and successfully transmit to each other.

We construct a connectivity graph that connects every two nodes i, j

with an edge e = (i, j) of capacity C(e) = pij, where

pij = lim
n→∞

∑n
t=1 It(i, j)

n
.

The capacity pij expresses the fraction of the time slots nodes i and j are

“connected”, i.e., can directly and successfully transmit to each other. Thus,

pij upper bounds the fraction of information units per time slot that nodes

i and j can exchange on the average. Since we assumed an ergodic and

stationary random process, and for n→ ∞, we will, with probability going

to one, observe the same values for the connectivity graph.

The connectivity graph does not represent the actual ad hoc network at

any given time slot, but rather summarizes the long-term average commu-

nication capabilities of the network. We emphasize that this graph does not

express either the correlation between successive instantiations of commu-

nication patterns, or the correlation among successful transmissions at any

communication pattern, but rather offers an abstraction of the communica-

tion capabilities of the original ad hoc network, that we can use to study

long-term averaged throughput.

For example, in [26] it is proved that for the uniform mobility pattern, at

a given time slot, any pair of nodes i and j will be close to each other and will

successfully exchange one unit of information with probability Θ(1/n). That

is, over a number of time slots N >> n, nodes i and j will exchange on the

average Θ(Nn ) information units. Thus the connectivity graph associated

with this model is a complete graph, where each edge (i, j) has capacity

pij = Θ(1/n). This graph captures this fact, that node i will be able to

successfully send one information unit to every other node j, on the average

once every n time slots. Thus, node i will be able on the average to directly

transmit to node j throughput of Θ(1/n) information units per time slot.
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In practice, given a mobility pattern and transmission policy that can be

described through a deterministic or probabilistic model, we can in general

easily construct the corresponding connectivity graph, as we will demon-

strate for a number of examples in Section 3.6. We can also empirically

construct the connectivity graph by actually recording the number of suc-

cessful transmissions between two pairs of nodes over time.

Note that we constructed the connectivity graph as an undirected graph,

by implicitly assuming a symmetrical transmission policy. That is, at a given

time-slot, if node i can successfully transmit to node j, then node j as well

can successfully transmit to node i, and we can choose to schedule one

of these two transmissions. This is not necessarily true for all transmission

policies, and in full generality we would need to create a directed connectivity

graph. However, in all examples in the literature, the transmission policies

can be considered symmetric. Thus for simplicity in this chapter we will

only consider undirected connectivity graphs.

It is easy to see that in the connectivity graph, the capacities associated

with the edges adjacent to a node i, have to sum to a number smaller or equal

to one. This is because we assumed “point-to-point” transmissions and not

multicasting/broadcasting over the wireless medium, which implies that a

node at each time slot can successfully transmit to at most one receiver.

Lemma 3.3. For any node i in the connectivity graph

∑

e: adjacent to node i

C(e) ≤ 1, (3.2)

where C(e) is the capacity of edge e. As a result, a source can trans-

mit throughput at most Θ(1) towards its destination, and consequently the

destination cannot possibly receive more, i.e.,

λ(n) ≤ 1. (3.3)

3.5 Throughput Analysis

In this section, we are going to study whether constant throughput is pos-

sible, by examining necessary and sufficient conditions on the associated

connectivity graph.
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3.5.1 Min-cut Bounds

By introducing the connectivity graph, we have effectively translated the

problem of scheduling in an ad hoc network, to a multi-commodity flow

problem over the connectivity graph. A routing policy in an ad hoc network,

can be mapped to routing along paths in the connectivity graph. Thus, we

can directly apply min-cut bounds from the multi-commodity flow literature,

which we briefly review in the following.

Consider a graph G = (V,E), and k source-destination pairs (si, ti). Let

Di denote the throughput demand between source-destination pair (si, ti).

The sparsest cut S of an undirected multi-commodity flow problem is defined

to be the minimum over all cuts of the ratio of the capacity of the cut to

the demand of the cut [44, 45]. If a cut divides the vertices of the graph

into sets U and V − U , the capacity of the cut is calculated as the sum of

the capacities of the edges that connect U and V − U (edges that have one

endpoint in U and the other in V − U):

C(U, V − U) =
∑

e ∈(U,V−U)

C(e). (3.4)

The demand is defined as the sum of the demands of pairs (si, ti), where si

and ti are on opposite sides of the cut that separates U from V − U , and

are completely disconnected by the cut:

D(U, V − U) =
∑

(si∈U and ti∈V−U) or (ti∈U and si∈V−U)

Di. (3.5)

Then the sparsest cut equals

S = min
U

C(U, V − U)

D(U, V − U)
. (3.6)

A multi-commodity flow is feasible, if

∑

i

fi(e) ≤ C(e), (3.7)

where fi(e) is the flow between (si, ti) that is routed through edge e. A

feasible flow satisfies the sparsity upper bound.

The sparsity bound generalizes the min-cut max-flow bound by Ford and

Fulkerson, that applies for one source-destination pair (k = 1). Unlike the

min-cut bound however, the sparsity upper bound is not always achievable.

Known results include:
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• For the uniform multi-commodity problem, where each pair of nodes

form a source-destination pair, and where the demand is equal, i.e.,

k =
(n
2

)
and Di = λ(n), we can always achieve throughput within a

factor of O(log n) from the sparsity upper bound [44].

• For the same problem over planar graphs, we can achieve the bound

within a factor of O(1).

Application

In our case of interest, Di = λ(n), k = Θ(n), and we are interested in order

arguments. Applying the sparsity bound we get the following lemma:

Lemma 3.4. A necessary condition to achieve throughput λ(n) is that, the

capacity of any cut (U, V −U) that separates m sources from m destinations,

1 ≤ m ≤ n, has to be greater or equal to λ(n)Θ(m), i.e.,

λ(n)Θ(m) ≤ min
U
C(U, V − U). (3.8)

Thus, a necessary condition to achieve λ(n) = Θ(1), is that the capacity

of the min-cut that separates the m sources from m destinations is greater

or equal to Θ(m). We underline that Lemma 3.4 applies not only for λ(n) =

Θ(1), but for all λ(n) achievable under the assumption that the transmission

and scheduling policy are optimized separately. This, as we discussed, is not

restrictive for obtaining constant throughput.

3.5.2 Aggregate Throughput Bounds

A different type of bound can be derived from the observation that the total

resources required from the k source-destination pairs have to be smaller

than the total resources available at the network.

For example, if we use a path of length two to route throughput say

λ(n), we need to use 2λ(n) of the network capacity resources to deliver

this information from the source to the destination. Generally, let Pi =

{P 1
i , · · · , Pmii } be a set of mi paths that convey flow

fi =

mi∑

j=1

fi(P
j
i ), (3.9)
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between the pair (si, ti), where fi(P
j
i ) is the flow along the path P ji . Then

the network resources required by the pair (si, ti) equal

Ri =

mi∑

j=1

length(P ji )fi(P
j
i ), (3.10)

where length(P ji ) is the length in number of edges that comprise path P ji .

In total, all source-destination pairs, will need resources

R =
k∑

i=1

Ri =
k∑

i=1

mi∑

j=1

length(P ji )fi(P
j
i ). (3.11)

These required resources cannot exceed the available network resources, i.e.,

R ≤ C =
∑

e ∈E
C(e). (3.12)

Eq. (3.12) is a direct application of Eq. (3.7), since we can get the same

inequality as

∑

e ∈E
C(e) ≥

∑

e ∈E

∑

i

fi(e) =
∑

i

∑

e ∈E
fi(e) =

∑

i

∑

j

length(P ji )fi(P
j
i ).

(3.13)

Application

In our framework, C = Θ(E(Γ)), that is, the network resources available per

time slot equal the average aggregate throughput E(Γ), where averaging is

over time. Moreover, we have that λ(n) =
∑

j fi(P
j
i ) for all i. Let pi,j be

the fraction of the flow fi routed through path P ji , i.e. ,

pi,j =
fi(P

j
i )

λ(n)
,
∑

j

pi,j = 1. (3.14)

Then Eq. (3.13) can be rewritten as

λ(n)
∑

i

mi∑

j=1

pi,jlength(P ji ) ≤ Θ(E(Γ)). (3.15)

We can interpret pi,j as the probability that a given information unit sent

by source si to ti utilizes path P ji , and
∑mi

j=1 pi,jlength(P ji ) as the average

path length that the information units from source si experience.
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Definition 3.3. We define the average path length P̄ , averaged over all

source-destination pairs and all paths, to be the average path length that a

source would utilize to route information, calculated as

P̄ =

∑Θ(n)
i=1

∑mi
j=1 pi,j length(P ji )

n
. (3.16)

In Lemma 3.1, we observed that E(Γ) ≤ Θ(n). Thus we get

Lemma 3.5. A necessary condition to achieve throughput

• λ(n) is that

P̄ ≤ Θ(E(Γ))

nλ(n)
, (3.17)

• λ(n) = Θ(1) is that

Γ = Θ(n), and P̄ = Θ(1). (3.18)

This lemma makes more precise the intuitive connection between

throughput and average path length discussed in the introduction. Indeed,

from Γ = Θ(n) and Eq. (3.17) we get that

λ(n) ≤ Θ(
1

P̄
). (3.19)

This bound agrees with the result of [52] for local traffic patterns. The

authors in [52] show that for such traffic patterns, and fixed networks, the

per source-destination throughput scales as O
(

1
P̄
√

logn

)

≤ λ(n) ≤ O
(

1
P̄

)
if

O(P̄ ) grows faster than O(
√

log n), and scales as O
(

1
logn

)

≤ λ(n) ≤ O
(

1
P̄

)

if O(P̄ ) grows slower thanO(
√

log n). Eq.(3.19) strengthens our connectivity

graph approach to study Ad Hoc wireless networks. Hence, we are able to

emphasize the main structural properties of such networks, and their impact

on the throughput. Again Eq.(3.19) states that the main decrease in the

throughput is due to the relay load which is proportional to the average

path length or equivalently the number of hops a packet has to go through

from source to destination.

3.5.3 Necessary and Sufficient Conditions for λ(n) = Θ(1)

In this section we will derive necessary and sufficient conditions for constant

throughput, under the assumption of integral-edge routing, in the sense that,



3.5. Throughput Analysis 63

if flow fi utilizes edges e that has capacity C(e), then fi(e) = Θ(C(e)).This

assumption is not restrictive, since we can allow parallel edges, and decom-

pose an edge of capacity C(e) to m edges e1, . . . em such that
∑
C(ei) =

C(e).

Consider a source-destination pair (si, ti). To achieve throughput fi =

λ(n) = Θ(1), source si needs to transmit Θ(1) units of information towards

destination ti. Accordingly, in the connectivity graph, there need to exist a

set of paths through which source si will route information Θ(1) towards the

destination ti. Requiring additionally that, when the total network resources

are shared by all source-destination pairs, the overall flow is feasible, we get

the following theorem.

Theorem 3.1. Consider the connectivity graph associated with a given wire-

less network, and a set of randomly selected source-destination pairs (si, ti).

The following conditions are necessary and sufficient to achieve λ(n) = Θ(1)

throughput.

For each (si, ti) there exists a set of mi paths Pi = {P 1
i , · · · , Pmii } on the

connectivity graph such that

1. Each source si transmits to ti flow fi =
∑

j fi(P
j
i ) = Θ(1) information

units per time slot.

2. Each edge in the connectivity graph is used a finite number of times by

the union of all flows.

Proof. 1. Sufficiency: From construction and from condition 1 there ex-

ists a set of paths Pi = {P 1
i , · · · , Pmii } through which source si trans-

mits Θ(1) information units per time slot towards destination ti. From

the second condition, each path intersects at most a finite number of

times with any other path, and thus sharing edges does not affect the

order of throughput along the path.

2. Necessity: It is straightforward that the first condition is necessary.

Assume that there does not exist a set of paths that satisfy the second

condition. Consider the edges e where g(e, n) flows intersect, with

limn→∞ g(e, n) = ∞. From assumption removing these edges will

violate the first condition for at least one receiver, say Ri. But then

Ri will observe throughput of order

O(
1

mine:g(e,n)→∞ g(e, n)
)
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that is not constant. Similarly, under our assumption that fi(e) =

Θ(C(e)), we get the contradiction that

g(n)Θ(C(e)) =
∑

e

fi(e) ≤ C(e).

Note that the theorem stipulates the existence of paths that satisfy these

conditions: there might also exist paths that do not satisfy the above condi-

tions and still allow a constant throughput. For example, there might exist

an edge that is used an infinite number of times, but whose removal (and

of the corresponding paths that use it) would not affect the order of the

throughput that the receivers experience.

3.6 Applications

In this section we are going to apply our proposed methodology to a number

of examples, starting with the three cases in the literature we have discussed.

Example 1

In the Gupta-Kumar model [9] the nodes are static and transmit within a

fixed radius. The transmission policy is such that Γ = Θ(n), and is inde-

pendent of the scheduling policy. For a given realization of node placement

random process, with high probability the associated connectivity graph will

have a large fraction of nodes with constant degree c.

Consider a c-regular graph where the weight associated with each edge is

at most 1/c. For each (si, ti) pair there exist c max-flow paths, each carrying

throughput at most 1/c, of average length Θ(
√
n). Thus, from Lemma 3.5

we get that

λ(n) ≤ Θ(
1√
n

). (3.20)

We can get the same result from the sparsity cut bound as follows. The

nodes are placed uniformly at random on the area of a unit circle. Take

a cut across a diameter of this circle. This cut will separate order Θ(n)

source-destination pairs. However, the capacity of the cut will be of order

Θ(
√
n) (determined by the number of nodes within a small distance from

the cut), which leads again to Eq. (3.20).
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If we start from a random geometric graph, where nodes transmit at the

same range to their closest neighbors, the corresponding connectivity graph

will have the structure of a planar graph. For planar graphs, the sparsity

bound can be achieved within a constant factor O(1) [46].

Example 2

In the Grossglausser and Tse model [26], uniform mobility implies that the

connectivity graph is a complete graph with uniform weight associated with

every edge. That is, each node has degree n− 1, and the weight associated

with each edge is Θ(1/n) (corresponding to the probability that two nodes

are nearest neighbors and the probability that a feasible sender receiver pair

is scheduled). This is depicted in Fig.3.2.

We are going to apply the sufficient conditions in Theorem 3.1.

• From each source to each destination node, there exist n − 2 edge-

disjoint paths of length two, and one path of length one. Indeed,

since the graph is complete, there exists an edge from node si to all

other nodes in the graph (including the destination ti) and an edge

from ti to every other node in the graph, which put together form the

described max-flow paths. Using these paths, we can route throughput

Θ(1) = (n− 1) 1
n . This shows that Condition 1 is verified.

• We are going to show that if Θ(n) source-destination pairs share the

network and use the paths previously described, each edge is used a

finite number of times. Consider edge (k, l) between nodes k and l.

This edge is going to be used only if node k is a source, or if node l is

a destination - so at the most it is going to be used two times. This

verifies Condition 2.

Example 3

In the Diggavi, Grossglauser and Tse model [42], mobility is restricted since

the nodes are only allowed to move along great circles in the surface of a

sphere, and constant throughput is still achieved by employing the same

two-phases policy. In [42], it is argued that the two phases policy achieves

a constant throughput mainly for two reasons. First, each node spends the

same order amount of time as the nearest neighbor to every other node.

This ensures that each source spreads its information units uniformly across
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Figure 3.2: The connectivity graph is a complete graph in the case of uniform

mobility pattern.

all other nodes and the traffic is equally distributed among all relays. Sec-

ondly, similarly to [9], communications are constrained to nearest neighbors.

Hence, the capture probability is not vanishingly small even in a large sys-

tem, despite the fact that there are O(n) interfering nodes transmitting

simultaneously. These observations correspond to having the connectivity

graph be a complete graph, where the degree for every node is of the order

Θ(n) and the weights associated with each edge are Θ(1/n). Thus, the anal-

ysis is the same as in the previous example. Having a connectivity graph to

be a complete graph with equal capacity edges is a sufficient, but not nec-

essary condition, for constant throughput. Moreover, the two-phase routing
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strategy, is tied to the fact that the graph is complete, and thus it is also

not necessary for constant throughput, as the next example demonstrates.

Example 4

Consider the example of geographic gossip over a sensor network as described

in [55]. The n sensors collect a measurement and it is of interest that all

nodes can compute the average of all n sensor measurements. Traditional

gossip algorithms solve this problem by having each node randomly pick one

of their one-hop neighbors and exchange their current values. The pair of

nodes compute the pairwise average which becomes the new value for both

nodes, and this process is iterated until all nodes converge to the global

average. [55] introduces the notion of geographic gossip where geographic

routing is used to exchange information with random nodes who are far away

in the network. The wireless sensor network is then modeled as a random

geometric graph where the transmission range scales as Θ(
√

logn
n ) and the

number of hops between a source and a randomly uniformly distributed

destination scales as Θ(
√

n
logn). This random geometric graph could be

represented by our connectivity graph again.

Example 5

Consider the rectangular grid depicted in Fig. 3.3 that has 2d lines. Assume

that the nodes are uniformly distributed on the lines of the grid. Thus, each

line will contain n/2d nodes. Assume that our transmission policy is such

that, nodes in the same line or in intersecting line can communicate with

each other if they are within a certain range (protocol model), but nodes in

parallel lines cannot communicate. Since the min-cut between parallel lines

is at most equal to d, a necessary condition to have constant throughput is

that n/2 = O(d).

Now consider the case where n = 2d, that is, each line contains exactly

one node. Then the corresponding connectivity graph is a complete bipartite

graph, since from assumption nodes in parallel lines do not communicate.

It is easy to see that, for a complete bipartite as depicted in Fig. 3.4, if

the source-destination pairs belong to parallel lines, there exist n/2 non-

intersecting paths of length two, while if they belong to intersecting lines,

there exist n/2 − 1 non-intersecting paths of length three and one path of
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d lines

d lines

Figure 3.3: Mobility on a rectangular grid.

length one. Thus, from Theorem 3.1, if each edge has capacity Θ(1/n), it is

possible to achieve constant throughput.

If nodes are allowed to uniformly randomly move on their line, then ig-

noring edge-effects, the capacity of each edge is upper bounded by Θ(1/n2).

However, it is possible to construct a mobility pattern that leads to edge

capacities Θ(1/n). For example, to avoid edge-effects we can assume that

the square grid envelopes the surface of a torus. Thus the nodes move

on parallel (horizontal and vertical) “circles” instead of lines, i.e.., the end

points of the line segments are connected. We can then construct a mo-

bility pattern, where nodes move clockwise on their circle, where at time

slots (i) mod (d) = k, the node at the horizontal circle i is within range

(and successfully communicates) with the node at the vertical circle (i+ k)

mod (d).

Example 6

This example is a direct application from the multi-commodity flow litera-

ture. Consider a connectivity graph, that has constant degree, and is an ex-

pander graph [53]. Expander graphs have been the subject of much study in

combinatorics and computer science. Broadly speaking, an expander graph
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Figure 3.4: Bipartite graph.

should be a graph in which every reasonably small set of vertices has many

neighbors. Then, the sparsity bound gives that λ(n) ≤ Θ(1). However, the

best achievable throughput equals λ(n) = Θ( 1
logn). This example is used to

demonstrate that the sparsity bound cannot always be achieved.

Example 7

We consider the example studied in [51] where nodes are placed randomly

with nα, 0 ≤ α ≤ 1 overlapping neighborhoods. The n mobile nodes are

restricted to move within their assigned neighborhood. In the associated

graph of the model described above, each node has degree n1−α and the

weight associated with each edge is at most nα−1. Moreover, the average

path length in this model is Θ(n
α
2 ). Thus, for each (si, ti) pair there exist

n1−α max-flow paths, each carrying throughput at most nα−1, of average

path length Θ(n
α
2 ). From Lemma 3.5 we get that the per source destination

throughput is:

λ(n) = O(n−
α
2 ) (3.21)

which corresponds to an aggregate throughput of O(n1−α
2 ). The connec-

tivity graph paradigm takes into account the restricted mobility model in

terms of the average path length and the node degree, which motivates the

next section.
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3.7 Degree of Connectivity Graph

In this section, we examine whether there exist fundamental structural prop-

erties of the connectivity graph that are necessary in order to achieve con-

stant throughput. We focus on possible restrictions that the degree of the

connectivity graph should satisfy. The degree of the connectivity graph cor-

responds to the number of neighbors a given node may communicate with.

We are going to assume that the degree is of the same order for all nodes,

that is, all nodes behave in a similar way in terms of mobility.

As we saw in Example 1, if the connectivity graph has a constant degree,

that is, every node can communicate with a fixed finite number of neighbors,

it is not possible to achieve Θ(1) throughput. Indeed, as the number of nodes

n increases, since the degree is constant, the average path length between a

randomly chosen source-destination pair will also increase as a function of

n, say P (n). But then from Lemma 3.5, λ(n) = O( 1
P (n)).

On the other hand, in Examples 2 − 4, where Θ(1) throughput was

possible, the associated connectivity graphs has degree Θ(n). The question

we are looking at is: To achieve throughput λ(n) = Θ(1), is it necessary

for the connectivity graph to have degree of order Θ(n)? In other words, to

achieve throughput λ(n) = Θ(1) in an ad hoc network with n nodes, is it a

necessary condition that the mobility pattern ensures for every node to at

some point be able to successfully communicate with Θ(n) other nodes?

Theorem 3.2 shows that no such conclusion can be derived. There do

exist possible connectivity graphs with degree of order Θ(n
1
t ), for finite t,

such that the throughput is constant. Such connectivity graphs can be

constructed from de Bruijn and Kautz graphs and their generalizations [56].

The de Bruijn graphs DB(d, t) have n = dt nodes, and degree at most

2d. It is a t-dimensional graph of d symbols representing overlaps between

sequences of symbols (see Fig.3.5). Its n = dt vertices consists of all possible

length-t sequences of the given symbols. In the proof of Theorem 3.2 we show

that for each source-destination path there exist max-flow paths of length

at most 2t. For example, if we choose d =
√
n, t = 2, and associate weight

Θ(1/
√
n) with each edge, we have a graph that has degree d = Θ(

√
n), and√

n−1 paths that carry flow 1/
√
n of length at most 4. Thus the conditions

of Theorem 3.1 are satisfied.

Theorem 3.2. Consider the de Bruijn graph DB(d, t) with n = dt nodes,
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X1X2

X2Y1 X2Y2
X2Y n
X2Y n

Figure 3.5: An example of the De Bruijn graph. Each node can be represented

as a 2-dimensional vector over an alphabet of size
√
n.

and assume that each edge has capacity Θ(1/d). Let d = n
1
t and t be finite.

For any Θ(n) randomly chosen source-destination pairs, there exist max-

flow paths of length at most 2t such that λ(n) = Θ( 1
2t) and each edge of the

graph is used a finite number of times.

Proof. Consider the de Bruijn graph DB(d, t) with n = dt nodes, and as-

sociate with each edge capacity Θ(1/d). We can think of every vertex of

the graph as a t-dimensional vector over an alphabet of size d. Each node

(s1 s2 . . . st) connects to the d nodes (s2 . . . st x), for every possible x in the

alphabet. For simplicity we start with the case d =
√
n and t = 2. Consider

the source node (s0 s1) transmitting to a destination node (s2 s3). To route

information we use the following length-four paths, that are also depicted

in Fig. 3.6.

1. Source (s0 s1) transmits information Θ(1/
√
n) to each of the

√
n neigh-

bors {(s1 s0), (s1 s1) . . . (s1 sd)}.

2. Each of the
√
n nodes (s1 si) equally distributes the Θ(1/

√
n) infor-

mation units it has among its
√
n neighbors (si sj). Thus at the end of

this step, every node in the graph has Θ(1/n) units of the information.

3. All nodes (si sj) transmit the Θ(1/n) information they have to the√
n nodes (sj s2). Thus each (sj s2) node collects Θ(1/

√
n) of the

information.
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Step 1

Step 2
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Figure 3.6: Proposed set of paths in the de Bruijn graph DB(
√
n, 2).

4. Finally, each (sj s2) node transmits its information to the destination

(s2 s3).

We show now that, if all Θ(n) source-destination pairs use the previously

described paths, then each edge of the graph is employed a finite number of

times. Let (ab, bc) be an arbitrary edge, we are going to calculate an upper

bound on the number of times it is used, by bounding the number of times

it may be employed through steps 1 − 4.

1. Edge (ab, bc) is used at step 1 only if node ab is a source, and thus at

most once.

2. Edge (ab, bc) is used at step 2 if there exists node xa that is a source.

In that case it will carry information Θ(1/n) for the source xa. There

exist at most
√
n possible sources xa, and the edge (ab, bc) has capacity

1/
√
n, thus to accommodate all of them (ab, bc) needs to be used at

most once.

3. Edge (ab, bc) is used at step 3 only if there exists a node cx that is
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a destination. In that case it will carry information Θ(1/n) towards

the destination cx. But there exist at most
√
n possible destinations

cx and thus to accommodate all of them the edge (ab, bc) needs to be

used at most once.

4. Finally, edge (ab, bc) is used at step 4 only if node bc is a destination,

in which case it needs again to be used once.

Thus in total, each edge needs to be used at most 2t = 4 times.

X1X2

X2Y1 X2Y2
X2Y n

Y1S1
Y2S1 Y S1

S1S2

n

X1X2X1X2

X2Y1X2Y1 X2Y2
X2Y n
X2Y n

Y1S1Y1S1
Y2S1Y2S1 Y S1Y S1

S1S2S1S2

n

Figure 3.7: Between every two nodes, there exist
√
n edge-disjoint paths of

length four.

Generally, it is easy to see that, if we have degree d = n
1
t , and each edge

has capacity Θ( 1

n
1
t
) by following the same approach of equally distributing

the information to all neighbors in t steps, until all nodes will have Θ(1/n)

information for each source-destination pair, and then collecting the infor-

mation towards the receiver in another t steps, we can construct max-flow

paths of length 2t such that, each edge at every one of the 2t steps is used

at most once. Indeed, at step k, k = 1 . . . t, each edge will carry for each

source-destination pair a load of at most 1

n
(k+1)
t

and will be used by at most

n
k
t pairs. The same holds for k = t+ 1 . . . 2t. Note that the necessary con-
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dition in Lemma 3.5 is satisfied: the graph has a total of n1+ 1
t edges, and

the max-flow paths require Θ(2tn1+ 1
t ) edges.

The proposed max-flow paths used in the proofs are not the only

paths that may guarantee constant throughput. Actually, for each source-

destination pair there exist max-flow paths of length t + 1 [56]. However,

depending on the random arrangement of pairs, this choice of max-flow

paths may lead to congested edges. To divert the traffic and equally dis-

tribute it over the network, we may need to use different length paths for

each source-destination pair, that makes the proof less straightforward.

From Theorem 3.2 and the previous discussion, we can see that:

Corollary 3.1. It is not possible to achieve constant throughput if the con-

nectivity graph has constant degree. However, we may be able to achieve

constant throughput if the connectivity graph has degree n
1
t , where t is a

constant.

The next question to examine is whether there exists a mobility pattern

that corresponds to connectivity graphs of the prescribed degree, mainly

what mobility patterns give rise to a connectivity graph of degree n1/t.

Thus, a future direction of this work is to investigate methods to translate

connectivity graphs into mobility patterns. Such a direction will allow the

study of mobility patterns that achieve an intermediate throughput, i.e a

per node throughput that is not constant and does not depend
√
n. Finally,

connectivity graphs with vertices having distinct degrees might be of great

interest. As stated in this chapter, all the studies on the mobility in Ad

Hoc wireless networks, consider that all nodes of the network have the same

mobility model. However, in practice, it might not be the case, and some

node might have a restricted mobility pattern whereas others might have a

uniform mobility pattern. It would be then interesting to derive the per-

node throughput in this case based on the properties one can extract from

the connectivity graph.
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3.8 Conclusions

In this chapter, we proposed to use a connectivity graph to study the

long-term averaged throughput of wireless networks operating in an ad hoc

mode. Throughput refers to the minimum achievable rate between a source-

destination pair for a given routing mechanism and physical model, when the

network is shared by Θ(n) randomly chosen source-destination pairs. The

connectivity graph offers an abstraction of the communication capabilities

of the network, and forms a natural bridge between the literature in wireless

networks and the multi-commodity flow problem. Hence, this graph allows

to translate the problem of maximizing the throughput in ad hoc networks

to the multi-commodity flow problem and directly apply related results. Us-

ing this graph, we proposed a set of necessary and sufficient conditions to

achieve constant throughput, and examined structural properties that these

conditions imply. We also applied these conditions in a number of config-

urations in the literature, and demonstrated that they offer an alternative

simpler methodology to re-derive these results.
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Chapter 4

Spatial Throughput of

Multi-Hop Wireless Networks:

Cross-Layer Design

4.1 Introduction

The results derived in the work of Gupta and Kumar [9] and in related

literature as [26] provide expressions for the ad hoc network capacity and

determine the scalability of such networks as the number of nodes increases

to infinity.

In contrast to these macroscopic studies, in this work we focus on a

microscopic analysis of decentralized ad hoc wireless networks where some

form of coordination entity between nodes at the MAC layer (e.g. TDMA-

based exclusion techniques, hybrid coordinator in 802.11e) is not desired, for

instance due to the need for minimizing protocol overhead or due to node

mobility; for example in [30], a different approach illustrates the impact of

an exponentially decaying path length traffic pattern and the impact of the

relay load on the throughput in the context of a decentralized system with

retransmission protocols. An example application for this type of radio in-

terface could be agile and rapidly deployable wireless infrastructure nodes

for future public safety [57] (e.g broadband hotspots for emergency/disaster

relief) and/or next generation commercial wireless systems. Other appli-

cation could be rapidly deployable wireless mesh network that is critical

to large-scale wireless networks with no pre-existing infrastructure. It en-

79
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Internet

`

Figure 4.1: Example application of Ad Hoc wireless network.

ables quick-and-easy extension of a local area network into a wide area by

allowing the geographical area and available bandwidth on the network to

scale with the number of participants. Prior efforts on wireless networks,

especially multi-hop ad hoc networks, have led to significant research contri-

butions that range from fundamental results on theoretical capacity bounds

to various flavors of routing and transport protocols. However, the work

is far from enough. The state-of-art is insufficient for deploying sizable

wireless mesh networks. Important aspects such as network radio range,

network capacity and scalability, manageability, and security remain open

problems. Industrial standards groups are also actively working on new

specifications for mesh net-working for both short and long range systems.

For example, IEEE 802.11s, and IEEE 802.16 have established sub-working

groups to focus on new standards for Wireless Mesh Networks (WMN) (see

Fig.4.1, Fig.4.2). To address capacity and scaling concerns, researchers are

experimenting with systems that use multiple radios, frequency-agile radios,

directional and multiple input multiple output (MIMO) antennas. Further,

there are renewed interests in carrying out research on MAC protocols and
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Figure 4.2: Extension of WLAN: 802.11s.

cross-layer design that breaks the traditional networking layering norm. It

is clear that such novel techniques are interesting from the point of view of

increasing system capacity and scalability, extending network range. Our

work is also motivated by cross-layer mechanisms (PHY/MAC/Routing)

aiming at maximizing the spectral efficiency of the network.

To this end, we present a cross-layer framework for the design of these

wireless networks. We jointly address the properties of the physical and the
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data link layer in the design of the media-access control (MAC) protocol

and provide conclusions on routing strategies based on physical layer met-

rics. We provide a setting to characterize the performance of such networks.

We assume that nodes access the channel at random and employ simple

protocols to retransmit the erroneously received packets. We consider two

possible retransmission protocols: the classical reference scheme is Slotted

Aloha (using the wireless setting as described in [58]) shows the benefit of

coupling channel coding for medium-access and where decoding considers

only the most recent received block; the second is Incremental Redundancy

where decoding takes into account all previously received signal blocks and

performs soft combining until decoding is achieved successfully. We com-

pare these strategies to the generalization of the collision channel without

feedback or delay constraints [59], where the measure of success of a trans-

mission will be an achievable ergodic throughput of this channel as it will

be seen later.

For this analysis, the nodes are taken to be spatially distributed on the

plane according to a homogeneous spatial Poisson process which leads to a

new representation of interference and collisions between concurrent trans-

missions. This random characterization of the network is justified by the

fact that the homogeneous Poisson point process is spatially ergodic and thus

the performance quantities considered in this work for particular network

realizations (network throughputs and information outage probability), will

converge quickly to the average performance of the random network.

To derive the throughput, we follow the analysis of Nelson and Kleinrock

in [60] where they studied the spatial capacity of a slotted Aloha multi-hop

network with capture. The spatial throughput is computed in terms of

the product of the number of the simultaneously successful transmissions

per unit area by the average jump (or expected forward progress) made

by each transmission. We carry out its optimization with respect to the

channel access probability p as defined in the case of the collision channel

without feedback [59]. The relationship between the spatial throughput and

the Gupta-Kumar transport capacity is described in [61]. For the purpose

of comparison of potential multi-hop routing protocols, we consider three

strategies; one that maximizes the expected forward progress (RS1) based

on long-term averages of signal-to-interference ratios, the second that relays

packets to the closest node in range at each hop towards the final destination
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(RS2) and in the third where the next hop is selected to exploit the best

channel and to be the most forward (RS3). This last strategy attempts to

exploit instantaneous channel state information at transmission when choos-

ing candidate routes, rather than relying on average signal-to-interference

ratios. All routing strategies assume a-priori information regarding neigh-

bors and destination coordinates. This assumes a form of neighbors discov-

ery and route capabilities knowledge. This is clearly a form of geographic

routing strategies [62, 63].

The main contributions of this chapter are:

• The study of incremental redundancy as a multiple access technique

for ad hoc wireless networks

• Representation of interference and collisions statistics from the homo-

geneous Poisson point process network model

• A cross-layer framework where multi-hop routing protocols are ana-

lyzed and in particular the channel-driven routing strategy and tools

for characterizing the spatial throughput (bit-m/dim, related to the

transport capacity) from a microscopic point-of-view as a function of

topological parameters (e.g node population density) and system pa-

rameters (propagation, bandwith, etc.).

The outline of the chapter is as follows: In Section 4.2, we describe the sys-

tem model. Section 4.3 deals with the retransmission protocols. In Section

4.4, throughput expressions are derived and we show some numerical re-

sults. Finally, in Section 4.5 we draw some conclusions and point out future

research directions.

4.2 System Model and Setting

4.2.1 Network and Propagation Model

We assume that nodes are distributed according to a Poisson point process

on the plane with node density σ. This topology represents an instantaneous

snapshot of a mobile network of nodes. Then, for any region S of area A(S),

the number of nodes in the region has a Poisson distribution with parameter

σA(S), i.e.,

Pr[k in S] = e−σA(S) (σA(S))k

k!
(4.1)
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The propagation model is described by two effects: the signal attenuation

due to the distance r between the transmitter and the receiver, proportional

to r−α, where α is the power loss exponent (positive number) ; and Rayleigh

fading that causes random power variations. The envelope of the received

signal is therefore, Rayleigh distributed and its power exponentially dis-

tributed. The received power PR from a mobile at distance r is expressed

as:

PR = Kd0R
2
ar

−αP = Kd0γr
−αP (4.2)

where Ra is a Rayleigh distributed random variable (with unit power for

simplicity), γ is an exponentially distributed random variable (with unit

mean) and P is the transmit power. Kd0 represents the signal attenuation

at a close-in reference distance [66]. This represents a narrowband channel

with respect to the coherence bandwidth of the environment.

4.2.2 System Model and Setting

In the system we are considering, each node can transmit over a common

wireless channel. Apart from the slotted transmission structure where nodes

transmit packets within slots of defined duration, nodes are completely unco-

ordinated (see Fig.4.3). This slotted transmission scheme requires some local

frame synchronization method, for instance a form of distributed transmis-

sion of pilot signals, or could be based on a common pilot from an external

source (e.g. cellular infrastructure, satellite positioning systems, etc.). For

the purpose of our analysis, we make the following assumptions:

• An infinite number of packets is available for each source. A packet

can be seen as a separate codeword for which transmission is stopped

when an acknowledgment of successful decoding is returned by the

receiver. Furthermore, we assume that the ACK/NACK feedback sig-

naling channel is error-free and delay-free. The signaling overhead is

insignificant with respect to the data channel.

• We suppose single-user decoding where each decoder treats the signals

from other users as noise. The single-user decoder for each node has

perfect knowledge of the channel gain and the total interference power

(i.e. noise and interfering user traffic). This can be achieved in a real

system by inserting some pilot symbols.
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Figure 4.3: The slotted transmission and the channel random access. Packets

are possibly coded over many slots.

• We assume a block-fading channel model. For the first two routing

protocols, we assume that the fading remains constant over the whole

slot and is an i.i.d process across successive slots in order to provide

diversity against fading. In a real system, this can be achieved via

slow frequency hopping across a large system bandwidth, where the

number of frequencies is typically larger than the number of retrans-

mission rounds. For the third routing strategy (RS3), we will assume

a long-term static channel, in the sense that the channel remains con-

stant over all the retransmission rounds of the protocol. In this case,

frequency-hopping is not a possibility, since it could imply changing

routes within a transmission round. Nevertheless, it is important to

note that in this case, diversity against signal fading is achieved by the

routing protocol, since the routes are chosen based on the instanta-

neous channel realization. This is clearly a form of multi-user diversity.

Diversity against interference is achieved in all cases by the retrans-

mission protocol (Aloha or Incremental Redundancy) since in each slot

the number of interferers is random due to the random channel-access

transmission strategy.
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• For each slot, each node transmits a packet with probability p and

remains silent with probability 1 − p such that transmit and receive

nodes have spatial Poisson distributions with average node density

σt = σp and σr = σ(1− p) respectively. One could incorporate in this

model the possibility of having some nodes acting as pure relays. These

nodes will always be in receive mode, hence increasing the receive node

density. This has practical implications for wireless mesh networks,

where some nodes act as gateways or repeaters between different sub-

networks or different clusters. Moreover, in a slow frequency-hopping

system, 1/p could be the number of frequencies (or the number of sub-

bands/carriers in an OFDMA Orthogonal Frequency Division Multiple

system) when nodes transmit only on a single frequency for any time-

slot coupled with a duty cycle to randomize the access to the channel.

• Each node transmits with fixed power P .

Moreover, the signal model is given by:

yj,s =
∑

k∈Γ

√

γk,j,sPr
−α
k,j xk,s + nj,s (4.3)

where the index s denotes the slot, yj,s the received signal at node j, xk,s

the transmitted signal from node k, Γ is the set of transmitter nodes and

nj,s the background noise at node j of variance σ2
n = WN0 where W is

the available system bandwidth (N0 is the background noise power). This

represents a narrowband flat fading channel model and the generalization to

frequency selective channels is straightforward but diversity features of the

access protocols will be reduced. Moreover, this is a more general multiple-

access scenario than the interference model considered in [9, 26], since we

are at liberty to optimize the transmission probability p to randomize inter-

ference levels, which is important in a microscopic analysis. Note that this

creates a random exclusion area around each node.

4.3 Retransmission Protocols

All performance metrics considered for throughput analysis are based on

information theoretic quantities, i.e, these metrics are function of the in-

stantaneous average mutual information generated by a particular link in a
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given slot. This represents a modern PHY approach in contrast with pre-

vious analysis based on the instantaneous signal to noise interference ratio,

and this allows for an analysis covering arbitrary channel coding strategies

across several transmission slots.

4.3.1 Information Outage Probability

The instantaneous average mutual information for a (i, j) pair of nodes

conditioned on the channel gain γi,j,s and the interference power V is (in

bit/dim):

Ii,j,s = I(Xi,j,s;Yj,s|γi,j,s, V ) = log2

(

1 +
γi,j,sPr

−α
i,j

σ2
n + V

)

(4.4)

where P is the transmit power and ri,j = |Xi −Xj |where Xj is the position

of the receiver, V is defined as the summation of interference power contri-

butions from all interfering transmitters (in the following we will drop the

index s standing for the slot):

V =
∑

k 6=i
γk,j,sPr

−α
k,j (4.5)

Pout(ri,j) is defined as the information outage probability of the channel,

or the probability that the mutual information Ii,j falls below some fixed

spectral efficiency R. Expressions of the mutual information necessary for

the outage probability evaluation are derived under the assumption that

all user signals are Gaussian with flat power spectral density. The Gaus-

sian assumption yields an upper-bound to the minimum achievable outage

probability [67][69]. Pout(ri,j) is given by:

Pout(ri,j) = Pr

(

log2

(

1 +
γi,jPr

−α
i,j

σ2
n + V

)

≤ R

)

(4.6)

= 1 − e
− (2R−1)σ2

n

Pr
−α
i,j

∫

e
−v (2R−1)

Pr
−α
i,j fV (v)dv

where fV (v) is the probability density function of the random variable V and

v is the integration variable. Let us define t = (2R−1)

Pr−αi,j
, and

∫
e−vtfV (v)dv =

φV (t) is the moment generating function MGF of V . To compute the latter,

we follow the procedure in [70] (and references therein) where the problem

is different since the fading was not considered. To compute the MGF of V ,
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we restrict V to all nodes in a disk Db centered at the receiver and having

radius b, then we let b → ∞. Moreover, given k nodes in a region, V is a

sum of independent random variables with uniform distribution and from

[77], we obtain:

φV (t) = lim
b→∞

∞∑

k=0

Pr[k in Db]E
[
e−tV |k in Db

]

= lim
b→∞

∞∑

k=0

Pr[k in Db]E
[

e−tPγr
−α
]k

(4.7)

Defining g(r) = r−α and β = Pγ as an exponential random variable with

mean P , we obtain:

E
[

e−tPγr
−α
]

=

∫

fr(r)φβ(tr
−α)dr =

∫

fr(r)
1

1 + Ptg(r)
dr (4.8)

where φβ(tr
−α) = 1

1+Ptg(r) is the MGF of β evaluated at tg(r), and fr(·)
is the probability density function of r. The probability density function of

the distance between a transmitter and a receiver in a disk of radius b has

the uniform distribution:

fr(r) =

{
2r
b2

if 0 ≤ r ≤ b

0 elsewhere
(4.9)

Thus, Eq.(4.7) becomes (using the fact that all the interfering nodes form a

Poisson process with density σt):

φV (t) = lim
b→∞

∞∑

k=0

e−σtπb
2 (σtπb

2)k

k!

(∫ b

0

2r

b2
1

1 + Ptg(r)
dr

)k

= lim
b→∞

e
σtπb2

h

R b
0

2r
b2

1
1+Ptg(r)

dr−1
i

= lim
b→∞

e
σtπb2

h

R b
0

2r
b2

“

1
1+Ptg(r)

−1
”

dr
i

= exp

{

−2σtπ

∫ ∞

0

rPg(r)t

1 + Ptg(r)
dr

}

(4.10)

Remember that t = (2R−1)

Pr−αi,j
and with some manipulations, Eq.(4.6) becomes:

Pout(ri,j) = 1 − e

 

− (2R−1)σ2
n

Pr−α
i,j

!

e
−2σtπΓ(2/α)Γ(1−2/α)r2i,j(2

R−1)2/α

α (4.11)

where Γ(y) =
∫∞
0 xy−1e−xdx is the Gamma function.
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4.3.2 Slotted Aloha

The Slotted Aloha protocol can provide random multiple access to a com-

mon channel with minimal coordination between the channel users. The

channel is divided into fixed length slots. This is a simple scheme where the

transmitter sends a codeword to the receiver and waits for an acknowledg-

ment from the receiver. A positive acknowledgment (ACK) means the code-

word is received successfully, whereas a negative acknowledgment (NACK)

means that errors are detected by the receiver. When the transmitter gets

a NACK, it will resend the previous codeword to the receiver until it gets

an ACK from the receiver. A data packet collision occurs whenever two or

more users transmit at about the same time. We are not assuming that all

packets involved in a collision are destroyed. Since the nodes will generally

be at different distances from the intended receiver, their respective received

powers will not be the same. When packets from different nodes collide, it

may still be possible to successfully decode the packet with the strongest

received signal power, which is known as the“capture effect”[71]. Following

the analysis of [58], we define the throughput as:

η =
R

τ
(4.12)

where τ is the mean delay measured in slots for the transmission of an in-

formation message and R is the spectral efficiency in bit/dim. In Aloha, the

receiver has no memory of the past signals, and the probability of successful

decoding after l transmitted slots is given by (in the following, we drop the

indices i, j standing for the positions of transmitter receiver for simplicity,

we keep only the slot index s in the mutual information):

Pr(I1 < R, I2 < R, · · · , Il > R) = P l−1
out (1 − Pout) (4.13)

and the mean delay is given by:

τ =
(1 − Pout)

∑∞
l=1 lP

l−1
out

p
=

1

p(1 − Pout)
(4.14)

Combining Eq.(4.12) and Eq.(4.14) we obtain:

η = Rp(1 − Pout) (4.15)

This retransmission protocol could be generalized to M -Slotted Aloha

where the codeword is split in M independent blocks in order to benefit
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from some diversity. A packet is coded across M slots in order to combat

interference, which represents a form of interference diversity. We consider

that the M blocks are independent and M is fixed. The mean delay is given

by:

τ =
M
∑∞

l=0 Pr
(PM

s=1 Is
M < Ri

)l

pt

=
M

(

1 − Pr
(PM

s=1 Is
M < Ri

))

pt

(4.16)

where the index s stands for the slot sequence.

4.3.3 Incremental Redundancy

The basic idea behind incremental redundancy is that the code rate is ad-

justed by incrementally transmitting redundancy information until decoding

is successful. Indeed, if the receiver fails to successfully decode a packet,

a NACK is sent to the transmitter. This latter will send additional new

redundancy bits which are accumulated and processed by the receiver. As

explained in [72], incremental redundancy can be achieved by using rate com-

patible punctured convolutional codes (RCPC). Transmission starts with the

highest rate code of the RCPC code family and additional redundancy bits

are sent whenever needed. Incremental redundancy is used in modern cel-

lular radio systems such as EGPRS and evolving 3G standards. In [73, 74]

these techniques are studied for single-user fading channels.

To study the achievable rate for incremental redundancy, we consider

that node k encodes its message information of b bits each independently

of other nodes by using a channel code with code book Ck ⊂ C
LN where

N is the slot length and L is the accumulate number of slots. For the

sake of computing information theoretic quantities, we let L → ∞ N →
∞. Codewords are divided into L sub-blocks of length N , and we let Ck,l
for l = 1, · · · , L denote the punctured code of length lN obtained from

Ck by deleting the last L − l sub-blocks. If successful decoding occurs at

the l-th transmission, the effective coding rate for the current codeword is

R/l bit/dim where R = b/N . In incremental redundancy, the receiver has

memory of the past signals since it accumulates mutual information. Since
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Pr(Iirm < R) ≤ Pr(Iirn < R) for m ≤ n, and

Pr(Iirl < R) = Pr(

l∑

s=1

Is < R)

(where the index s stands for the slot sequence), the probability of successful

decoding after l transmitted slots is given by:

Pr(Iir1 < R, Iir2 < R, · · · , Iirl > R) = Pr(Iir1 < R, Iir2 < R, · · · , Iirl−1 < R)

−Pr(Iir1 < R, Iir2 < R, · · · , Iirl < R)

= Pr(Iirl−1 < R) − Pr(Iirl < R) (4.17)

and the mean delay is given by:

τ =

∑∞
l=0 Pr(Iirl < R)

p
(4.18)

The throughput is then:

η =
Rp

∑∞
l=0 Pr(

∑l
s=1 Is < R)

(4.19)

One can notice that Pr(
∑l

s=1 Is < R) is the cumulative density function of

the sum of l i.i.d random variables distributed as Is and evaluated in R.

This can be computed numerically by using the characteristic function and

discrete Fourier transforms as we have already computed the cumulative

density function of Is in closed form Eq.(4.11).

4.4 Throughput expressions

The spatial throughput is expressed as a function of the product of the

number of the simultaneously successful transmissions per unit space by

the average jump made by each transmission, a result that we maximize

with respect to the channel access probability p. To calculate the spatial

throughput, we introduce the expected forward progress as defined in [75],

and in [60] where it is assumed that a packet is randomly relayed to one of the

neighboring terminals within a circle of defined radius (constrained range)

in a capture environment. The expected forward progress of a packet in the

direction of its final destination F , is the distance Z between the transmitter

and the receiver (an intermediate node) projected onto a line towards the
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final destination and the transmission to that receiver is successful (note

that to make the calculations simple, the forward progress is assumed to

be the same for any node on the line perpendicular to the direction of the

destination, assumption that is reasonable since the distance r in (Fig.4.4)

is much smaller than the source destination distance). In the following we

                                                                         F

θ
Z

Rx

Tx

Z=forward progress
r

Figure 4.4: The forward progress.

present three routing strategies: one that maximizes the expected forward

progress by moving the packet to the node most forward towards the final

destination; the second moves the packet to the closest node in range and

the third one forwards packets to the node most forward and experiencing

the best link. Concerning the closest node in range, similar strategy is

considered in [76] in the context of mobile info-stations networks, and in

[26] where the transmission is spread to a large number of intermediate

mobile relay nodes, and whenever they get close to the final destination,

they hand the packets off to it, this leads to a transmit range on the order

of O
(

1√
n

)

, n being the number of nodes in an unit area. In our analysis,

we assess the trade-off between the spatial transmission concurrency and

the spectral efficiency of the connections. This is explained by realizing that

when we decrease the hop-distance, there are less simultaneous transmissions

in a given area but we decrease the mutual interference. This leads to an
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increase in the achievable rate of each pair and consequently of the spectral

efficiency of each link, but the potential spatial transmission concurrency is

not fully utilized and moreover the number of hops to reach the destination

increases. We define the spatial throughput C as the product of the mean

total distance traversed in one hop by all transmissions initialized in an unit

area σpE[Zu] (where E[Zu] is the expected forward progress for strategy u)

by the bit rate R, mainly:

C = RσtE[Zu] bit-m/dim (4.20)

The spatial throughput is in function of different cross-layer measures: the

PHY target spectral efficiency R, the MAC layer parameter (channel access

probability) p, the routing protocol and the network topology metric σ,

E[Zu]. The spatial throughput is based on outage probabilities to quantify

the success of a transmission. This approach takes into account collisions

and interferences from simultaneous transmissions in an exact manner. This

is in contrast to studies like [60], where a model of restricted reception and

transmission domain is considered. The next hop lies in a circle of radius

R, and only interferers inside this circle are considered.

Also, note that the approach considered in this work at the link model

is different from the work of Gupta-Kumar [9]. Indeed in [9], the authors

assume a link layer model in which, if the Signal to Interference and Noise

Ratio (SINR) at the receiver is greater than a certain threshold β, then the

packet is received successfully by the receiver with probability one. In real-

ity, for a given modulation and coding scheme, as long as there is some noise

and interference, i.e., as long as the SINR is finite, there is always a non-

zero probability of packet error. While the threshold-based packet reception

model used in [9] is a reasonable choice for successful packet reception in a

single hop network such as a cellular network, it needs to be refined when

applied to a multi-hop network. In the context of an ad hoc network, we

know that each packet traverses multiple hops. The links of these hops re-

ceive interference from other ongoing transmissions which could potentially

corrupt the packet transmission over the given link depending on the cur-

rent transmissions. In our case, however, each packet transmitted on the

link is received successfully with certain probability. This is taken into ac-

count by the link outage probability. Another layer is added, mainly when

a packet is not successfully received, it is retransmitted over another slot.

Moreover the SINR is not deterministic as it depends on factors such as
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transmitter-receiver separation, fading, power of interference from simulta-

neous transmissions and noise power. These factors are different for different

links along a path. For example, since the nodes are randomly placed, it

is possible that for a given hop, the two nodes could be arbitrarily close to

each other resulting in a very high SINR for that link. This in turn means

that the packet success probability for that link could be arbitrarily close

to one. All these parameters (outage probability, SINR) play an important

role in tuning the overall network performance. For example, we are at lib-

erty to optimize the modulation and the coding scheme in order to make

the error probability of the link as small as possible. Also one can think

of a routing strategy that reduces the interference in the network and that

makes benefits from the instantaneous SINR value. This will become clearer

in the developments below.

Finally, by considering constant of throughput (in contrast to order of

throughput), we are able to assess the parameters that affects the spatial

throughput of multi-hop networks and the design of such networks. Mainly,

the spatial throughput is optimized with respect to the target rate infor-

mation, the SNR, the channel access probability. The latter depends on

the topological parameters as the node density, which is in contrast to the

work in [61]. This approach allows a more fine grained adjustment to the

PHY/MAC/topology information and routing information especially for the

channel driven strategy. Finally, it should be noted that the results on the

throughput remain the same when the area of the domain of the network

is A rather than normalized unit area. Mainly, the results on the spatial

throughput scale by
√
A.

4.4.1 Maximal Expected Forward Progress (RS1)

As stated before, the forward progress (the distance traversed in one hop

for a successful transmission, which can be seen as a cross-layer measure)

is Z = h(r) = r cos(θ)ψ(r) (see (Fig.4.4), where ψ(r) is a measure of

the success of a transmission, and ψ(r) = 1 − Pout for slotted Aloha and

ψ(r) = 1
P∞
l=0 Pr(

Pl
s=1 Is<R)

for incremental redundancy. To derive the ex-
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pected maximal forward progress, we compute:

Pr

(

Z1 = max
j∈Ω

h(rj) ≤ z

)

= lim
a→∞

∞∑

k=0

Pr

(

max
j∈Ω

h(rj) ≤ z|k in Da‘

)

Pr (k in Da‘) (4.21)

= lim
a→∞

∞∑

k=0

Pr (h(rj) ≤ z)k e−σrπa
2/2 (σrπa

2/2)k

k!

= lim
a→∞

exp
{
−σrπa2/2Pr (h(rj) > z)

}
(4.22)

where Ω is the set of all receivers, and since we are looking for a receiver that

maximizes the forward progress, we consider a sender-centric transmission

model and we restrict to all receivers in a half disk Da of radius a, the

half disk in the direction of the destination, then we let a → ∞, moreover

note that we are using σr the density of receivers, and θ being uniformly

distributed over [−π/2, π/2]. One can write:

Pr (h(rj) > z) =

∫ a

0
Pr (rψ(r) cos(θ) > z|r) fr(r)dr

=
4

πa2

∫ a

0

∫ π/2

0
r1n

θ<arccos
“

z
rψ(r)

”odrdθ

=
4

πa2

∫

{r≥0:z/rψ(r)<1}
r arccos(z/rψ(r))dr (4.23)

By combining the latter to Eq.(4.21), we obtain:

Pr (Z1 ≤ z) = e
−2σr

h

R

{r≥0:z/rψ(r)<1} r arccos(z/rψ(r))dr
i

(4.24)

which leads to:

E[Z1] =

∫ 1

0
1 − e

−2σr
h

R

{r≥0:z/rψ(r)<1} r arccos(z/rψ(r))dr
i

dz (4.25)

One can notice that the optimization above (in computing the maximal

expected forward progress) is obtained by averaging over all Poisson config-

urations for the location of interfering nodes and of the receiver node.

4.4.2 Expected Forward Progress for the Closest Node in Range

Strategy (RS2)

We need first to derive the probability density function of the minimum

distance between the transmitter and the receiver among all the receive
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node distances (in a half disk of radius a). By using order statistics (see for

example [77]), we have (see Appendix for the proof):

f
′
r(r) = σrπre

−σrπ r
2

2

Moreover, the average distance of a node to its closest neighboring node is

given by (using again the Gamma function Γ(y) =
∫∞
0 xy−1e−xdx) :

E[r] =

∫ ∞

0
σrπr

2e−σrπ
r2

2

=
1√
2σr

(4.26)

Remember that the node density is the number of nodes per area, and for an

unit area, the average nearest neighbor distance is on the order of O
(

1√
n

)

,

which is similar to the strategy used in [26] as explained above. For this

strategy, we have:

Pr(Z2 ≤ z) =

∫ ∞

0
Pr (rψ(r) cos(θ) ≤ z|r) f ′

r(r)dr (4.27)

=
2

π

∫ ∞

0

∫ π/2

0
σrπre

−σrπ r
2

2 1n
θ≥arccos

“

z
rψ(r)

”odrdθ

= 1 −
∫

{r≥0:z/rψ(r)<1}
2rσr arccos(z/rψ(r))e−σrπ

r2

2 dr

The expected forward progress becomes:

E[Z2] =

∫ 1

0

∫

{r≥0:z/rψ(r)<1}
2rσr arccos

(
z

rψ(r)

)

e−σrπ
r2

2 drdz (4.28)

4.4.3 Channel Driven Maximal Expected Forward Progress (RS3)

A trait of wireless channels is the time variation of the channel strength. As

a result, when many users are present, different users will experience peaks

in their channel quality at different times. Taking benefit from this chan-

nel characteristic is called multi-user diversity and was initially exploited in

[78] where a power control scheme was presented for maximizing the uplink

information theoretic capacity in a single cell system. It was shown that

capacity is maximized by allowing to transmit, at any given time, only the

user with the best channel. Moreover, in an ad hoc network context, multi-

user diversity was studied in [26] where the transmission strategy benefits
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from multi-user diversity by distributing packets to many different inter-

mediate nodes which have independent time varying channels to the final

destination.

In our setting, since there is no centralized control, multi-user diversity

will be exploited in a different manner than [78]. Assume that the instanta-

neous channel state information of the neighbors is available at the transmit-

ter, so that it could select the next hop the furthest away and with the best

channel. Diversity gain arises from the fact that with many neighbors whose

channel vary independently, it is likely that there is a receiver with a very

good channel (from the transmitter to that node) at any one time. Then,

the forward progress is a function of the distance and the channel between

the transmitter and the next hop h(r, γ) = r cos(θ)ψ(r, γ), and the outage

probability will be conditioned on the instantaneous channel. Moreover, we

are assuming that the fading is constant over all the retransmission rounds,

and changes independently when the transmission of the current informa-

tion message is stopped. We can still write Eq.(4.13), Eq.(4.17) and derive

throughput formulas by computing the outage probability conditioned on

the knowledge of the channel at the transmitter:

Pout(ri,j , γi,j) = Pr

(

log2

(

1 +
γi,jPr

−α
i,j

σ2
n + V

)

≤ R

∣
∣
∣
∣
γi,j

)

(4.29)

= 1 − Pr

(

0 ≤ V ≤
γi,jr

−α
i,j P − (2R − 1)σ2

n

2R − 1

∣
∣
∣
∣
γi,j

)

The following result in [79] (pp.436) on stable distributions with exponent
1
2 is useful.

Lemma 4.1. The cumulative distribution function:

G(x) = 2[1 −R(1/
√
x)], x > 0 (4.30)

(where R is the standard normal cumulative distribution function) has the

Laplace transform:

φ(λ) = e−
√

2λ (4.31)

From Eq.(4.10), the MGF of V is given by:

φV (t) = e
−2σtπΓ(2/α)Γ(1−2/α)(Pt)2/α

α

= e−
σtπ

2√Pt
2 , for α = 4 (4.32)
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Moreover, from Lemma 4.1, it is straightforward to notice that φn(λ) =

φ(n2λ), which is the same as Gn⋆(x) = G(n−2x)1. The cumulative distribu-

tion of V is then given by:

FV (x) = erfc

(

σtπ
2
√
P

4
√
x

)

(4.33)

leading to (note that for α 6= 4, α > 2, the cdf of V can be computed as

infinite series from [79]):

Pout(ri,j, γi,j) = erf




σtπ

2
√

2R − 1

4
√

γi,jr
−α
i,j − (2R − 1)σ2

n/P



 (4.34)

Computing Pr (Z3 = maxj∈Ω h(rj , γj) ≤ z) and following the steps of

Eq.(4.21), Eq.(4.25), we obtain (where l(r, γ) = z
rψ(r,γ)):

E[Z3] = 1 −
∫ 1

0
e
−2σr

h

R R

{r≥0:l(r,γ)<1} e
−γr arccos(l(r,γ))drdγ

i

dz (4.35)

4.4.4 Numerical Results

The throughput is expressed as a function of different system parameters:

the received SNR at one meter P
σ2
n
, the target information rate R (PHY),

the transmit probability p (MAC) and the node density σ (topology). The

optimal throughput is derived by maximizing over the transmit probabil-

ity p (where Eq.(4.25), Eq.(4.28), Eq.(4.35) are solved by using numerical

integration). In Slotted Aloha, since the throughput for very high target in-

formation rate R goes to zero and the throughput is zero for (R = 0), there

exists an optimal target information rate R given a node density, transmit

probability and transmit SNR as shown in Fig.4.5 (actually one can say that

the mean delay τ is growing faster than R which from Eq.(4.12) leads to

a zero throughput). Note this is the network optimal target information

rate. It implies that most of the nodes will not operate at their own optimal

target information. Incremental redundancy is capacity achieving since it

benefits from the accumulation of information (this process permits some

averaging of the fading and interference affecting the useful signal). Ergodic

in Fig.4.5 stands for the case where we replace ψ(r) by E[Is] in Eq.(4.25)

1The cdf Gn⋆(x) has the n-fold convolution of g with itself for pdf, where g is the pdf

of G(x)
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Figure 4.5: The Spatial throughput (in bit-meter per dimension for different

retransmission protocols and transmissions strategies. Transmit SNR= 5 dB,

node density σ = 1, power loss exponent α = 4.

Eq.(4.28) and E[Is|γ] in Eq.(4.35) where E[Is] is the ergodic capacity, i.e.

the maximum achievable throughput on this channel, without feedback or

delay constraints (Is is defined in Eq.(4.4)). Note that E[Is] in (RS1) and

(RS2) is in function of r, the distance between the transmitter and the

receiver. This implies that for a particular transmitter receiver distance, in-

cremental redundancy converges to the same throughput E[Is] ( remember

that incremental redundancy has this flavor ” the more we wait the better

it is”, and thanks to the frequency hopping setting considered, incremental

redundancy converges to an ergodic capacity since“all” channel realizations

are visited). The spatial capacity is computed then by averaging over all

network realizations. In the case of (RS3), note in that case the dependance

of E[Is|γ] on the channel and the distance between the transmitter and the

receiver, it means that for a particular channel realization and particular

network realization incremental redundancy converges to E[Is|γ]. The spa-
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tial throughput is obtained through averaging over channel and network

realizations. In contrast to slotted Aloha, and since the optimal spectral

efficiency in incremental redundancy is very high (infinite), by choosing a

high spectral efficiency, the network will allow the nodes to operate at very

good throughputs.

Moreover, we consider a rate adaptive approach where the target rate in-

formation is a function of the instantaneous channel state information at the

transmitter ( i.e R = R(γ)). The average throughput is
∫
R(γ)fγ(γ) = E[Is].

This means that incremental redundancy with very low-rate feedback and

without channel state knowledge at the transmitter has the same long-term

benefit as a (complex) rate adaptive approach that requires an instantaneous

channel state information at the transmitter and feedback.

The closest node in range strategy (in a microscopic analysis) performs

worse than the maximal forward progress strategy, this is in contrast to

the results stemming from the Gupta Kumar model where communication

is limited to nearest neighbors. The maximal expected forward strategy

permits the computation of the optimal hop (or relay) distance. The channel

driven strategy performs substantially better than the other strategies by

exploiting transmissions only to nodes with instantaneously good channels.

On each hop, the link capacity is then maximized. By this strategy, we

are optimizing the spatial concurrency and the spectral efficiency of each

link by exploiting multi-user diversity. This suggests that routing should

be based on the instantaneous channel strength of the link, which could

require fast route updates (in comparison to existing routing protocols for

ad hoc networks) if the channel changes rapidly. In the case of the maximal

expected forward progress, routing is based on a spatial empirical average

of the SINR’s at the transmitter among the nodes in its proximity. This

is reasonably simple for slowly varying channels and could be included in

existing routing protocols.

Finally the impact of node density on the throughput was studied in [11].

It is shown that the the network throughput increases with node density up

to a certain density threshold. This is due to the improvement of the node

connectivity. However, for a high value of node density, the interferences

become too limiting and a decrease of the throughput is noticed. This study

is based on percolation theory results for the physical model as described in

Chapter 2. It would be interesting to extend such results to our practical
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scenario.

Numerical Application for a Practical Scenario

Transmit power (dBm) C (bit-m/dim)

5 77.7

10 84.1

15 86.4

20 88.0

25 88.2

30 88.6

35 88.7

Table 4.1: The spatial throughput in bit-m/dim as a function of the transmit

power in dBm for incremental redundancy (RS2).

For simulation, we consider the following scenario. The node density is

chosen to be σ = 0.1, which corresponds to 100′000 nodes for an area of

1 km2. The nodes transmits over channels of bandwidth W = 1 MHz, and

the total available bandwidth is of 100 MHz at a frequency carrier of 5.8

GHz. The noise variance is taken to be −108 dBm and the signal attenuation

at a close-in reference distance is based on measures in [64]. The transmit

power varies from 5 dBm to 35 dBm. The network is operating at a rate

R=3 bit/dim and we want to assess the variations of the spatial throughput

as a function of the transmit power. This approach could not be used for a

slotted Aloha system as explained above, where there is an optimal rate R

at which the network should operate. Whereas for incremental redundancy,

one can trade the throughput for the delay since the higher is R, the higher

is the achieved spatial throughput. From Tab. 4.1 and Tab. 4.2, one

can see that the throughput saturates quickly with the transmit power. A

transmit power of 20 dBm (100 mW) is reasonable. Also, we notice that

the optimal channel access probability p does not vary as we increase the

transmit power over 20 dBm (note that in general p decreases with increasing

transmit power).
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Transmit power (dBm) C (bit-m/dim)

5 100.4

10 108.9

15 112.7

20 114.1

25 114.5

30 114.6

35 114.6

Table 4.2: The spatial throughput in bit-m/dim as a function of the transmit

power in dBm for incremental redundancy (RS3).

4.4.5 Implementation

In this section, we are dealing with the implementation issues of the scheme

described in this chapter. The main concern is the design of a proper mech-

anism that ensures the selection of the next hop as described by our routing

strategies.

The first assumption stated in this chapter is the ability of the transmit-

ting nodes to discover their routes or their neighborhood. This translates

in practice into a routing protocol that relies on geographical locations of

nodes in order to compute routes towards destination. For example, this

a-priori information regarding neighbor and destination coordinates is used

in geographical routing protocols as described in [63, 65]. A simple and effi-

cient way to obtain these geographical locations is to assume that all nodes

are equipped with Global Positioning System (GPS) receivers and capabili-

ties. This GPS-based solution is realistic nowadays and easy to implement.

One can argue that other location methods can be used for ad hoc wire-

less networks such as signal strength, angle of arrival and can be suitable

for determining local information (i.e., information in the vicinity of the

node). However all these methods would be expensive in terms of compu-

tations and bandwidth (exchange information overhead). Thus, GPS based

location determination method can be an important parameter in reducing

information overhead, thus simplifying the distribution of information and

limiting infrastructure reliance. Moreover, in case not all the nodes have

a GPS receiver, one can design a procedure so that the subset of nodes
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Figure 4.6: Slot format for the case where the transmitter selects the next hop.

with GPS capability succeed in supporting the maximum possible number

of nodes without GPS capability. As a result local determination is fully

enabled.

Once the neighbor and destination coordinates are available at the trans-

mitter, the latter computes the next hop (or the next relay) towards the

destination. The computation of the next hop could be either determined

by the transmitter (as described in Fig.4.6) or by the receiver at the next

hop (as described in Fig.4.7). For the first solution, the transmitter know-

ing the direction of the final destination and the coordinates of nodes in its

vicinity, computes the forward progress (for all strategies described in this

chapter) and determines the best node to be the next hop. However this

computation is based on the knowledge of the nodes locations, their oper-

ating mode (MAC mode, either transmitter or receiver) and an information

on the node density. Indeed the transmitter selects the best hop among the

receivers. If the station elected as the next hop happens to be in transmit

mode, a collision occurs. To cope with this problem, we can include in the

spatial throughput derivations this event as a collision with certain proba-

bility. Another approach described in Fig.4.6 relies on the signal bursts sent

by the receiver nodes. A portion of the slot time is dedicated to these signal

bursts. Just before data transmission in the next slot, the nodes that will

operate in the receive mode in the next slot will send some burst signals or
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DATA

CT[i]

ACK

Slot Time

CT = Receiver Contention Time
CT[n]

CT[k]

Figure 4.7: Slot format for the case where the receiver elects itself as the next

hop.

pilots in a broadcast manner. Thus all the transmit nodes in the vicinity

will update their receive nodes table in order to keep track of all the poten-

tial relay nodes in the next slot. These signal bursts are sent just after the

ACK/NACK signaling while all the potential transmitters are listening. In

order to avoid collisions between different nodes burst, one can imagine that

each receive node has a position within the time allocated for these signals

in the slot format. This is similar to a PPM modulation, making all these

signals orthogonal at the transmitting nodes, and any other physical layer

solution (e.g. OFDM) is also suitable. This scheme has other practical ad-

vantages. It ensures a simple and efficient way to estimate the node density

at the transmitting nodes, making the computation of the forward progress

easy. These received burst signals (or pilots) allow also the computation of

a spatial empirical average of the SINR’s at the transmitting nodes. This is

crucial for the routing strategy (RS3).

The second solution, described in Fig.4.7, is a receiver oriented approach.

The receiver that realizes the optimal forward progress (depending on the

routing strategy used) elects itself as the next hop or the relay for the current
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transmission. The issue raised by this solution is how a potential relay

notifies the other receivers about the forward progress realized for the current

transmission. This is important since it prevents collisions between all the

ACK signaling from all the receivers (potential relays). The idea one can

use to solve this problem is inspired from backoff algorithms and contention

windows used in 802.11 protocols. As depicted in Fig.4.7, receiver[i] has

to wait for a duration of time CT [i] before sending the ACK signaling.

This duration is closely linked (for example inversely proportional) to the

forward progress realized by the corresponding receiver. Thus the receiver

corresponding to the maximal forward progress will be first in accessing

the channel and transmitting the ACK signaling. This prevents all the

nodes listening to this ACK signaling from sending ACK signals to the

corresponding transmitter node and stops the election process of the next

hop node.

A more detailed study of such schemes is needed and the impact of these

signaling schemes on the overhead and the throughput must be taken into

account in a more rigorous manner. This is beyond the scope of this work.
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4.5 Conclusions and Future Work

We have derived formulas for the spatial throughput for retransmission

protocols and transmission strategies for random networks described by

a spatial Poisson point process. It is shown that coding and retransmis-

sion protocols are a viable and simple solution for providing fully decen-

tralized multiple-access communications in ad hoc wireless networks de-

spite harsh propagation characteristics (interference from nearby compet-

ing nodes). Random exclusion and a decentralized protocol allow for the

mitigation of the interference coming from other nodes. A routing protocol

aiming to maximize the expected forward progress and exploiting multi-

user diversity is shown to significantly out-perform other schemes. Future

work will focus on more advanced strategies for cooperation, the analysis of

multi-user detection techniques, practical coding strategies and distributed

synchronization methods.



4.A. Proof 107

Appendix 4.A Proof

The probability distribution function of the distance between a transmitter

and a receiver in a disk of radius b is given in Eq.(4.9). By using order

statistics, one can write the probability distribution of the minimum dis-

tance between a transmitter and a receiver among k transmit-receive nodes

distances (in a half disk of radius b/2:

fr(r|k in Db‘) =
2kr

b2

(

1 −
(r

b

)2
)k−1

(4.36)

Then, we compute the probability distribution function of the minimum

distance between a transmitter and a receiver among all transmit-receive

nodes distances (with unconstrained range):
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∞∑
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Chapter 5

ARQ Based Half-Duplex

Cooperative Diversity Protocol

5.1 Introduction

The landmark paper of Gupta-Kumar [9] has driven interest in wireless

sensor and ad hoc networks. The constraints on the size of the terminals

in such ad hoc networks mitigates the presence of multiple antennas and

full duplex transmissions. In such a scenario, distributed antennas can be

used to provide a mean to combat fading with a similar flavor as that of

space diversity. Another application scenario that has great potential is

cellular networks. For uplink transmission, from an end user to a base

station (access point), a relay can forward the end user message to the base

station. The motivation comes from the fact that the end user is close to

the cell boundary, and direct transmission requires high power transmission.

Moreover the RF technology used is kept simple by using one antenna at

the end user preventing the benefit of the promising space-time techniques.

This kind of reliability obtained by the creation of virtual antennas is

referred to as cooperative diversity because the terminals share their re-

sources to get the information across to the destination. In this manner,

spatial diversity gain can be obtained even when a local antenna array is

not available. Cooperative diversity is also very useful when the propaga-

tion environment changes slowly as compared to the signaling rate or if the

bandwidth of the channel input is less than the coherence bandwidth. In

these scenarios, we can not benefit from frequency and time diversity.

109
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Cooperative schemes have attracted significant attention recently, and a

variety of cooperation protocols have been studied and analyzed in various

papers. The information-theoretic relay channel was first studied by van der

Meulen [80], and some of the most important capacity results on relaying

were published in [81]. The distinctive property of relay channels in general

is that certain terminals, called “relays”, receive, process, and re-transmit

some information bearing signal(s) of interest in order to improve perfor-

mance of the system. Cover and El Gamal [81] examine certain non-faded

relay channels, developing lower and upper bounds on the channel capacity

via random coding and converse arguments, respectively. Generally these

lower and upper bounds do not coincide, except in the class of degraded relay

channels. The lower bounds on capacity, i.e., achievable rates, are obtained

via three structurally different random coding schemes, referred to in [81]

as facilitation, cooperation, and a quantization based cooperation scheme.

In the facilitation scheme, the relay does not actively help the source, but

rather, facilitates the source transmission by inducing as little interference

as possible. In the cooperation scheme, the relay fully decodes the source

message, and retransmits some information about that signal to the destina-

tion. More precisely, the relay encodes the bin index of the previous source

message, from a random binning of the source messages as in well-known

Slepian-Wolf coding [82]. The source transmits the superposition of a new

encoded message and the encoded bin index of the previous message, in a

block- Markov fashion. The destination suitably combines the source and

relay transmissions, possibly coherently combining the identical bin index

transmissions, in order to achieve higher rates than with the direct transmis-

sion alone. Of course, full decoding at the relay can, in some circumstances,

be a limiting factor; the rates achieved using this form of cooperation are no

greater than the capacity of direct transmission from the source to the relay.

As one alternative in such circumstances, Cover and El Gamal propose an-

other scheme, in which the relay encodes a quantized version of its received

signal. The destination combines information about the relay received sig-

nal with its own in order to form a better estimate of the source message.

For Gaussian noise channels, the destination can essentially average to two

observations of the source message, thereby reducing the noise. Broadly

speaking, we can expect cooperation (resp. quantization based coopera-

tion) to be most beneficial when the channel between the source and relay



5.1. Introduction 111

(resp. relay and destination) is particularly good. For intermediate regimes,

Cover and El Gamal propose superposition of the two schemes in order to

maximize the achievable rates. A comprehensive review of past work on the

relay channel and related problems appears in [83], and new information

theoretic results can be found in [83, 84, 85] with extensions to multiple

relays. The idea of cooperative diversity was pioneered in [86, 87] where the

transmitters repeat detected symbols from each other to increase their rate

region. Therein, the feasibility of user cooperation in a wireless network

is demonstrated by an information theoretic exposition of the gains and a

practical CDMA implementation. Taking into account practical constraints

such as half-duplex transmission, and channel state information available

only at the receiver (preventing from exploiting coherent transmission and

combining), low-complexity cooperative diversity protocols are analyzed in

[88]. Although previous work focuses primarily on ergodic settings and char-

acterizes performance via Shannon capacity or capacity region, the analysis

of these protocols (such as amplify-and-forward, decode-and forward) in [88]

is considered in terms of outage and diversity. The proposed schemes in [88]

are based on a time division strategy, where the two users rely on the use of

orthogonal subspaces to forward each other’s signals. In [89], the assumption

on orthogonal subspaces is relaxed by allowing the source to continuously

transmit over the whole duration of the codeword. The proposed schemes

are evaluated in terms of diversity multiplexing tradeoff and extended to the

case of multiple relays.

In these studies, there appear to be two general classes of approaches

to relay processing. In one class, the relay decodes the source message and

retransmits some information about the message. We refer to techniques in

this class broadly as decode-and- forward schemes. For example, the relay

might decode the message and simply repeat the transmission, or it might

transmit additional parity bits about the message, as in the cooperation

scheme of [81]. In the other class, the relay tries to convey a representation of

its received signal to the destination, so that the destination can effectively

combine two receive signals and decode the message. For example, the

relay might simply amplify its received signal in the case of an amplify-and-

forward, or it might quantize or rate-distortion code its received signal and

encode for transmission to the destination [81].

Recently, the authors of [97] extended the Zheng-Tse formulation [95]
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and characterized the three dimensional diversity-multiplexing-delay trade-

off in MIMO Automatic Retransmission reQuest (ARQ) channels. They

established that delay can be exploited as a potential source for diversity.

Thus, retransmission protocol is an appealing scheme to combat fading and

its performance has been studied in decentralized ad hoc networks [99]. In-

spired by [97], we propose a new scheme for transmission in relay channel

utilizing the ARQ to increase the diversity gain. We look at the tradeoff in

the high SNR (Signal-to-Noise Ratio) regime and point out the gain achieved

by the ARQ.

Following the setup in [88], the terminals are constrained to employ half-

duplex transmission, i.e. they cannot transmit and receive simultaneously.

The source and the relay are allowed to transmit in the same channel using

cooperative protocols not relying on orthogonal subspaces, allowing for a

more efficient use of resources. This is in contrast to [88], where the available

bandwidth is divided into orthogonal channels allocated to the transmitting

terminals. Fig.5.1 and Fig.5.2 depict the difference in the operation mode

between protocols relying on orthogonal and non-orthogonal channels.

S

S

R

D

R

D

Figure 5.1: Orthogonal channels based cooperative protocol.
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Figure 5.2: Non-orthogonal channels based cooperative protocol.

In the dynamic decode and forward scheme proposed in [89] the commu-

nication is across one block of fixed length l, where l is asymptotically large.

In our setting introduced in [91, 90], the ARQ permits the use of commu-

nication over a variable number of blocks (henceforth referred to as number

of rounds) of fixed length where the number of blocks used depend on the

quality of the channel and are upper bounded by a fixed number L. If the

destination is not able to decode at the end of these L blocks an outage is de-

clared. Similarly, the relay accumulates enough information before it starts

cooperating with the source. If the source-relay channel is always in outage,

the relay may not be able to decode and thus it will not forward the source

message. This scheme is in contrast to the ARQ-DDF (dynamic decode and

forward) protocol used in [98] in a multiple access channel with two users,

where once a user transmits its message successfully, it can cooperate with

the other user on each round, using the DDF strategy. On each round the

relay (in this case the user that successfully transmitted its message) will

be able to decode the source message in l
′
< l symbols and will transmit

the encoded message using an independent code-book during the rest of the
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codeword. In our case the number of rounds the relay will collaborate with

the source by repeating its signal is random and depends on the quality of

the source relay channel. The scheme proposed assesses the role of ARQ

temporal diversity (by considering two dynamics of the channel: long-term

static and short-term static channel) and cooperative diversity and the re-

sults are derived in terms of diversity multiplexing delay tradeoff at high

SNR. Finally, a long-term power constraint is assumed in order to highlight

the potential gain from a deterministic power control strategy based on [97].

The outline of this chapter is as follows. Section 5.2 contains a summary of

the useful results and notations used in the rest of the chapter. We intro-

duce the channel model and the details of the algorithm in Section 5.3. The

actual tradeoff for this protocol is analyzed and presented in Section 5.4 for

both long-term and short-term quasi-static channels. Section 5.5 proposes

a power control scheme for ARQ relay protocol. Finally we summarize and

present a few concluding remarks and future directions in Section 5.6.

5.2 Background

5.2.1 Notation

The symbol
.
= will be used to denote the exponential quality, i.e. f(SNR)

.
=

SNRb to denote:

lim
SNR→∞

log f(SNR)

log SNR
= b

and similarly for ≤̇ and ≥̇. (x)+ means max(0, x). Rn+ denotes the set of

real n-vectors with nonnegative elements, and A+ = A∩Rn+.

5.2.2 Capacity-vs.-Outage

The notion of capacity-vs.-outage examines the tradeoff between a fixed

rate and the probability that rate is achievable over the composite chan-

nel. For example, for a non-ergodic Gaussian fading channel, for a fixed

rate R certain channel realizations h will support the rate, i.e., those

with log
(
1 + |h|2P/N0

)
≥ R, and other channel realizations will not

support the rate, i.e., those with log
(
1 + |h|2P/N0

)
< R. The event

log
(
1 + |h|2P/N0

)
< R is referred to as an outage event, and the proba-

bility of this event is referred to as the outage probability of the channel.
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The capacity-vs.-outage at outage probability α is defined to be the max-

imum rate for which the outage probability is less than α. Delay-limited

capacity is the special case of capacity-vs.-outage corresponding to zero out-

age. Capacity-vs.-outage was introduced in [68] to examine the performance

of certain cellular systems with delay constraints. It is intimately related to

the more general and precise ǫ-capacity framework of Verdu and Han [92],

and this relationship was solidified in the work of Caire, Taricco, and Biglieri

[101]. Both [68], [101] extend the notion to handle block-fading models with

delay constraints limiting the number of blocks available for transmission.

For systems with tighter delay constraints, the channel may not exhibit

its ergodic nature within a coding interval, so that the Shannon capacity

is zero. In such cases, alternative performance metrics such as capacity-

vs.-outage/outage probability [68], [93] or delay-limited capacity [94] can be

employed.

5.2.3 Diversity-Multiplexing Tradeoff (DMT)

The trade-off between diversity and multiplexing was formally defined and

studied in the context of point-to-point coherent communications in [95]. A

family of codes C(SNR) of block length T , with one code for each SNR level,

is said to have a diversity gain of d and spatial multiplexing gain of r if

r = lim
SNR→∞

R(SNR)

log SNR
, d = − lim

SNR→∞
log Pe(SNR)

log SNR

where R(SNR) is the data rate measured in bits per channel use (BPCU)

and Pe(SNR) is the average error probability using the maximum likelihood

(ML) decoder. For a coherent MIMO channel with M transmit antenna

and N receive antenna, and for any multiplexing gain r ≤ min{M,N}
the optimal diversity gain d(r) is given by the piecewise linear function

joining the points (K, (M −K)(N −K)) for K = 0, . . . ,min{M,N}. d(r) is

achieved by the random Gaussian i.i.d code ensemble for all block lengths

T ≥M +N − 1. This is depicted in Fig.5.3.

Note that the ergodic capacity results suggest that dramatic increases

in capacity are possible using multi-antenna systems. For example, for the

case of channel state information available to the receiver only, the ergodic

capacity increases by min{M,N} b/s/Hz for each additional 3 dB of SNR,

in the high SNR regime [96].
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Figure 5.3: The optimal diversity multiplexing tradeoff of a MIMO system.

5.2.4 Useful Results

Let h be a circularly symmetric complex Gaussian with zero mean and unit

variance. γ = |h|2 is exponentially distributed with unit mean. Defining

µ = − log γ

log SNR
we note that µ is distributed as,

fµ(µ) = log(SNR)SNR−µ exp(−SNR−µ) (5.1)

which, in the high SNR gives:

fµ(µ)
.
=

{

SNR−µ for µ ≥ 0

0 for µ < 0
(5.2)

At high SNR, we have (1 + SNRγ)
.
= SNR(1−µ)+ . Let us define A as the

set describing the outage event. Then, for independent random variables
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µ = [µ1, . . . , µn], the outage probability is given by:

Pout
.
=

∫

A
f(µ)dµ

.
= SNR−d (5.3)

where:

d = inf
(µ1,...,µn)∈A+

n∑

j=1

µj (5.4)

From this, it follows that:

Pr(log(1 + γSNR) < r log(SNR))
.
= SNR−(1−r) (5.5)

and the following results can be obtained:

Pr

(
l∑

i=1

log(1 + γiSNR) < r log(SNR)

)

.
= Pr

(
l∑

i=1

(1 − µi)
+ < r

)

.
=

∫

A
SNR−Pl

i=1 µidµ

.
= SNR−d (5.6)

where the set A = {µ :
∑l

i=1(1 − µi)
+ < r} describes the outage event,

A+ = {µ ∈ Rn+ :
∑l

i=1(1 − µi)
+ < r} and d is given by:

d
.
= inf

µ∈A+

l∑

i=1

µi
.
= l
(

1 − r

l

)

(5.7)

Similarly, we have:

Pr (l log(1 + γSNR) < r log(SNR))
.
= Pr

(
l(1 − µ)+ < r

)

.
=

∫

A
SNRµdµ

.
= SNR−d (5.8)

where the set A = {µ : l(1 − µ)+ < r} describes the outage event, A+ =

{µ ∈ Rn+ : l(1 − µ)+ < r} and d is given by:

d
.
= inf

µ∈A+
µ
.
= 1 − r

l
(5.9)
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5.3 System Model and Setting

In this work, we consider communication over a relay network with one re-

lay node (R) assisting the transmission of a source(S) destination(D) pair as

described in Fig.5.4. Each link has circularly symmetric complex Gaus-

sian zero mean unit variance channel gain hsd, hsr, hrd corresponding to

Rayleigh-fading channel, and the channel gains are mutually independent.

The additive noises at the relay and the destination are mutually indepen-

dent circularly symmetric white complex Gaussian. Nodes are operating in

half-duplex mode, i.e, a node cannot transmit and receive simultaneously.

Moreover, we assume that each decoder has perfect knowledge of the chan-

nel gain. Perfect channel state information at the receivers implies that

the S-R channel is known to the relay node, while the individual S-D, R-D

channels are known to the destination node. The channel state information

(CSI) is assumed to be absent at the node which is transmitting. Because of

the ARQ protocol, limited feedback is received by the transmitting nodes.

Moreover, perfect synchronization is assumed between nodes, which requires

some form of distributed pilot signals in practice.

We investigate two scenarios for the channel gains: 1) long-term static

channel, where the fading is constant for all the channels over all retrans-

mission (ARQ) rounds, and changes independently when the transmission

of the current information message is stopped; 2) short-term static chan-

nel where the fading for all the channels is constant over each transmission

round (or block) of the ARQ protocol and is an i.i.d process across suc-

cessive rounds. For the short-term static channel, only an upper-bound on

Source

Relay

Destination

hsr hrd

hsd

Figure 5.4: System Model
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the diversity multiplexing delay tradeoff is derived. The ARQ protocol con-

sidered in this work is a form of incremental redundancy as studied in [99]

[58]. The transmission queue at the source is assumed to be infinite (not

concerned by stability issues). The information message of b bits is encoded

using a space-time code with code book C ⊂ C
2×LT , where T is the number

of channel uses taken to transmit one round and L is the maximum number

of rounds that can be used to transmit the b information bits. We let Cl for

l = 1, · · · , L denote the punctured space-time code of length lT obtained

from C by deleting the last (L− l)T columns of the space time code.

The protocol utilizes the ARQ as follows. The destination feeds back a

one bit success/failure indication to both the relay and the source. If the

relay decodes before the destination then knowing the codebook C it begins

transmitting the second row of the codebook C to the destination. Thus

effectively it becomes a MISO channel increasing the diversity. If the desti-

nation decodes before the relay, it just sends the feedback to the source and

relay and the source moves on to transmitting the next message. We assume

that the relay informs the destination of the starting of its transmission. The

source moves on to the next information message in the transmission queue

either if L rounds have been exhausted for the message or if the destination

sends success feedback. If successful decoding occurs at the l-th transmis-

sion, the effective coding rate for the current codeword is R/l bit/dim where

R = b/T . In incremental redundancy, the receiver has memory of the past

signals since it accumulates mutual information.

As defined above, the information message is encoded by a space-time
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NACK’s from the destination

NACK’s from the destination
After this round the relay

has decoded and helps 
in the transmission to destination

Relay receiving

from source

ACK received
by source
and relay

Figure 5.5: Message as seen by the destination.
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encoder, and mapped in a sequence of L blocks, {xl ∈ C
2×T : l = 1, . . . , L},

and the transmission is as in a MIMO system, where the rows of xl =
[

xsd;l xrd;l

]T
are transmitted in parallel by the source and the relay.

Each symbol of the transmitted codeword has unit power constraint. Let

us call Tr a random variable denoting the block in which the relay was able

to decode the source information message. Then, the signal model of our

channel is given by:

ydl =

√

SNR

2
hlxl + ndl (5.10)

where l stands for the retransmission round, {ydl ∈ C
1×T } is the received

signal block by the destination, and {ndl ∈ C
1×T } is the channel noise as-

sumed to be temporally and spatially white with i.i.d entries ∼ NC(0, 1).

The channel of the l-th round is characterized by the matrix {hl ∈ C
1×2}

as follows:

hl =

{

[ hsd 0 ] if l ∈ [1,Tr]
[ hsd hrd ] if l ∈ [Tr + 1, L]

(5.11)

The received signal at the relay for l = 1, . . . ,Tr is given by:

yrl =

√

SNR

2
hsr;lx

T
sd;l + nrl (5.12)

Note that as T → ∞ using random coding arguments we can find codebooks

which are good depending on the instant Tr at which the relay decodes. It

can be shown that by taking the intersection over all the codebooks which

are optimal for each Tr and using random coding arguments we can choose

a codebook which is optimal irrespective of the instant Tr when the relay

decodes.

5.4 Tradeoff Curves

In this section we derive the tradeoff curves for the case of the long term

quasi-static and short-term quasi-static channels. Since we are in the high

SNR regime we ignore the factor 2 and use SNR
.
= SNR

2 for the remaining

sections.

5.4.1 ARQ Protocol

The ARQ protocol considered in this chapter is based on incremental re-

dundancy as studied in [58]. The destination accumulates information on
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successive rounds and successful decoding is performed by soft-combining

all the received rounds. We define the effective rate in a different manner

as follows. Let Td be a random variable denoting the stopping time of the

transmission of the current message at the destination. Let Ol be the event

that the mutual information per channel use at a particular decoder exceeds

the transmission rate R, i.e, Ol = {∑l
i=1 Ii > R} for l = 1, . . . , L−1, with Ii

being the mutual information of a single ARQ round as defined in Eq.(5.14),

Eq.(5.15), Eq.(5.16). Then, we have:

Pr(Td = l) = Pr(Od,1, . . . ,Od,l−1,Od,l)

= Pr(Od,1, . . . ,Od,l−1) − Pr(Od,1, . . . ,Od,l)

= Pr(Ol−1) − Pr(Ol) (5.13)

where we used the fact that the random sequence Il is non-decreasing with

probability 1, and Ol ⊆ Om for l ≤ m leading to Pr(O1, . . . ,Ol) = Pr(Ol).

We have also Pr(O0) = 1, and Pr(Td = L) = Pr(Od,L−1). In our relay

channel scenario, the instantaneous mutual informations per channel use for

the jth blocks are given by:

Ijs;d = Ij(xsd,j ;y
d
j |hsd,j) = log(1 + SNRγsd,j) (5.14)

Ijs,r;d = I(xsd,j ,xrd,j ;y
d
j |hsd,j , hrd,j) (5.15)

= log(1 + SNR(γsd,j + γrd,j))

= log(1 + SNR(1−µsd,j ) + SNR(1−µrd,j))
.
= log(SNR(1−min(µsd,j ,µrd,j))

+
)

Ijs;r = I(xsr,j ;y
d
r |hsr,j) = log(1 + SNRγsr,j) (5.16)

The throughput of an incremental redundancy ARQ based protocol is de-

termined by the number of rounds needed for successful decoding, and it is

defined as η = R/τ , where τ is the average number of rounds needed for

successful decoding. The effective multiplexing rate is then defined as,

re = lim
SNR→∞

R(SNR)
(
∑L−1

l=0 Pr(Ol)
)

log SNR

= lim
SNR→∞

R(SNR)
(

1 +
∑L−1

l=1 Pr(Ol)
)

log SNR

.
=

r
(

1 +
∑L−1

l=1 Pr(Ol)
) (5.17)
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5.4.2 Long-Term Static Channel

Theorem 5.1. For a long-term static channel the outage probability at the

lth round for the proposed protocol is given by,

Prout(l)
.
= SNR−dltout(r,l) (5.18)

where,

dltout(r, l) =







(1 − r) for l = 1

(1 − r
l ) + (1 − r

l−1) for l 6= 1, 3

2 − 5r/6 for l = 3, r < 6
7

3 − 2r for l = 3, r ≥ 6
7

(5.19)

Proof Outline 1. We used the fact that Prout(l) = Pr(Ol). For a long-

term static channel, the instantaneous mutual informations per channel use

do not vary from one round to another. Denote their common values as

Is;d, Is,r;d and Is;r. At round l, the outage probability for this cooperative

channel depends on the fact that the relay was able to decode the message

from the source. Suppose that the relay decodes at time k with probability

given by (From Eq.(5.13)):

Pr(Tr = k) = Pr((k − 1)Is;r < r log(SNR)) − Pr(kIs;r < r log(SNR))
.
= SNR−(1−r/(k−1)) − SNR−(1−r/k) (5.20)

If k < l, the mutual information is then the sum of the contribution of the

source during k rounds (SISO) and the contribution from the source and

the relay during l − k rounds (MISO). However if k ≥ l, the relay has no

contribution to the information conveyed to the destination. The outage
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probability for the ARQ relay long-term static channel is,

Prout(l) =

L∑

k=1

Prout|Tr=k(l)Pr(Tr = k) (5.21)

=
l−1∑

k=1

Pr(kIs;d + (l − k)Is,r;d < r log(SNR))Pr(Tr = k)

+

L∑

k=l

Pr(lIs;d < r log(SNR))Pr(Tr = k)

.
= SNR−2(1− r

l
)

⌊ l
2
⌋

∑

k=1

Pr(Tr = k)

+
l−1∑

k=⌊ l
2
⌋+1

SNR−(2− r
l−k )Pr(Tr = k) +

L∑

k=l

SNR−(1− r
l
)Pr(Tr = k)

.
= SNR−dltout(r,l) (5.22)

where dltout(r, l) is as given in Eq. (5.19). We use the following result:

Pr(kIs;d + (l − k)Is,r;d < r log(SNR))
.
=

{

SNR−2(1−r/l) for k ≤ ⌊l/2⌋
SNR−(2−r/(l−k)) for ⌊l/2⌋ < k ≤ l − 1

(5.23)

See Appendix 5.A for proofs of Eq.(5.19), Eq.(5.23).

5.4.3 Short-Term Static Channel

Theorem 5.2. For a short-term static channel the outage probability at

the lth round for the proposed protocol is given by,

Prout(l)
.
= SNR−dstout(r,l) (5.24)

where,

dstout(r, l) ≤
{

(1 − r) for l = 1

l
(
1 − r

l

)
+ (l − 1)

(

1 − r
(l−1)

)

for l 6= 1
(5.25)

Proof Outline 2. Unlike in the case of long-term static channel, the in-

stantaneous mutual informations defined above vary from one block to the

other. We have:

Pr(Tr = k) = Pr

(
k−1∑

i=1

Iis;r < r log(SNR)

)

− Pr

(
k∑

i=1

Iis;r < r log(SNR)

)

.
= SNR−(k−1)(1−r/(k−1)) − SNR−k(1−r/k)
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And the outage probability for the ARQ relay long-term static channel is:

Prout(l) =

L∑

k=1

Prout|Tr=k(l)Pr(Tr = k) (5.26)

.
= SNR−dstout(r,l)

=

l−1∑

k=1

Pr

(
k∑

i=1

Iis;d +

l∑

i=k+1

Iis,r;d < r log(SNR)

)

Pr(Tr = k)

+
L∑

k=l

Pr

(
l∑

i=1

Iis;d < r log(SNR)

)

Pr(Tr = k)

≥̇
L∑

k=l

SNR−l(1−r/l)Pr(Tr = k)

where dstout(r, l) is as given in Eq. (5.25).

dstout(r, l) corresponds to an upper-bound on the diversity multiplexing

delay tradeoff. For a 2 × 1 MISO ARQ systems, the optimal diversity mul-

tiplexing delay tradeoff is 2l(1 − r/l). One can write:

l(1−r/l) ≤ dstout(r, l) ≤ l
(

1 − r

l

)

+(l−1)

(

1 − r

(l − 1)

)

≤ 2l(1−r/l) for l 6= 1

(5.27)

l(1−r/l) corresponds to the case when the source relay channel is physically

degraded version of the source destination channel. In this case, the diversity

multiplexing delay tradeoff is that of a SISO ARQ system.

5.4.4 Diversity Multiplexing Delay Tradeoff

Theorem 5.3. The optimal diversity-multiplexing-delay tradeoff for the

ARQ relay channel for the long-term static and short-term static relay chan-

nel is,

dlt(re, L) = dltout(re, L) = dltout(r, L)

dst(re, L) = dstout(re, L) = dstout(r, L)

subject to the constraint that TL ≥ 2 for the long-term static channel and

T ≥ 2 for the short-term static channel, 0 ≤ re < 1.

See Appendix 5.B for proof.
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Note that the way we have defined the effective rate earlier Eq.(5.17)

and from the expressions above for both the short-term and long-term static

channel, it follows that:

re
.
=

r
(

1 +
∑L−1

l=1 SNR−dout(r,l)
) =⇒ re

.
= r (5.28)

The first phenomenon one can notice is that by increasing the value of

the retransmission rounds, L, the diversity-multiplexing tradeoff curve for

the long-term static channel flattens out as in Fig.5.6. Consider the tradeoff

curve in Eq.(5.25) for the short-term static channel. Since the channel fades

independently to a new realization in each round, transmission in each new

round gives additional diversity which explains the multiplicative L and L−1

factors in the diversity expression. Note that the factor is (L−1) (both in the

multiplication and the division) in the second term as the relay has to wait

for at least one round before it can start transmitting to the destination.

The reason this multiplicative factor does not show up in the case of the

long-term quasi-static channel is that the channel is constant over all ARQ

rounds and there is no time diversity benefit. But still there is a gain in the

diversity because of the relay to destination channel and because of the ARQ

protocol (the factor r/l). Moreover, as one can note from Appendix 5.B, the

multiplexing gain is determined by the rate of the first block re=̇r, which

means that most packets are decoded correctly within the first round, and

ARQ rounds are used to correct the remaining error events increasing the

diversity order without loss in the transmission rate, thus the diversity order

is determined by the rate of the code of the combined packets. Another fact

established by the ARQ protocol for the half duplex relay channel, is that

the time sharing factor (the fraction of time the relay spends in receive mode

or transmit mode) chosen such that it minimizes the outage probability is

accounted for automatically by incremental redundancy with ACK/NACK

bit feedback and by adapting to the channel conditions.

5.5 Power Control

We notice that dltout(0, l) = 2 for all l 6= 1. Thus the long-term static channel

is limiting the performance at low multiplexing-gains, which motivates the

use of the power control.
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Diversity−Multiplexing tradeoff−long term and short term static channel−L=2 L=4
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long−term L=2
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Figure 5.6: The diversity-multiplexing tradeoff for different values of the max-

imum number of ARQ rounds for the short-term (upper-bound) and long term

static channel.

Power control was recently applied to the cooperative relay channels.

In [100], it was shown that by exploiting the channel state information at

the transmitter and an adapted power control algorithm, the outage can

be substantially lowered leading to an increase in diversity. The power

control algorithm is based on the elegant technique presented in [101]. When

channel state information is available at both the source and the relay, power

control is an alternative to some coding and transmission techniques. For

example, phase correction of the source and relay signals such that these

signals coherently combine at the destination, or use of correlation between

source and relay signals to maximize the rate at each channel state. Note
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that all these techniques occur at constant power transmission. In [102], the

authors demonstrated that if the entire network state is used to determine

the instantaneous transmitter power, only one bit feedback suffices to double

the diversity order of the amplify and forward (AF) cooperative channel.

Inspired by [97], and noticing that in long-term static channels the ARQ

diversity is limited at low multiplexing gains, we construct a power control

algorithm for this ARQ single relay channel. For simplicity, we consider a

power control in which the relay is restricted to use a constant power in each

round, but the source has the ability to vary its power to meet a long-term

average power constraint.

Let Pl = SNRpl be the power allocated per channel use for the lth round.

The power constraint for the long-term static channel is
PL
l=1 PlProut(l−1)
PL−1
l=0 Prout(l)

≤ 1

(where the denominator is the expected number of rounds needed for

successful decoding at the receiver). It is straightforward to show that

Pl ≤ L
Prout(l−1) and pl ≤ dout(r, l−1) where dout(r, l−1) is the SNR exponent

of the l − 1-th round outage probability for the ARQ relay channel. The

power control policy is optimal when Pl = SNRd(r,l−1), with P1 = 0 (for ease

of notation the index out is omitted). Then, Eq.(5.14), Eq.(5.15), Eq.(5.16)

become (for long-term static channels): Ij1,pc = log(1 + SNR1−µsd+d(r,j−1)),

Ij2,pc
.
= log(SNR(1−min(µsd−d(r,j−1),µrd))

+
) and Ij3,pc = I(xsr,j;y

d
r |hsr,j) =

log(1 + SNR1−µsr+d(r,j−1)). We define for convenience,

qk = Pr(

k∑

i=1

Ii1,pc +

l∑

i=k+1

Ii2,pc < r log(SNR)) (5.29)

.
= Pr

( k∑

i=1

(1 − µsd + d(r, i − 1))++

l∑

i=k+1

(1 − min(µsd − d(r, i − 1);µrd))
+ < r

)

The outage probability for the ARQ relay long-term static channel with
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power control is:

Prout(l) =
l−1∑

k=1

qkPr(Tr = k) +
L∑

k=l

Pr

(
l∑

i=1

Ii1,pc < r log(SNR)

)

Pr(Tr = k)

.
=

l−1∑

k=1

qkPr(Tr = k)

+

L∑

k=l

Pr

( l∑

i=1

(1 − µsd + d(r, i − 1))+ < r

)

Pr(Tr = k)

≥̇
L∑

k=l

Pr

( l∑

i=1

(1 − µsd + d(r, i − 1))+ < r

)

Pr(Tr = k) (5.30)

Now note that,

Pr

( l∑

i=1

(1 − µsd + d(r, i − 1))+ < r

)

= Pr

([

max
t=1,...,l

t∑

i=1

d(r, l − i) + t(1 − µsd)

]+

< r

)

≥ Pr

((
l−1∑

i=1

d(r, i) + l

)[

1 − µsd
d(r, l − 1) + 1

]+

< r

)

.
= SNR−d(r,l) (5.31)

where one can easily show that
(
∑l−1

i=1 d(r, i) + l
) [

1 − µsd
d(r,l−1)+1

]+
is, for all

µsd, strictly above

[

maxt=1,...,l
∑t

i=1 d(r, l − i) + t(1 − µsd)

]+

, leading to:

d(r, l) =

(

1 − r
∑l−1

i=1 d(r, i) + l

)

(1 + d(r, l − 1)) (5.32)

From Eq.(5.32) we note that d(r, l) does not depend on k. Also Pr(Tr = k)

decreases as k increases. Combining these two facts and from Eq.(5.30) we

see that by using the fact that re=̇r,

dout,pc(re, l) ≤̇
(

1 − re
∑l−1

i=1 dout,pc(re, i) + l

)

(1 + dout,pc(re, l − 1))

+

(

1 − re
l − 1

)

(5.33)

In the following, the diversity-multiplexing delay tradeoff is computed

through Monte-Carlo simulations. The diversity gain in a particular round
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Figure 5.7: The diversity-multiplexing tradeoff for L = 2 for the long-term

static channel with and without power control

and hence the power allocated can be numerically computed in a recursive

manner. The diversity gain obtained using power control is significant com-

pared to the constant power case especially at low multiplexing gains as

shown in Fig.5.7. Moreover, one can notice that the proposed power control

is deterministic in the sense that it does not depend on the knowledge of the

channel state but requires only the knowledge of the outage probabilities

which can be estimated.
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5.6 Conclusion

From Fig.5.6, Fig.5.7, it can be seen that a significant gain in diversity is

obtained by the proposed protocol. This is also evident from the outage

probability expressions for short-term and long-term static channels. Power

control is seen to be beneficial at all multiplexing gains by increasing the

diversity order. An extension of this work would be to consider the impact

of multiple antennas (in particular two antennas considering the practical

implications) at the receiver (base station), where the source and the relay

collaborate to reach the destination. Another avenue would be to investigate

the extension of these schemes to the case of multiple relays relaying the

information for a single source destination pair. This protocol can then

also be applied to ad-hoc TDMA wireless networks where in each slot all

the remaining nodes in the network act as relays for a particular source

destination pair.
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Appendix 5.A Proof of the Tradeoff Curve for Long-

Term Static Channel

The proof of Eq.(5.23) is based on Fig.5.8, Fig.5.9, Fig.5.10.

Pr(kIs;d + (l − k)Is,r;d < r log(SNR))

= Pr(k log(1 + SNRγsd) (5.34)

+(l − k) log(1 + SNR(1−µsd) + SNR(1−µrd)) < r log(SNR))

=̇ Pr(k log(SNR(1−µsd)+)

+(l − k) log(SNR(1−min(µsd,µrd))
+
) < r log(SNR))

=̇ Pr(k(1 − µsd)
+ + (l − k)(1 − min(µsd, µrd))

+ < r) (5.35)

(a)

=̇ SNR
− infµ∈A+ (µsd+µrd)

where (a) is from the results in Section (5.2.4) and A+ = {µ ∈ R2+ :

k(1 − µsd)
+ + (l − k)(1 − min(µsd, µrd))

+ < r)}. To solve Eq.(5.34), for the

case where min(µsd, µrd) = µsd, we obtain that

inf
µ∈A+

µsd + µrd = 1 − r/l + 1 − r/l = 2(1 − r/l)

as depicted in Fig.5.8. For the case where min(µsd, µrd) = µrd, the solution

to Eq.(5.34) depends on k (the slot where the relay decodes). For k ≤ ⌊l/2⌋,
infµ∈A+ µsd + µrd corresponds to µsd = µrd = 1 − r/l as depicted in Fig.5.9

and for ⌊l/2⌋ < k ≤ l − 1, we obtain µsd = 1 and µrd = 1 − r/(l − k) as

depicted in Fig.5.10 which concludes the proof of Eq.(5.23). To derive dltout
we proceed by finding the dominant term at high SNR.

Prout(l) =

L∑

k=1

Prout|Tr=k(l)Pr(Tr = k)

.
= SNR−2(1−r/l)

⌊l/2⌋
∑

k=1

Pr(Tr = k) +

l−1∑

k=⌊l/2⌋+1

SNR−(2−r/(l−k))Pr(Tr = k)

+

L∑

k=l

SNR−(1−r/l)Pr(Tr = k)

.
= SNR−2(1−r/l) +

l−1∑

k=⌊l/2⌋+1

SNR−(2−r/(l−k))Pr(Tr = k)

︸ ︷︷ ︸

ζ

+ SNR−(1−r/l)−(1−r/(l−1))
︸ ︷︷ ︸

ξ

(5.36)
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l−1∑

k=⌊l/2⌋+1

SNR−(2− r
l−k )Pr(Tr = k)

.
=







0 for l ∈ {1, 2}
SNR−(3−2r) for l = 3

SNR−(2−r)−(1− r
l−2

) for l > 3

(5.37)

Proof. To show Eq.(5.37), let us compare the SNR exponent of the summand

of ζ at k and k+1. In other words we need to show that the SNR exponent

is decreasing with k, and the dominant term of ζ is the last summand (k =

l− 1). We want to show that (2− r
l−k + 1− r

k−1)− (2− r
l−k−1 + 1− r

k ) > 0.

This is equivalent to:

(2 − r

l − k
+ 1 − r

k − 1
) − (2 − r

l − k − 1
+ 1 − r

k
) > 0

1

(l − k − 1)(l − k)
− 1

k(k − 1)
> 0

l(l − 1) < 2k(l − 1)

l < 2k (5.38)

where we used the fact that r is positive and that l 6= 1. Eq.(5.38) is always

true since ⌊l/2⌋ + 1 ≤ k ≤ l − 1, which concludes the proof of Eq.(5.37).

The dominant term of the outage probability is the last term of Eq.(5.36)

ξ except for l = 3 where it depends on the value of r. Indeed for l = 3 and

r < 6/7 the dominant term of the outage probability is the last term of

Eq.(5.36) ξ where for l = 3, r ≥ 6/7 the dominant term is the second one in

Eq.(5.36) ζ as given in Eq.(5.37).

Proof. Again we need to compare ξ = 1 − r/l + 1 − r/(l − 1) and ζ =

2 − r + 1 − r/(l − 2) for l 6= 1 and l 6= 2.

3 − r − r/(l − 2) − (2 − r/l − r/(l − 1)) > 0

⇔ r <
1

1 + 1
l−2 − 1

l − 1
l−1

(5.39)

It is easy to check that 1
1+ 1

l−2
− 1
l
− 1
l−1

> 1 except for l = 3 and that ξ is the

dominant term except for l = 3. For l = 3, by replacing l by 3 in Eq.(5.39)

we obtain the desired result.
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Appendix 5.B Proof of the Diversity Multiplexing De-

lay Tradeoff

In the following, all the computations are done for the long-term static

channel, the results are easily extended to the short-term static channel.

For simplicity of notations in the proofs, we will use the following channel

model:

yd
l

= hlx + ndl (5.40)

where yd
l
∈ CT l represents the signal received over all transmitted block from

1 to l, ndl the noise over the l rounds, x = (xT1 , . . . ,x
T
L)T where xTl is defined

in Eq.(5.10) and hL =
√

SNR(h1, . . . ,hL), hl as defined in Eq.(5.11). hl is

obtained from hL by replacing the last 2T (L− l) rows by zero, which corre-

sponds to the fact that the blocks (xl+1, . . . ,xL) have not been transmitted

yet and they appear multiplied by a zero channel matrix.

We wish first to show that dout as defined in Eq.(5.19) is an upper bound

to the SNR exponent of the ARQ relay system. Consider a system with

codebook C(SNR), first-block rate r log(SNR) and some decoding rule φ =

(φ1, . . . , φL). We call k the time slot at which the relay decodes and Ek
the event that the relay decodes correctly, Ek the event for the incorrect

decoding. Then, the probability of error conditioned on the vector channel:

h = [hsd, hrd, hsr], that the relay decodes at slot k, and on the particular

decoder and codebook is:

Pe,k(SNR|h, C(SNR), φ) = Pr(e, Ek) + Pr(e, Ek)
≥ Pr(e|Ek)Pr(Ek)
≥ Pr(e|Ek) (5.41)

From the channel coding theorem, one can show that Pr(Ek) ≥ 1 − ǫ.

Let El be the event that the decoding outcome at the destination is not

correct with l received rounds and Ol the event that the destination sends a

NACK at round l and Ol being the event for sending an ACK. Based on the

results of [97], one can define the probability of error as (knowing that w is

the transmitted message, ŵ = φl(yl) and φl(yl) = 0 means that an error is
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detected and a NACK is sent back to the transmitter):

Pre,k(SNR|h, C(SNR), φ) (5.42)

≥
L−1∑

l=1

Pr(El,O1, . . . ,Ol−1,Ol|Ek) + Pr(EL,O1, . . . ,OL−1|Ek) (5.43)

=
L−1∑

l=1

Pr({φl(y1
) = 0}, . . . , {φl(yl−1

) = 0},
⋃

ŵ 6=w
ŵ>0

{φl(yl) = ŵ}|h, Ek)

+Pr({φl(y1
) = 0}, . . . , {φl(yL−1

) = 0},
⋃

ŵ 6=w
{φl(yL) = ŵ}|h, Ek)

Clearly Pr(El,O1, . . . ,Ol−1,Ol) is the probability of undetected error. In-

deed if an event E is detected a NACK is sent and a retransmission occurs,

then this event does not count in the error event. Pr(EL,O1, . . . ,OL−1)

is the probability of decoding error with L (maximum number) received

blocks (at round L, the error is due to the undetected error or the failure of

decoding which explains the
⋃

ŵ in Eq.(5.42)).

The probability of error (computed by considering a decoder working

on each round) is lower-bounded by the probability of error of the optimal

maximum likelihood (ML) decoder φml that operates on the whole received

signal vector y = y
L
.

By using the Fano’s inequality (T is the number of channel uses per

round):

Pre,k(SNR|h, C(SNR), φ) ≥ Pre,k(SNR|h, C(SNR), φml)

≥ 1 −
I(x;y|h, k)
Tr log SNR

− 1

Tr log SNR

This leads to (based on the results in [95]):

Pe,k≥̇Pr(I(x;y|h, k) ≤ Tr log SNR) (5.44)

In our case, we obtain Pe = Ek[Pe,k]≥̇SNR−dout(r,L). This is because the

mutual information we use in the Fano’s inequality is exactly the mutual

information knowing that the relay cooperate at a particular round k and

then we average on k which corresponds exactly to the outage probability

computed in Eq.(5.21). Since re ≤ r and dlt is a decreasing function in r,

we have dlt(re, L) ≤ dout(r, L) ≤ dout(re, L).

The achievability of the exponent upper-bound is shown based on a

bounded distance decoder [97]. Let C(SNR) denote a random code gener-

ated with i.i.d ∼ Nc(0, 1) components, block length LT and rate r log SNR.
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Remember that in our case the source and the relay cooperate fully (once

the latter has decoded) and we assume that both nodes are using the same

codebook. The probability of error is given by (recalling that Ek the event

that the relay decodes correctly):

Pe,k(SNR) = Pr(e, Ek) + Pr(e, Ek)
≤ Pr(e|Ek)Pr(Ek) (5.45)

where we used the fact that Pr(Ek) ≤ ǫ (based on results in [95]), Pr(Ek) ≤
1 − ǫ and Pr(e|Ek) ≤ 1.

We define the following bounded distance decoder φ at each round

l ≤ L − 1 and the signal model at round l is given by Eq.(5.40), and

x(w) takes into account the signature of the source and the relay, w is the

word message transmitted:

• φl(yl) = ŵ if the channel is not in outage and the codeword x̂

corresponding to ŵ is the unique codeword in C(SNR) such that

|y
l
− hx̂| ≤ T l(1 + δ)

• φl(yl) = 0 in any other case.

• At round L, the decoder outputs the index of the minimum distance

codeword, i.e, φL(y
L
) = φml(yL)

Let us first bound the probability of undetected error

Pr(El,O1, . . . ,Ol−1,Ol|Ek) ≤ Prk(El,Ol). An error is undetected if

the unique codeword x̂ such that |y
l
−hx̂| ≤ T l(1 + δ) does not correspond

to the transmitted message w. This means that if we draw a sphere centered

around the true codeword corresponding to the message transmitted w

of radius T l(1 + δ), an undetected error occurs if the received signal y
l

belongs to the other sphere centered around other codewords. This event

is included in the event that the received signal belongs to the region

corresponding to the complement of the sphere corresponding to the true

message transmitted; which is the event that the magnitude of the noise is

bigger than the radius of the sphere.

Prk(El,Ol) ≤ Pr(|nl|2 ≥ T l(1 + δ))

≤ (1 + δ)T l(1+δ) exp(−T lδ) (5.46)

Using the Chernoff bound and for some β > 0, and by letting δ =

β log SNR. This leads to Prk(El,Ol)≤̇SNR−T lβ.



136 Chapter 5.

Assuming ML decoder, the probability of error at round L is

Pr(EL|Ek) = Prk(EL), and using the results in [95], one can show that

Pr(EL)=̇SNR−dltout(r,L) for LT ≥ 2 (corresponding to the case where the

relay decodes in the first round). Using the following

Pre,k(SNR) ≤
L−1∑

l=1

Pr(El,Ol|Ek) + Pr(EL|Ek)

we obtain:

Pe(SNR) ≤̇ Ek[

L−1∑

l=1

Prk(El,Ol)] + SNR−dltout(r,L)

≤̇ SNR−Tβ + SNR−dltout(r,L)

By choosing LT ≥ 2 and a large β, one can ensure that Tβ ≥ dltout(r, L)

leading to Pe≤̇SNR−dltout(r,L).

The next step is to prove that the effective multiplexing rate re=̇r. Note

that the effective multiplexing rate is given by:

re
.
=

r

1 +
∑L−1

l=1 Pr(Ol)

The condition re=̇r translates to the fact that Pr(Ol) are o(1). Let us look

at the region formed at the channel output by all possible received vectors

y
l
and channel matrices hl. We define A(SNR, l) as the outage space, R∅ as

the region of channel outputs not included in any sphere of radius T l(1 + δ)

and centered around the codewords, and finally R is the region of channel

outputs included in more than one of such spheres. R is partitioned into

Rw (the region centered around the true codeword x corresponding to the

transmitted message w), and Rw.

Pr(Ol) = Pr(A(SNR, l) ∪R∅ ∪R) (5.47)

≤ Pr(A(SNR, l)) + Pr(A(SNR, l) ∩ (R∅ ∪Rw))

+ Pr(A(SNR, l) ∩Rw) (5.48)

The event A(SNR, l) ∩ (R∅ ∪ Rw) corresponds to the union of the region

of channel outputs not included in any sphere and the intersection of all

spheres excluding the one corresponding to the transmitted codeword. One

can show that:

Pr(A(SNR, l) ∩ (R∅ ∪Rw)) ≤ Pr(|nl|2 ≥ T l(1 + δ))
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We then have:

Pr(Ol)≤̇SNR−dltout(r,l) + SNR−Tβ + Pr(A(SNR, l) ∩Rw) (5.49)

Noting that Rw is the region of the sphere centered around the true codeword

and included in other spheres:

Rw :
⋃

ŵ 6=w
ŵ>0

{|y
l
− hlx| ≤ T l(1 + δ), |y

l
− hlx̂| ≤ T l(1 + δ)} (5.50)

This leads to:

Pr(A(SNR, l) ∩Rw) (5.51)

= Pr(A(SNR, l),
⋃

ŵ 6=w
ŵ>0

|y
l
− hlx̂| ≤ T l(1 + δ), |nl|2 ≤ T l(1 + δ))

Let a = hl(x − x̂), b = nl and ∆ = T l(1 + δ), we have:

{|a+ b|2 ≤ ∆, |b|2 ≤ ∆} = {|a+ b|2 ≤ ∆, |b|2 ≤ ∆, |a|2 ≤ 4∆}
∪{|a+ b|2 ≤ ∆, |b|2 ≤ ∆, |a|2 > 4∆}

= {|a+ b|2 ≤ ∆, |b|2 ≤ ∆, |a|2 ≤ 4∆}
⊆ {|a|2 ≤ 4∆} (5.52)

since the event {|a+ b|2 ≤ ∆, |b|2 ≤ ∆, |a|2 > 4∆} is empty.

We obtain:

Pr(
⋃

ŵ 6=w
ŵ>0

|y
l
− hlx̂| ≤ T l(1 + δ), |nl|2 ≤ T l(1 + δ))

≤
∑

ŵ 6=w
ŵ>0

Pr(|hl(x − x̂)

2
|2 ≤ T l(1 + δ)) (5.53)

This leads to an upper-bound on the pairwise error probability summed

over all distinct messages pairs and conditioned with respect to the channel.

Results from [95] yield that for T l ≥ 2:

Pr(A(SNR, l) ∩Rw)≤̇SNR−dltout(r,l) (5.54)

where dltout(r, l) is the maximum possible SNR exponent for codes with length

lT and rate r/l. Finally, one can state:

Pr(Ol)≤̇SNR−dltout(r,l), for 0 < l < L (5.55)
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and recalling the definition of the effective multiplexing rate, we obtain that

re=̇r.

Using random coding arguments, one can find codebooks which are good

depending on the instant Tr at which the relay decodes. But we need code-

books which are simultaneously optimal irrespective of the instant Tr when

the relay decodes. In the same spirit, we have to show that not only all the

exponents (Eq.(5.55)) can be achieved by averaging over the code ensemble,

but that there exist codes that achieve them simultaneously. The existence

of codes which simultaneously achieve the error probability exponents fol-

lows from expurgation (along the lines of lemma 11 in [97]).
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Figure 5.8: The region A+ for the long-term static channel where

min(µsd, µrd) = µsd.
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Figure 5.9: The region A+ for the long-term static channel where

min(µsd, µrd) = µrd and k ≤ ⌊l/2⌋.
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Figure 5.10: The region A+ for the long-term static channel where

min(µsd, µrd) = µrd and ⌊l/2⌋ < k ≤ l − 1.
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Conclusions

In this dissertation, we study issues related to schemes and architectures for

wireless ad hoc networks. We create a framework for the establishment of the

fundamental properties and limitations of such networks. This framework

also highlights cross-layer design and cooperative communications as good

design principles. In doing so, the performance evaluation of multi-hop

wireless networks is emphasized.

In Chapter 2, we adopt an approach similar to the one developed in

[9]. The main idea is to consider random topologies, to allow the number

of nodes to go to infinity, and to compute the performance asymptotically.

This approach is then applied in a simplified framework. This allows us to

study different scenarios while keeping our proofs tractable. We construct a

scheme to establish the asymptotic behavior of ad hoc wireless networks un-

der non-uniform traffic patterns. This is motivated by the observation that

the performance limitation of an ad hoc network comes first from the long-

range peer-to-peer communication (that causes excessive interference) and

second from the increase in relayed traffic in the case of multi-hop transmis-

sions. For local traffic patterns, where the nodes communicate mostly with

neighbors, we study the effect of the mean source destination distance on

the throughput. The per-node throughput is improved compared to ad hoc

wireless networks with unbounded average communication distance. More-

over, we show that there is a limit in the throughput improvement due to

the connectivity condition. We address also the benefits of using a hybrid

wireless network with respect to the per-node capacity. The base-stations

are regularly placed within the network area and long-range communications

are performed by this overlay network. We assess the tradeoff between the

143
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number of base-stations in the network and the increase in the throughput

capacity of a hybrid ad hoc network due to the additional infrastructure.

The gain in performance is mainly due to the reduction in the mean number

of hops from source to destination. Finally, initial results on the state of

applications for event-driven traffic patterns for wireless sensor networks are

derived. We investigate event-driven traffic patterns where nodes report to

the network collector measurements on a particular event. The impact of

the event density on the throughput expressions is studied. The increase of

throughput is due to the reduction of traffic load in the network since the

number of communications is reduced (equivalent to the number of source

destination pair in a ad hoc network). Then, we highlight possible exten-

sions, models and scenarios for the event-driven traffic pattern case.

The above capacity results suggest certain guidelines for designing wire-

less ad hoc networks. Small networks scenarios seem to be a viable solution.

Therefore, large wireless networks are feasible where nodes communicate

mainly with nearby nodes. Such a scenario is envisaged in a number of

emerging applications, like Bluetooth, HomeRF etc. Our model of hybrid

wireless network could find application in mesh networks. This increases the

coverage of actual wireless networks while keeping the transmit power at a

reasonable level.

A future line of research would be to incorporate queueing delays in the

formulation. Note that, in all our schemes, we assume that the creation of

packets occurs at a regular and deterministic rate. If we assume that the

arrival times are random, queuing delays are introduced. We also assume

that the buffer size are infinite and nodes always have a packet to transmit,

which is not the case in some scenarios of event-driven traffic pattern model.

Another possible extension, would be to quantify the reduction in through-

put due to communication overhead. Indeed, nodes inside the same cell (a

partition of the network area as defined in Chapter 2) need to coordinate

in order to schedule consecutive transmissions and to find informations on

routes from the source to destination.

In Chapter 3, we propose the use of a connectivity graph, to study the

long-term averaged throughput of ad hoc wireless networks with mobility.

The connectivity graph offers an abstraction of the communication capabili-

ties of the ad-hoc network, and forms a natural bridge between the literature

in ah hoc wireless networks and the multicommodity flow problem. Using
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this graph, we propose a set of necessary and sufficient conditions to achieve

constant throughput, and examine structural properties that these condi-

tions imply. We also apply these conditions in a number of configurations

in the literature, and demonstrate that they offer an alternative simpler

methodology to re-derive these results.

Future work includes mapping the conditions derived from the connec-

tivity graph on the mobility pattern. One could extend these results by

linking the design of routing algorithms to the connectivity graphs. The

design of such routing algorithms in wireless networks reduces to finding

max-flow paths on a connectivity graph. Finally from a practical point of

view, one could develop tools from linear programming to analyze examples

of finite size.

In the second part of this dissertation, we focus on architectural design

concepts and schemes for wireless ad hoc networks. While the first part of

this dissertation deals with limit results in the number of nodes by consid-

ering an abstraction of network properties, the second part addresses design

and performance evaluation of ad hoc networks. This is done by addressing

properties crossing all the layers and some cooperation schemes.

In Chapter 4, we characterize the performance of decentralized multiple-

access and retransmission schemes for multi-hop wireless networks. Our

cross-layer framework jointly addresses the properties of the physical layer

and the data link layer in the design of the media-access control (MAC)

protocol and provide conclusions on routing strategies based on physical

layer metrics. We investigate different transmission strategies in order to

assess the tradeoff between spatial density of communications and the range

of each transmission. We derive formulas for the spatial throughput for

retransmission protocols and transmission strategies for random networks

described by a spatial Poisson point process. It is shown that coding and

retransmission protocols are a viable and simple solution for providing fully

decentralized multiple-access communications in ad hoc wireless networks

despite harsh propagation characteristics (interference from nearby compet-

ing nodes). Random exclusion and a decentralized protocol allow for the

mitigation of the interference coming from other nodes. A routing protocol

aiming to maximize the expected forward progress and exploiting multi-

user diversity is shown to significantly out-perform other schemes. Finally

we address some implementation issues and provide numerical results for a
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practical scenario.

A possible extension of this work is the impact of the exchange informa-

tion and the need of coordination between nodes on the throughput. The

implementation of such schemes and protocols requires an overhead of con-

trol information that can reduce the throughput of the network. Moreover,

in this work nodes are assumed to be synchronized since a slotted transmis-

sion mode is considered. Hence, the study of distributed synchronization

methods is a future direction. Future work will focus on more advanced

cooperation strategies such as clustering, where for each group of nodes,

a cluster head is elected to assign opportunity slot to different transmit-

ters. This is a cluster oriented scheduling strategy where the cluster head

needs some local information about the nodes in its vicinity. Practical cod-

ing strategies for incremental redundancy is also a possible future direction.

Additionally, it would be interesting to study the impact of node density on

the forward progress based on results from percolation theory as derived in

[12].

Finally, in our analysis, we only consider single-user decoder. Nodes treat

the interference from other simultaneous transmitters as noise. A possible

future line of research would be to investigate the analysis of multi-user

detection techniques and the impact on the outage probabilities and the

forward progress.

In Chapter 5, we examine cooperative diversity techniques where a ter-

minal relays signals of a source to create a virtual antenna array. Benefits are

gained by exploiting spatial diversity in channel to combat multipath fading.

Moreover in our scenario, the relay represents an additional resource that is

freely utilized by the source terminal. We present an ARQ based protocol

for the fading relay channel where diversity is exploited through the cooper-

ative relay terminal and through time diversity from the ARQ protocol. We

impose a half-duplex constraint on the transmission mode, but we assume

that the relay and the source can transmit simultaneously (non-orthogonal

transmission). Indeed, when the relay is able to decode, both the relay and

the source send the same data to the destination providing additional gains.

The performance characterization of this scheme is in terms of the achiev-

able diversity, multiplexing gain and delay tradeoff for a high signal-to-noise

ratio (SNR) regime. Then we construct a power control algorithm for this

ARQ single relay channel. For simplicity, we consider a power control in
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which the relay is restricted to use a constant power in each round, but the

source has the ability to vary its power to meet a long term average power

constraint. The diversity gain obtained using power control is significant

compared to the constant power case especially at low multiplexing gains.

Moreover, the proposed power control is deterministic in the sense that it

does not depend on the knowledge of the channel state but requires only

the knowledge of the outage probabilities, which can be estimated, and the

limited feedback from the destination.

An extension of this work would be the impact of multiple antennas

(in particular two antennas considering the practical implications) at the

receiver (base-station), where the source and the relay collaborate to reach

the destination. Another avenue would be to investigate the extension of

these schemes to the case of multiple relays relaying the information for

a single source destination pair. This protocol can then also be applied

to ad-hoc TDMA wireless networks where in each slot all the remaining

nodes in the network act as relays for a particular source destination pair.

Another generalization could be the broadcast network where relays also

have information to receive.

A future line of research would be to incorporate the design of practical

coding and decoding algorithms in this framework. Indeed, throughout this

chapter, we have employed random coding arguments to evaluate perfor-

mance of ARQ decode-and-forward scheme. It would be of great value to

map the performance advantages of our scheme at high SNR to advantages

in terms of bit error rate for different code designs. The investigation of

rateless codes [103] as an alternative implementation of incremental redun-

dancy could be a promising solution. More generally, designing effective

algorithms, evaluating performance, and selecting codes are necessary for

practical implementation of cooperative diversity.





Bibliography

[1] C.-K. Toh, “Ad Hoc Mobile Wireless Networks: Protocols and Sys-

tems”, 1st ed. Englewood Cliffs, NJ: Prentice Hall, December 2001.

[2] “Wireless LAN medium access control (MAC) and physical layer (PHY)

specifications”, IEEE Standard 802.11-1997, IEEE Computer Society

LAN MAN Standards Committee, 1997.

[3] Z. J. Haas, M. Gerla, D. B. Johnson, C. E. Perkins, M. B. Pursley, M.

Steenstrup, C.-K. Toh, Eds., IEEE J. Select. Areas Commun., Special

Issue on Wireless Ad Hoc Networks, Volume 17, no. 8, August 1999.

[4] D. K. Kim,“A New Mobile Environment: Mobile Ad Hoc Networks

(MANET),” IEEE Vehic. Tech. Soc. News, August 2003, pp. 29-35.

[5] J. C. Haartsen, “The Bluetooth radio system,” IEEE Personal Com-

munications, Volume 7, no. 1, pp. 28-36, February 2000.

[6] G. J. Pottie, “Wireless Sensor Networks”, in Proceedings IEEE Infor-

mation Theory Workshop, Volume 1, Killarney, Kerry, Ireland, June

1998, pp. 139-140.

[7] I.F.X.W. Akyildiz, “A survey on wireless mesh networks”, IEEE Com-

munications Magazine, Volume: 43, Issue: 9, pp. 23-30, September

2005.

[8] C. E. Shannon, “A mathematical theory of communication”, Bell Sys-

tem Technical Journal, Volume 27, pp. 379-423 and 623-656, July and

October, 1948.

[9] P. Gupta, P.R. Kumar, “The Capacity of Wireless Networks ” IEEE

Transactions on Information Theory, Volume: 46 Issue: 2, pp: 388

-404, Mars 2000.

149



150 BIBLIOGRAPHY

[10] P. Gupta, P. R. Kumar, “Critical Power for Asymptotic Connectivity

in Wireless Networks,” pp. 547-566, in Stochastic Analysis, Control,

Optimization and Applications: A Volume in Honor of W.H. Fleming.

Edited by W.M. McEneany, G. Yin, and Q. Zhang, Birkhauser, Boston,

1998. ISBN 0-8176-4078-9.

[11] O. Dousse, “Asymptotic properties of wireless multi-hop networks”,
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