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06904 Sophia-Antipolis - France
(Rachid.Benmokhtar, Benoit.Huet)@eurecom.fr

Abstract. Classification is a major task in many applications and in particular
for automatic semantic-based video content indexing and retrieval. In this paper,
we focus on the challenging task of classifier output fusion1. It is a necessary
step to efficiently estimate the semantic content of video shots from multiple
cues. We propose to fuse the numeric information provided by multiple classifiers
in the framework of evidence logic. For this purpose, an improved version of
RBF network based on Evidence Theory (NN-ET) is proposed. Experiments are
conducted in the framework of TrecVid high level feature extraction task that
consists of ordering shots with respect to their relevance to a given semantic class.

1 Introduction

Classifier fusion is a promising way for improving the performance of pattern recog-
nition algorithms. Many authors proposed different ways of fusing classifiers [1,2,3].
In [4], a state of the art is presented, along with a dichotomy and an evaluation of differ-
ents classifeurs fusion methods used in the literature. Neural Network approaches seem
to be able to give the better performances than GMM and Decision Template [3,4]. In
the aim of the neural network study, this paper gives a novel fusion method inspired
by RBF neural network and evidence theory, called Neural Network based on Evidence
Theory (NN-ET). These methods are implemented for this purpose and evaluated in the
context of content-based retrieval of video data.

This paper presents a novel fusion scheme based on neural network which is build
within our semantic video content indexing and retrieval system. First, an overview of
the architecture is given. A description of RBF neural network is then provided along
with an explanation of how evidence theory can be used for classification and fusion.
The experimental results presented in this paper are performed in the framework of
TrecVid’05. This study reports the efficiency of different combination methods and
shows the improvement provided by our proposed scheme. Finally, we conclude with a

1 The work presented here is funded by France Télécom R&D under CRE 46134752.
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summary of the most important results provided by this study along with some possible
extension of work.

2 System Architecture

This section describes the workflow of the semantic feature extraction process that aims
to detect the presence of semantic classes in video shots, such as building, car, U.S.
flag, water, map, etc . . . First, key-frames of video shots, provided by TrecVid’05, are
segmented into homogeneous regions thanks to the algorithm described in [5]. The
algorithm is fast and provides visually acceptable segmentation. Its low computational
requirement is an important criterion when one needs to process a huge amount of data
like the TrecVid’05 database. An illustration of the segmentation result is provided on
figure 1. Secondly, color and texture are extracted for each segmented region. Thirdly,
vectors obtained over the complete database are clustered using K-Means to find the N
most representative elements.

Fig. 1. Example of segmentation outputs

Representative elements are then used as visual keywords to describe video shot con-
tent. To do so, features computed from a single video shot are matched to their closest
visual keyword with respect to Euclidean distance (or another distance measures). The
occurrence vector of the visual keywords in the shot, called Image Vector Space Model
(IVSM) is then build. Image Latent Semantic Analysis (ILSA) is applied on these fea-
tures to obtain an efficient and compact representation of video shot content. Finally,
support vector machines (SVM) are used to obtain the initial classification which will
then be used by the fusion mechanism [6]. The overall chain is presented in figure 2.

For the study presented in this paper we distinguish two types of modalities : vi-
sual and motion features. The two visual features are selected for this purpose: Hue-
Saturation-Value color histograms and energies of Gabor’s filters [7]. In order to capture
the local information in a way that reflects the human perception of the content, visual
features are extracted on regions of segmented key-frames [8]. For some concepts like
people walking/running, sport, it is useful to have an information about the motion ac-
tivity present in the shot. Two features are selected for this purpose: the camera motion
and the motion histogram of the shot.
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Fig. 2. General framework of the application

3 Classifier Fusion

3.1 Radial Neural Network (RBF)

RBF is a popular supervised neural network learning algorithm, which consists in a
spacialization of the MLP network [9]. The RBF network is constitued by only the
following three layer, as shown in (figure 3).

– Input Layer : Broadcast the inputs without distortion to hidden layer;
– RBF Layer : Hidden layer that contain the RBF function;
– Output Layer : Simple layer that contain a lineaire function.

Basis functions normally take the form φ = || →
x − →

μi ||. The function depends on the
distance (usually taken to be Euclidean) between the input vector

→
x and a vector

→
μi. The

most common form of basis function used is the Gaussian function φ = exp ||→x−→
μi||2

2σ2
j

.

where
→
μi determines the center of the basis function and σi is a width parameter that

controls how is spread the curve. Generally, these centers are selected by using some
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fuzzy or non-fuzzy clustering algorithms. In this work, we have used the k-means al-
gorithm to select the initial cluster centers in the first stage and then these centers are
further fine tuned by using point symmetry distance measure. The number of neurons
in the output layer is equal to the possible classes of the given problem. Each output
layer neuron computes a linear weighted sum of the outputs of the hidden layer neurons
as follows:

yi(x) =
N∑

i=1

φi(x)Wi (1)

The weight vectors are determined by minimizing the mean squared differences be-
tween the classifier outputs yk =

∑M
j=0 wk,jsi and target values tk as following :

E =
1
2

M∑

k=1

(yk − tk)2 (2)

The parameters (ΔW , Δμ, Δσ) are given by (more detailed explanation can be found
in [9]) :

∂E

∂wk,i
=

∂E

∂yk

∂yk

∂wk,i
(3)

or ∂E
∂yk

= −(tk − yk), thus,

∂E

∂wk,i
= −(tk − yk)si (4)

after computation, we obtain :

∂E

∂μj,i
=

∑

k

∂E

∂yk

∂yk

∂sj

∂sj

∂μj,i
=

sj

σ2
j

(xi − μj,i)
∑

k

(tk − yk)wk,j (5)

∂E

∂σj
=

∑

k

∂E

∂yk

∂yk

∂sj

∂sj

∂σj,i
=

2sj

σj
log sj

∑

k

(tk − yk)wk,j (6)

3.2 Evidence Theory

As we have seen in [4], solutions in combining multiple classifiers are numerous but
each of them has weaknesses. Most treat imprecision, but uncertainty and reliability are
ignored. Evidence theory allows to use uncertain data [10].

Let Ω be a finite set of mutually exclusive and exhausive hypotheses, called the
frame of dicernement. A basic belief assignment (BBA) is a function m from 2Ω to
[0, 1] verifying : {

m(∅) = 0∑
A⊆Ω m(A) = 1 (7)

For any A ⊆ Ω, m(A) represents the belief that one is willing to commit exactly to
A, given a certain piece of evidence. The subsets A of Ω such that m(A) > 0 are called
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the focal elements of m. Associated with m are a belief or credibility function bel and
a plausibility function pl, defined, respectively, for all A ∈ Ω as :

bel(A) =
∑

B⊆A

m(B) (8)

pl(A) =
∑

A∩B �=∅
m(B) (9)

The quantity bel(A) can be interpreted as a global measure of one’s belief that hy-
pothesis is true, while pl(A) may be viewed as the amount of belief that could poten-
tially be placed in A, if further information became available [11].

The decision rule can be given by different approches as following :

– Choose the maximum plausibilty hypothesis (pl);
– Choose the maximum pignistique probability hypothesis (BetP ).

BetP (w) =
∑

w∈A

m(A)
|A| (10)
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Fig. 4. Neural Network implementation of the evidence theoritic Classifier Structure

Application to Pattern Classification. The response of hidden unit i to an input vector
x is defined as a decreasing function of the distance between x and a weight vector pi.
The output signal yj from the jth output unit with weight vector wj

i is obtained as a
weighted sum of the activations in the n hidden layer:

yj =
n∑

i=1

wj
i s

i (11)

The evidence-theoretic classifier introduced in this paper can also be represented in the
connectionist formalism as a neural network with an input layer Linput, two hidden
layers L1 and L2, and an output layer L3 = Loutput (Fig. 3). Each layer L1 to L3
corresponds to one step of the procedure described in following:
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1. Layer L1 contains n units (prototypes). It is identical to the hidden layer of an RBF
network with exponential activation function φ and d is a distance computed using
data. α ∈ [0, 1] is a weakning parameter associated to prototype i, where ε = 0 at
the initialization [12].

⎧
⎨

⎩

si = αiφ(di)
φ(di) = exp (−γi(di)2)
αi = 1

1+exp (−εi)

(12)

where (γi = (ηi)2) is a positive parameter defining the receptive field size of
prototype i = {1, ..., n}.

2. Layer L2 computes the BBA associated to each prototype. It is composed of n
modules of M + 1 units each. The units of module i are connected to neuron i of
the previous layer. The vector of activations mi = (mi

1, m
i
2, ..., m

i
M+1) of module

corresponds to the belief masses assigned by mi.
{

mi({wq}) = αiui
qφ(di)

mi({Ω}) = 1 − αiφ(di) (13)

so,

mi = (mi({w1}), mi({w2}), ..., mi({wM+1})) = (ui
1s

i, ..., ui
Msi, 1 − si) (14)

where ui
q represents the degree membership to each class wq , by introducing a new

parameter β [12] as ui
j = (βi

j)
2

�
M
k=1(β

i
k)2

.

3. The Dempster Shafer combination rule combine n different mass function in one
single mass. It’s given by :

m(A) = (m1 ⊕ m2 ⊕ ... ⊕ mN ) =
∑

B1
�

...
�

Bn=A

n∏

j=1

mj(Bj) (15)

This mass function has a particular structure, indeed, the mass restarted only on
singleton and γ hypothesis. This particular structure is going to play an important
role during the implementation of decision rule.

The n BBA’s mi are combined in L3, composed of n modules of M+1 units. The

activations vector of modules i is defined
→
μi= (μi({w1}), ..., μi({wM}), μi(Ω)).

where μi is the conjunctive combination of the BBA’s m1, ..., mi

⎧
⎨

⎩

μi =
⋂i

k=1 mk = μi−1 ⋂
mi

μ1 = m1
(16)

The activation vectors for i = {2, ..., M} can be recursively computed using the
following formula :

⎧
⎨

⎩

μi
j = μi−1

j mi
j + μi−1

j mi
M+1 + μi−1

M+1m
i
j

μi
M+1 = μi−1

M+1m
i
M+1

(17)
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4. Layer Loutput gives vector O defined as:
⎧
⎨

⎩

O = μ
K

K =
∑M+1

k=1 mk

(18)

The different parameters (Δβ, Δu, Δγ, Δα, ΔP , Δs) can be determined by gradient
descent of output error for a given ν and input pattern x.

Ev(x) =
1
2
||Pv − t||2 =

1
2

M∑

q=1

(Pv,q − tq)2 (19)

where Pv,q = Oq + νOM+1 is the output vector with q = 1, ..., M and 0 ≤ ν ≤ 1.
P0,q, P1,q, P 1

M ,q represent the credibility, the plausibility and the pignistique proba-
bility rescpectively of each class wq .

The derivate of Ev(x) w.r.t βi
j id given by :

∂Ev(x)
∂βi

j

=
M∑

k=1

∂Ev(x)
∂uk

j

∂ui
k(x)

∂βi
j

(20)

Let us now compute ∂Eν(x)
∂ui

j

∂Eν(x)
∂ui

j

=
∂Eν(x)
∂mk

∂mk

∂ui
j

= (Pν,j − tj)
∂mk

∂ui
j

(21)

In order to express ∂mk

∂ui
j

, we use the commutativity and associativity of the
⋂

opera-

tor to rewrite the output BBA m as the conjunctive combination of two terms.

m = mi
⋂

m̄iwith m̄i =
⋂

k �=i

m̄k (22)

The vector can be computed by [13]:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

m̄i
j =

mj−
mM+1mi

j

mi
M+1

mi
j+mi

M+1

m̄i
M+1 = mM+1

mi
M+1

(23)

so,
∂mk

∂ui
j

= si(m̄i
j + m̄i

M+1) (24)

and,
∂Eν(x)

∂ui
j

= (Pν,j − tj)si(m̄i
j + m̄i

M+1) (25)
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∂Eν(x)
∂ηi

=
∂Eν(x)

∂si

∂si

∂εj
=

∂Eν(x)
∂si

(−2ηi(di)2si) (26)

∂Eν(x)
∂εi

=
∂Eν(x)

∂si
exp (−(ηidi)2)(1 − αi)αi (27)

∂Eν(x)
∂pi

j

=
∂Eν(x)

∂si

∂si

∂pj
j

=
∂Eν(x)

∂si
(2(ηi)2si(xj − pi

j)) (28)

we need to compute ∂Eν(x)
∂si :

∂Eν(x)
∂si

=
M∑

k=1

∂Eν(x)
∂Pv,k

∂Pν,k

∂si
=

M∑

j=1

(Pν,j − tj)(
∂mj

∂si
+ ν

∂mM+1

∂si
)

=
M∑

j=1

(Pν,j − tj)(ui
j(m̄

i
j + m̄i

M+1) − m̄i
j − νm̄i

M+1)

4 Experiments

Experiments are conducted on the TrecVid’05 databases [14]. It represents a total of
over 85 hours of broadcast news videos from US, Chinese, and Arabic sources. About
60 hours are used to train the feature extraction system and the remaining for the eval-
uation purpose. The training set is divided into two subsets in order to train classifiers
and subsequently the fusion parameters. The evaluation is realized in the context of
TrecVid’05 and we use the common evaluation measure from the information retrieval
community: the Average Precision.

The feature extraction task consists in retrieving shots expressing one of the fol-
lowing semantic concepts: 1:Building, 2:Car, 3:Explosion or Fire, 4:US flag, 5:Map,
6:Mountain, 7:Prisoner, 8:Sports, 9:People walking/running, 10:Waterscape, 11:Mean
Average Precision (MAP).

The RBF and NN-ET were trained with the same optimization algorithm (gradient
descent). The number n of prototypes was varied between 2 and 10. For each value of
n, the average training error rates are computed. Our proposed approach yields better
results for small values of n and similar performance for higher values of n. The best
number is n = 5, where we obtain the lower training error.

Figure 5 shows Mean Precision results of the two classifiers fusion methods com-
pared in this work: the standard RBF and the evidence theory neural networks (NN-ET).
The improvement in mean precision is clearly visible for all semantic concepts using
NN-ET. It is a foreseen result since in the decision rule RBF takes just the a posterior
probability. NN-ET, in contrast, convert this probability in the form of BBA’s, which
are then combined using Dempster Shafer rule combination. The fusion output can be
presented as a belief function defining for each class a posterior probability interval.
The width of this interval can be used as a mesure of the uncertainty attached to a fu-
sion. This approach has been shown to allow decision making with reject options, and
to have good classifier fusion performance as compared to other methods.



204 R. Benmokhtar and B. Huet

Fig. 5. Comparaison of RBF neural network and Neural Network based on Evidence Theory
(NN-ET) fusion method

Besides, NN-ET presents more improvement for the concepts (4, 5, 8) that on the
rest, it can be explained, by the high number of false decision in classification using only
the posterior probability, Evidence theory resolve this issue, introducing the degree of
belief in our probability and the ignorance of our system.

We also notice a precision equal to zero for the concept (7), it can be explained by
the fact that there is no video shot that represents this concept in the Trecvid’05 test
data.

5 Conclusion

In this paper, we have presented an automatic semantic video content indexing and re-
trieval system. The reported system first employs visual features (HSV Histogram, Gabor
filters) in order to obtain a compact and effective representation, followed by SVM based
classification to solve the challenging task of video shot content detection. Two meth-
ods for combining classifiers are investigated in details. The RBF and Neural network
based on Evidence Theory approach that it managed all the features most effectively and
appears therefore to be particularly well suited for the task of classifier fusion.

This approach is based on a feeling of uncertainty to the classification model, consid-
ering complete or partial knowledge of the class. Inferior and superior expectations as
well as of pignistique probability, propose several strategies of decision with arbitrary
costs. We think that this methodology can be useful in the situations where the available
informations are very incomplete and soiled by uncertainty.

We have started to investigate the effect of the addition of many other visual features
(Dominant Color, RGB, Canny edges features,...) as well as audio features (MFCC,
PLP, FFT), to see their influence on the final result. The addition of other modalities
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will allows us to evaluate how the different approaches are able to deal with potentially
irrelevant data. In parallel, we have initiated a program of work about descriptor fusion.
We believe such an approach, which may be seen as normalization and dimensional-
ity reduction, will have considerable effect on the overall performance of multimedia
content analysis algorithms.
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