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Abstract

We report results from the analysis of a 24-hour packet tcacgéaining aggregate
TCP traffic of approximately 1300 residential ADSL clientd/le make observa-
tions similar to earlier studies by the research commuitlity:major fraction of the
total traffic originates from P2P applications and smalttiens of connections and
clients are responsible for the vast majority of the traffiowever, our main con-
tribution is throughput performance analysis of the cBemi/e observe suprisingly
low utilizations of upload and download capacity for mostha# clients. Further-
more, by using our TCP root cause analysis tool, we obtairikérg} result: in over
90% of the cases, the low utilization is mostly due to the igpfibns that clients
use and that limit the transmission rate and not network estign, for instance.
P2P applications typically impose upload rate limits toidwgplink saturation that
would damage download performance. Our analysis showsmesgthat these rate
limits, set either by the user or by the application, are tooservative and, as a
consequence, the overall performance of these applisagroor. Deployment of
more intelligent rate limit mechanisms in such a scenariald/gnply increase in
clients’ throughput at the expense of an increased loaddkdmme networks.



1 Introduction

We analyze a large packet trace of clients connected to thekt via ADSL.
We focus on the performance limitations from a client poihview and and use
a TCP root cause analysis tool that we apply to TCP connextid¥e consider
throughput as the performance metric. The cause that limégperformance of
a particular connection can be located either at the edgeléser receiver) of
a connection or inside the network. Limitations at edge aisepghe application
not providing data fast enough to the TCP sender or the TC&wvexcwindow
being too small. A network limitation results from the pnese of a bottleneck
that can be anywhere along the end-to-end path. We perfattaose analysis of
performance both, at connection level and at client levelsd8l on a packet level
trace that captures the activity of over one thousand AD&Intd during 24 hours
we see that

e The distribution of the client activity in terms of volumee§p. duration) is
highly skewed (resp. peaked). Most clients are active onlynd a short
period of time. Also, most clients generate a limited amaaftraffic in
the order of several MBytes, while a small number of (heatiehiclients
upload and download hundreds of MBytes each.

e The utilization of the uplink and downlink is very low for nmasf the clients.
Even heavy hitters are far from saturating their access link

e The low utilization is mainly due to the applications thaili their rate of
transfer, which is now very common for P2P applications sagkDonkey.

The rest of the paper is organized as follows. We first desdnitsection 2 the
measurement setup . Then, in Section 3, we look at some deharacteristics of
the traffic and clients’ behavior. In Section 4, we focus anglrformance analysis
of the clients before we conclude the paper.

2 Architecture and Setup

The ADSL architecture is organized as follows (see FigureHg Broadband
Access Server (BAS) aggregates the traffic issued from magigaDSubscriber
Line Access Multiplexer (DSLAM) before forwarding it thrgh the two local
routers to an IP backbone. Each client is connected to oneAlVBIising one ATM
Virtual Circuit. The traffic of a client is controlled by theowand down capacities
of this access link. A variety of subscription types of the $lDaccess service is
defined through different combinations of uplink and dowkitapacities.

Traffic is captured using two probes. Those probes are lddmtveen a BAS
and the first two routers of the IP backbone. Each probe cappeckets flowing
through a single router. This BAS multiplexes the traffic lofee DSLAMSs. It
connects around 3000 clients to the Internet. We capturPallCP and UDP
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Figure 1: Architecture of the ADSL platform monitored.

headers of packets going through the BAS without any sagminloss. Trace
files have a tcpdump format.

Our analysis is based on a whole day of traffic measuremeritgyFMarch
10, 2006. The data collected on this day represents appabeiyn?290 GB of TCP
traffic in total out of which 64% is downstream and 36% upstreaAccording
to observations on other days, these volumes are reprégera@a typical day’s
activity on this network.

In addition to the packet trace file, we have a list of IP adskksghat belong to
local clients, which allows us to distinguish the directadrthe traffic.However, we
do not know the clients subscription rates, i.e. their upéind downlink capacities.

3 Traffic Characteristics: Applications, Connections, and
Clients

3.1 General Characteristics of the Traffic
3.1.1 Traffic per Application

Figure 2 shows how the amount of bytes transferred evolvdsisadistrib-
uted between the most common applications for each half aneriod. Bytes
transferred upstream are on the positive part of the y-axislgtes transferred
downstream on the negative part of the y-axis. We accoumtratgly for those ap-
plications that generated more than 5% of the total amoubyiafs. Those applic-
ations are only five (email comprises SMTP, POP3, and IMAfi¢cjaRemaining
applications are included in the“other” category. We aisded the TCP port range
4660-4669 to eDonkey, the ports 6880-6889 and 6969 (tratkditTorrent, and
standard TCP port numbers for the rest of the applications.

The application responsible for most of the transferred®y$s eDonkey fol-
lowed by traffic originating or destined to ports 80 and 808 do not want to
declare the traffic seen on ports 80 and 8080 as Web traffie siris likely to
include also P2P traffic, as we will see later. The dominategmy of traffic,
however, is the “other” traffic. Since much of todays trafficbt using fixed ports
but “hiding” [4], we are not able with our port-based methocctassify much of
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Figure 2: Amount of bytes transferred by different applimas during the day.

the traffic seen. Therefore, the “other” traffic represemitsuh 50% of the total
traffic. We plan to use more advanced techniques [4] in thedub identify more
applications.

The amount of eDonkey traffic is almost constant throughoei2d hours. The
fact that the traffic of the “other” applications stays alko@st constant throughout
the 24 hours can be considered as an indication that this ctagains P2P traffic.
For port 80/8080 traffic we observe a diurnal pattern: Thi¢res almost negli-
gible in the middle of the night and hits its peak at 2pm and .7ginis effect is
much more pronounced in the downstream traffic. InterelgtiiitTorrent traffic
appears only during the night and almost only upstream. ditggrvation suggests
that there is some hidden P2P at least in the downstreant tsaffie it is very un-
likely that BitTorrent clients would only upload data. Aseooould expect, email
traffic is more present during the day than during the nigbtnét traffic emerges
from time to time in an inexplicable way. We looked at thidftcain more detail
and it turned out to consist of only few long and fast trarsfaniginating from a
couple of hosts.

3.1.2 Traffic per Connection

Let us now focus on individual TCP connections, which we aitlalyze in
more detail in Section 4. TCP connections were identifiedubh unique four
tuples that consist of source and destination IP addres&e3 @P port numbers.
Figure 3(a) shows the complementary cumulative distrilbutunction (CCDF) of
the connection sizes. We see that the connection sizes spiale aange of values
with the largest ones being in the order of several tens ofdfdgtgs. In addition,
while most of the connections are very small they do not, gsiriei 3(b) shows,
contribute much to the total traffic. Those results are ia lirith the ones observed
since a decade, especially on Web traffic [2].



3.2 Client Behavior

While we observed packets from approximately 3000 cliemts,analysis fo-
cuses only on a subset of them: those 1335 clients that gedeatleast one long
enough connection for root cause analysis (see Section 4.1)

3.2.1 \Volumes and Applications

We focus here on the client behavior in terms of volumes o di@nsferred
and applications used. Figure 4(a) shows the distributicthebytes transferred
by clients, and Figure 4(b) shows the cumulative fractiotydes contributed by
a client that transferred a given amount of bytes. These tguwrds tell us that
the amount of traffic generated per client is heavily skew&dout 15% of the
most active clients transfer roughly 85-90% of the totakbytoth upstream and
downstream. These 15% account for 200 out of the total of H3@yzed clients
and we refer to them as theavy-hitters. A study that was recently performed
on a much larger scale for Japan’s residential user trafficefdorted that 4% of
heavy-hitter clients s account for 75% of the in-bound an® & the out-bound
traffic.

Note that these two sets of heavy-hitter clients, upstreadndawnstream, are
distinct sets that both comprise about 200 clients. Howedhersets are heavily
overlapping since among these 200 clients, 128 clientsrat®ih sets, which
indicates that the majority of the heavy-hitters both, agland download a lot of
data, which comes most likely from P2P applications. Theageamount of bytes
uploaded and downloaded by a heavy-hitter client is appratély 470 MB and
760 MB, respectively, while for the non-heavy-hitters theserage values are 9
MB and 27 MB. We also looked at the duration these heavyt+hitients are active
during the day and found two groups: One group that is actipeden 30 minutes
and 2 hours, and a second much smaller group that is active 2ptiours.

We next compare the profile of an average client and of an gedraavy hitter
in terms of the applications they use. To do so, we computédtit groups how
much certain applications contribute to the total amountraffic. Then, we se-
lected for each client the application that generated thet imgtes. The results are
shown in Table 1. The main difference between an averaget elied a heavy hitter
is that heavy hitters tend to use P2P applications (esp. leypmore extensively.

3.2.2 Access Link Utilization

To compute the utilization of a link, one needs to know itsazafy. As we do
not have this knowledge, we need to approximate it by usingstimate. Note
that we cannot use tools such as Pathrate [3] that estimpteita of an entire
path, which is equal to the capacity of the link with the sestlicapacity along the
path, because the local access link is in many cases not ehwitimthe smallest
capacity on the path. For instance, in P2P download fromhandiDSL client,
the downlink capacity of the local client is very likely to higgher than the uplink
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Table 1: Percentages of clients that transmit most byteg asspecific application.

Upstream

total | eDonkey | Ports 80,8080| BitTorrent | email | others
non-heavy-hitters 1135| 6.1% 4.1% 0% 0.53%| 89%
heavy hitters 200 44% 2.5% 0.50% 0.50% | 53%

Downstream
total | eDonkey | Ports 80,8080| BitTorrent | email | other
non-heavy-hitterg 1135| 8.4% 6.9% 0% 0.26% | 84%
heavy hitters 200 28% 9.5% 0% 1.0% | 62%

capacity of the distant peer. As estimate, we usentid mum observed instant-
aneous throughput, which gives a lower bound for the access link capacity. The
instantaneous throughput for each client is computed oweraverlapping inter-
vals of five seconds. Since we select for each client the 3Q+#miperiod where the
instantaneous throughput seen by that client was highestgdilne whole day, we
increase the chances of obtaining an estimate of the cgphait is closer to the
true value. However, the period of the day used to estimaeaipacity for each
client is not necessarily the same for all clients.

For each client, we compute the link utilization for thatipdrof 30 minutes
during which the client achieved its highest instantangbrsughput. If we define
the mean aggregate throughput of a client as the total anaumttes uploaded
or downloaded by that client during 30 minutes divided by 3@utes, we can
compute itsutilization as mean aggregate throughput divided by maximum in-
stantaneous throughput. In this way, we obtairugper bound for the utilization,
because we use a lower bound for the estimate of the capacity.

Figure 5 shows the CDF plot of the utilization. we see thatrwhelming
majority of clients are far from fully utilizing their accedinks. This is even more
the case if we remember that our approximation of the utibpatends toover
estimate the actual utilization. We see that 80% of the clients havet#ization of
less than 20% for their downlink and less than 40% for thelinkp

Having seen that most clients achieve very low link utiliaat we will now
set out to investigate the causes. For this purpose, we séllsome techniques
referred to as root cause analysis (RCA) that has been aliigproposed by Zhang
et al. [9] and further refined by Siekkinen et al. [8].

4 Performance Analysis of Clients

4.1 Connection-Level Root Cause Analysis

To apply RCA, we need TCP connections that carry at least 48D ghckets,
which is equivalent to about 190 KB of data, if we assume MSI&td450 Bytes.
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Figure 5: CDF plot of upper bound for link utilization peretit for a 30 min
period. For each client, we selected the period during wttieh client achieved
its maximum instantaneous throughput.

From Figure 3 we know that most connections are quite smatltHat most of the
bytes are carried in a tiny fraction of the largest connestioAs a consequence,
our RCA will only be able to analyze the 1% of the largest catioes, which
however carry more than 85% of total bytes.

Identifying the factors (causes) that limit the throughpahieved by a TCP
connection is not an easy task. Also, for very long connastidifferent causes
can intervene at different points in the lifetime of a cortiwet For this reason, we
classify in a first step the packets of a connection into twaugs. Each packet is
either part of arapplication limited period (ALP) or abulk data transfer period
(BTP).

Roughly speaking, the throughput of packets that are paanoALP islim-
ited by the behavior of the application. For example, an IP telephony application
that produces packets at a fixed rate clearly determinesliaits]) the throughput
achieved. Therefore, the packets of the TCP connectiogingrthese data should
all be put into an ALP. The packets that are not part of an ALIPlei part of a
BTP. For the details on how packets get classified into ALRSEAFPS, we refer to
our technical report [6].

For packets that are part of a BTP, there can be a number oé<aat limit
the throughput achieved, such as

e Network limitation . This limitation corresponds to the case where a bot-
tleneck limits the observed throughput. We distinguishMeen two types
of network limitation. One is referred to as-shared bottleneckand cor-
responds to the case where a single connection uses thepaltity of the
bottleneck link, as compared to the second case, referradsioared bot-
tleneck where several connections share the capacity of the betelink.

e TCP end-point limitation. This limitation corresponds to the case where
the advertised receiver window is too small as comparedadéndwidth-

9



delay product of the path, which prevents the sender to aehaehigher
throughput.

The decision has to which limitation is the more likely is dd®n a set of time
series-based metrics computed from the packet headerdf#oe connection and
a threshold-based classification scheme. For details, feetre reader to [7, 8].

4.2 Client-Level Root Cause Analysis

We are interested in doing RCA not only at connection levelabso atclient
level. We identify four types of limitations for clients, vdh are: (i) Applications,
(i) Access link saturation, (iii) Network limitation due & distant bottleneck, and
(iv) TCP end-point limitation. TCP end-point limitation ¢kie to unnecessarily
small receiver advertized window values that prevent TOfheotions from sat-
urating the path. Our analysis showed this cause to be nadngirour data set.
Hence, we exclude this limitation from further discussions

In this analysis, we focus oactive clients. We define a client to bactive
during a period of 30 minutes if it transferred at least 100 d{Bing that period.
For each active client we consider all the bytes transfelbsedll the connections
of the client within a given 30-minute period. We then asatcthese bytes into
the three considered client-level limitations. To do thésaxriation, we use the
connection-level RCA as follows: All the bytes carried bg thLPs of all the con-
nections of the client are associated to application litiita All the bytes carried
by all the BTPs that are labeled network limited (unshareshared bottleneck) by
connection-level RCA and during which the utilization isoab 90% of the max-
imum are associated to access link saturation. All the bydesed by the rest of
the network limited BTPs during which the utilization is b&l 90% of the max-
imum are associated to network limitation due to a distatildi@eck. All the rest
of the bytes transferred by the client, and not covered bsettieree limitations, are
associated to “other” (unknown) client limitation. The ambof bytes associated
with each limitation serves as a quantitative metric of tegrde of that limitation
for a given client during a given 30-minute period.

We know from our previous work on RCA that for a single, polssikery long
connection, the limitation cause may vary over time. Alsairgle client may
run one or more applications that will originate multiplenoections. Assigning
a single limitation cause to each client is therefore tridkgr this reason, we dis-
tinguish for each client between “main limitation” and “lit@tions experienced”.
As main limitation , we understand the limitation that effects the most number o
bytes for this client. This classification is exclusive.. each client belongs to a
single limitation category.

On the other hand, undéimitations experienceda single client will be con-
sidered in all the categories whose limitation causes ietpsrienced. Therefore,
this classification is not exclusive. The results are preskim Table 2. We present
the results for two 30-minute periods of the day: 4-4:30ah 343:30pm, which
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are representative for the different periods of the day. ®¥éetbat during the night
time heavy hitters dominate (70 out of 77 active uploadingnts and 61 out of
83 active downloading clients), which is not surprisingrieaconsiders that heavy
hitters heavily use P2P applications and P2P file transtdrdan run for several
hours [5]. If we look at the absolute number of clients, we the¢ only a small
fraction of 1335 clients is active in either 30-minute pdrio

4.2.1 Main Limitation

If we look at the main limitation cause experienced by theril, we see that
almost all clients see their throughput performance mainly limited by the applic-
ation. This holds irrespectively of the direction of the streamsfnieam or down-
stream), of the type of client, average client or heavy hitted of the period of the
day.

The clients that are not application limited see their tiglqaut either limited
by the capacity of the access link or the capacity of anotinégrdlong the end-
to-end path. Capacity limitations occur more frequentlyirty the daytime than
at night. The very limited humber of cases where we obsenataation of the
access link complies with the low utilization observed igle 5.

4.2.2 Limitations Experienced

Besides the main limitation, we also consi@#rthe limitation causes exper-
ienced by a single client. The most striking result is théedénce between main
limitation and limitations experienced for the "other linkmitation. As we have
seen, this limitation is rarely the main limitation, whileet percentage of clients
that experience such limitation is between 40% and 60%.

4.3 Throughput limitations causes experienced by major aplcations

Having done the root cause analysis on a per-client basisiowenvestigate
what are the most important applications that experieneediffierent limitation
causes, namely (i) application limited, (ii) saturatedessdink, and (iii) bottleneck
at distant link.

Figure 6(a) shows the main applications that generatedtafdit is application
limited. We compute the different amounts by simply sumnahghe bytes for all
the ALPs for each 30 minute period. If we look at the evolutidthe total volume
of traffic that is application limited we see very little vation in time and an upload
volume almost as big as the download volume, both being drau@Bytes per 30
minutes. The largest single application that generate$icatipn limited traffic
is, as expected, eDonkey. However, if we look by volume, &ngdst category is
“other”, i.e. the one where we were not able to identify thplEation generating
the traffic. The overall symmetry of upload and download wudg for the “other”
category as well as a manual analysis of the traffic of someyheigters strongly
suggest that the "other” category contains of a significeattion of P2P traffic.
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Table 2: Number of active clients limited by different casise

Upstream
limitation cause Total active# | application | accesslink | other link | other cause
all 4am 77 95% 0% 4% 1%
main clients | 3pm 205 86% 6% 4% 4%
limitation heavy | 4am 70 94% 0% 4% 2%
hitters | 3pm 111 92% 2% 3% 3%
all 4am 77 100% 0% 60% -
limitations | clients | 3pm 205 100% 7% 39% -
experienced| heavy | 4am 70 90% 0% 66% -
hitters | 3pm 111 92% 5% 64% -
Downstream
limitation cause Total # application | accesslink | other link | other cause
all 4am 83 93% 1% 4% 2%
main clients | 3pm 286 76% 4% 18% 2%
limitation heavy | 4am 61 97% 0% 2% 1%
hitters | 3pm 114 80% 2% 16% 2%
all 4am 83 100% 1% 53% -
limitations | clients | 3pm 286 100% 7% 42% -
experienced heavy | 4am 61 100% 0% 59% -
hitters | 3pm 114 100% 4% 61% -

Figure 6(b) shows the main applications that saturate tbhesadink. For this
cause, no traffic originating from recognized P2P applicetiwas seen. Instead, a
significant portion of traffic saturating the uplink is e-tdtor the downlink it is
mainly traffic on ports 80 and 8080 and traffic for which thelagapion could not
be identified. The fact that the traffic using ports 80 and 80&®arily saturates
only downlink suggests that it could be real Web traffic thatsists of small up-
stream requests and larger downstream replies from thersas/opposed to P2P
traffic which is typically more symmetric. If we compare thHesalute volume we
see that most of the activity is concentrated to day timeh wWie peak being in
the early afternoon and a total volume that is even at its péakst negligible as
compared to the traffic volume that is application limiteeg$igure 6(a)).

Figure 6(c) shows the main applications that see their titryput limited by a
link that is not the access link. Here, the category of otlpglieations is clearly
dominating in terms of volume. Otherwise, we observe a méxaf applications.
It is expected that the set of applications is diverse sihietype of network lim-
itation can occur at any point of the network regardless efapplication behavior
at the client side.

In the download direction, the total traffic that is limiteg & distant bottleneck
reaches in the late afternoon a proportion that, in termsobfme, is almost as
important as the download traffic that is application lirditd he fact that this traffic

12



£ 4000, £} 300,
g

g g

H %/ 200

2000

jpstr

»
5]
8
8

A
8
S
8

8 [Jports 80,8080
£(-4001 B email
MMlother
BDDGO 2 4 6 8 10 12 14 16 18 20 22 75000 2 4 6 8 10 12 14 16 18 20 22
time (h) time (h)

wnstream  Mbytes transferred
\

d

00052 6 & 10 12 14 16 18 20 22
time (h)

(a) Application limitation. (b) Access link saturation. (c) Network limitation due
to a distant bottleneck.
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peaks late afternodmrmay be an indication of higher overall network utilization
just after working hours, not only within the France Telecoetwork but in wider
scale, that causes more cross traffic in aggregating linkste that at the same
time, the amount of traffic limited by the access link is vay [(Figure 6(b)).

Finally, we would like to point out that a comparison of thesalote traffic
volumes of Figures 6(a) — 6(c) reveal that the applicatiamitéition category rep-
resents almost 80% of the total number of transmitted bytes.

4.3.1 Root Causes for main applications

So far we concentrated on per-client analysis of the cauk&svever, it is
interesting to do a root cause analysis per applicatiorsclés Figure 7 we can
see that application limitation is clearly the dominantitation cause. This is not
surprising given that we already saw that a vast majoritheftteavy hitter clients
experience their throughput to be application limited. &wr traffic that is not
application limited, network limitation is the major rodcuse.

4.4 Impact of the Root Causes on Link Utilization

We have seen that for the traffic we study there are three roatrcauses that
limit the throughput. We now want to know how these root cats®act the link
utilization of the clients. We focus on link utilization andt on absolute through-
put, because clients have different link capacities and aetwo understand how
far we are from the maximum utilization, i.e. link saturatidntuitively, saturation
is likely to be reached for the case of limitation by satwladecess link.

As before, we included in the analysis for each client onéyttiaffic of the 30-
minute period for which that client achieved its highestansaneous throughput.
We computed client’s link utilization during ALPs and BTRwited by different

3An analysis of the IP addresses using Maxmind (http://wwaxmind.com/) revealed that most
of the local clients exchange data primarily with peersiser located in France or surrounding
countries.
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causes. In this way, we can quantify the impact of differ@ntthtion causes on
the performance. Figure 8 shows CDF plots of the results.

We focus first on uplink utilization: We see that for the ca$emw unshared
bottleneck, the utilization is in approximately 70% of tteses very close to one,
which means that in these cases the uplink of the client idbtheneck. In the
remaining 30% of cases where we observe an unshared bok|eme see a link
utilization between 0.4 and 0.85 that can be due to a distartsadown-link, e.g.

a peer that has lower downlink capacity than the uplink ciépa¢ the local peer,
or due to simply misclassification. For the two other rootsem, application
limitation and shared bottleneck, the clients achieve ioual®0% of the cases a
link utilization of less than half the uplink capacity.

If we look at the utilization of the downlink, we see that dpation limited
traffic results most of the time in a very poor downlink ugliion. Given that most
of the application limited traffic is eDonkey traffic (cf. kigg 6(a)), one might
be tempted to explain this low utilization by that fact thabsnlikely the peer
that sources the data has an asymmetric connection withptivek .capacity be-
ing much lower than the downlink capacity of the receivinghe However, a
downloading peer has usually multiple parallel downloadnsztions, which in
aggregation should be able to fully utilize the downlink @aipy. The fact that this
is not the case seems to indicate that many users of eDonkethegossibility
to rate-limit their upload rate to a rate much lower than thpacity of their up-
link. Figure 9, which plots the maximum instantaneous aggapes download rates
achieved per-client for different applications, furthaderlines this effect. We see
that the maximum aggregate download rates of P2P applisatédonkey and Bit-
Torrent, fall clearly behind the maximum download rates ©PFand port 80/8080

“Maxmind also reported that a clear majority of the distasstttiat the heavy-hitters communic-
ated with were clients of ISPs providing residential sezsic
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Figure 8: CDF plot of access link utilization for the diffeteroot causes. For
each client, we consider only traffic of the 30 min period dgrwhich that client
achieved the highest instantaneous throughput of the day.

traffic. A recent study of eDonkey transfers by ADSL clier$ found that
the average file download speed achieved was only a few K&deOur findings
seem to indicate that such a poor performance is not due wwrebr access link
saturation but rather due #bonkey users drastically limiting the upload rate of
their application.

F(x)

—eDonkey

---ports 80,8080
FTP

——BitTorrent

2 3 4

max download throughput of host (Kbit/s)

Figure 9: CDF plot of maximum aggregate per-host downloaduthput com-
puted over five second intervals.

4.5 Comparison With Other Related Analysis Work

In [9], Zhang et al. performed flow-level root cause analggig CP through-
put. They analyzed packet traces collected at high speagsadioks connecting
two sites to the Internet; a peering link between two Tier dvjaters; and two
sites on a backbone network. As results, the authors repdtint, in terms of
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traffic volumes, congestion (similar to network limitationour vocabulary) was
the most common limiting factor followed by host window liation (TCP end-
point in our vocabulary). It is important to notice that theiudies were based on
data collected in 2001-2002. At that time, the popularity?@P applications such
as eDonkey was far from what it is today. We refer the read@-8] for details
about differences between our RCA tools and their T-RAT.

In order to understand if our results are specific to thisipaer access net-
work, we applied our RCA tool also to other publicly availplacket traces collec-
ted at an ADSL access network in Netherlands (http://m@s-atwente.nl/repository/).
We looked at two 15-minute traces: one captured in 2002 aothanone in 2004.
A similar port based study than in Section 3.1 showed thahén2002 trace, the
applications generating most traffic where FTP and appdieatusing ports 80 and
8080, while eDonkey and BitTorrent were dominating in the2@ace. We were
unable to perform similar client-level study due to lack ablwledge about local
client IP addresses and limited capture durations. Howeiple connection-
level RCA revealed that in the 2002 trace around 40% of byteie whroughput
limited by the application. In the 2004 trace, this percgataas already roughly
65%, which demonstrates the impact of the increase in P2Ratipn traffic.

5 Conclusions

We presented an analysis of one day ADSL traffic generateddrg than one
thousand clients. Some of our findings corroborate the testilearlier studies:
We saw that (i) a major fraction of the total traffic is P2P fimfvhos volume
varies very little over the course of a day and (ii) the comioacsizes as well as the
amount of bytes generated per client are very skewed, wittcéanections (resp.
clients) being responsible for the majority of the traffic.

The other findings, however, are quite surprising and we haveseen them
presented elsewhere. In particular, we observed that nidise @lients never use
more than a very small fraction of the upload and downloadchciéyp TCP root
cause analysis revealed that most of the user traffic is inafgglication limited,
which means that the users of P2P applications impose upiadimits that are
chosen to be very low. Other root causes that were typicdiserved in other
packet traces [9] play a only a minor role: We saw some rarerogcces of net-
work limitation but we did not see any throughput limitatidme TCP configuration
issues such as too small a receiver window.

By severely limiting the aggregate upload rate of their P@plieations, the
clients certainly make sure that their P2P traffic does rtetfiere with concurrent
activities such as Web serving or IP telephony. Howeves, thimes at the price
of necessarily high download times as a result of poor atilin of the network
bandwidth. We therefore conclude that the current rateditioin strategies used
by P2P clients is very inefficient from a users point of view.

The implication of such a low access link utilization is matly low utilization
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of the entire access network, which is beneficial for theiserprovider. How-
ever, there is a caveat: the utilization and, consequethtytraffic volumes can
change dramatically in case a new type of popular P2P apiplices deployed or
an already one is upgraded to utilize the uplink in a diffgrarore intelligent way.
Our work is by no means finished. These interesting insightsige vital
guidance for future directions. For instance, it would bieresting to perform a
similar study that spans over several days, study in moegldieeé role of different
applications, esp. eDonkey, as sources of performancéationis, and perform
more detailed profiling of clients.
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