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ABSTRACT

During face to face communication, it has been suggested
that as much as 70% of what people communicate when talk-
ing directly with others is through paralanguage involving
multiple modalities combined together (e.g. voice tone and
volume, body language). In an attempt to render human-
computer interaction more similar to human-human com-
munication and enhance its naturalness, research on sen-
sory acquisition and interpretation of single modalities of
human expressions have seen ongoing progress over the last
decade. These progresses are rendering current research on
artificial sensor fusion of multiple modalities an increasingly
important research domain in order to reach better accu-
racy of congruent messages on the one hand, and possibly
to be able to detect incongruent messages across multiple
modalities (incongruency being itself a message about the
nature of the information being conveyed). Accurate inter-
pretation of emotional signals - quintessentially multimodal
- would hence particularly benefit from multimodal sensor
fusion and interpretation algorithms. In this paper we pro-
vide a state of the art multimodal fusion and describe one
way to implement a generic framework for multimodal emo-
tion recognition. The system is developed within the MAUI
framework [31] and Scherer’s Component Process Theory
(CPT) [49, 50, 51, 24, 52], with the goal to be modular
and adaptive. We want the designed framework to be able
to accept different single and multi modality recognition sys-
tems and to automatically adapt the fusion algorithm to find
optimal solutions. The system also aims to be adaptive to
channel (and system) reliability.
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1. GENERAL INTRODUCTION

During face to face communications it has been suggested
that as much as 70% of what we communicate when talking
directly with others is through paralanguage (e.g. voice tone
and volume, body language) [37, 3, 35, 36].

In an attempt to render human-computer interaction more
similar to human-human communication and enhance its
naturalness, research on sensory acquisition and interpre-
tation of single modalities of human expressions have seen
ongoing progress over the last decade. Computers can now
nearly understand speech [45, 56, 9], recognize people [32,
34] and their gestures [63, 37]. These results are render-
ing current research on artificial sensor fusion of multiple
modalities an increasingly important research domain in or-
der to reach better accuracy of congruent messages on the
one hand, and possibly to be able to detect incongruent mes-
sages across multiple modalities (incongruency being itself
a message about the nature of the information being con-
veyed).

Accurate interpretation of emotional signals - quintessen-
tially multimodal - would hence particularly benefit from
multimodal sensor fusion and interpretation algorithms.

Indeed, during face to face communications it is demon-
strated that little information is linked to the actual words
one says, most of the information being carried out by vo-
cal inflection, prosodic information, facial expressions and
gestures [37, 3]. Human are naturally able to fuse all those
different signals and interpret them to understand the mes-
sage conveyed, according to the affective information con-
tained in the different modalities and in their congruency
accross modalities. Affective information itself is carried by
the body language for the 55%, by the voice tone and vol-
ume for the 38% and for the remaining 7% by the words one
said [35, 36],

Albeit work still needs to be performed in the specific
intra-modality fields, e.g. voice, expression, Autonomic Ner-
vous System (ANS) signals or gesture recognition, much
progress could be accomplished by the fusion of current ex-
isting works and approaches. For example, current voice
recognizers cannot understand as much natural speech as



humans mostly because, unlike humans, computer algorithms
cannot read lip movements and combine the information of
what they have seen with the information of what they have
heard [1].

In this paper we provide a state of the art multimodal
fusion and describe one way to implement a generic frame-
work for multimodal emotion recognition. The system is
developed within the MAUI framework [31] and Scherer’s
Component Process Theory (CPT) [49, 50, 51, 24, 52], with
the goal to be modular and adaptive. We want the designed
framework to be able to accept different single and multi
modality recognition systems and to automatically adapt
the fusion algorithm to find optimal solutions. The system
also aims to be adaptive to channel (and system) reliability.

2. RELATED RESEARCH

2.1 Unimodal Emotion Recognition

There are three main areas where emotion recognition
systems have developed: 1) emotion recognition from still
images and video; 2) emotion recognition from audio and
speech; 3) emotion recognition from Autonomous Nervous
System ANS signals.

The main effort seems to have been in developing systems
to recognize the affective state of a person starting from im-
ages and video of their faces. There are several reason for
that: firstly, the face provides conversational and interac-
tive signals and humans are good at recognizing emotions
from facial expressions; secondly, although the video sig-
nal is more complex than (for example) the audio signal it
presents less problems relative to environmental noise.

First scientifically relevant works about facial expressions
and emotions are the ones of Ekman and Friesel [10, 12, 11]
who describe facial expression as combinations of indepen-
dent basic facial movements or actions referred to henceforth
as Action Units (AUs). Current state of the art analyzes fa-
cial expressions in term of those combinations or of features
like motion energy maps or optical flows and recognizes the
right emotions in the 60% to 90% of the cases depending
also on the applied constraints (e.g. illuminations condi-
tions, database size, perspective, etc.).

Basically the algorithm at the base of all those recognition
systems take into account some facial fea tures and apply
spatial classifier (generally Gaussian) to calculate the dis-
tances among the current observed features and the features
calculated as references.

Colmenarez [7], who uses 4 facial areas and 9 facial fea-
tures, Pantic [41], who takes into account 25 features as dis-
tances and angles from predefined feature points and Sebe
[54], who considers 12 facial motion measures as features,
are only some of the researchers who have developed sys-
tems for recognizing emotional facial expressions from still
images characteristics.

Other researchers have developed systems to extract af-
fective information from video signals (see [42, 41, 40] for
surveys of the current state of the art). Picard [44] con-
sidering features from motion energy maps, Mase [33] using
optical flows, and Chen [6] using features like distances and
positions represent some of the main approaches that have
been taken for video signals.

Some work has also been performed for developing sys-
tems for emotion recognition from speech and voice features
(see [42] for a review on the state of the art). Currently de-

veloped systems reach recognition rates going from 50% to
90% depending on the system and on the applied constraints
with an average of 60%, 70% and analyze vocal features like
pitch, intensity, speech rate, pitch contour, phonetic features
and frequencies of the main formants [26, 48, 16, 19].

More recently few works have analyzed the possibility of
recognizing emotions from Autonomous Nervous System sig-
nals. Those systems analyze features like heart-rate, skin
conductivity or blood pressure recognizing basic emotions
through machine learning techniques [44, 15, 28, 21, 62].

2.2 Multimodal Fusion
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Figure 1: Three levels for multimodal fusion (from
Sharma et al. 1998): a) data or signal fusion; b)
feature fusion; c) decision fusion

Multimodal information fusion may be performed at dif-
ferent levels and usually the following three are considered
(see Figure 1):

e Signal level
e Feature level

e Decision or Conceptual level

Fusing information at the signal level means to actually
mix two or more, generally electrical, signals. This can only
be done for very coupled and synchronized signals that are
of the same nature (e.g. two vocal signals, two webcam
signals, etc.). For multimodal fusion this is not feasible as
different modalities always have different captors and dif-
ferent signal characteristics. General frameworks for fusion
should include the possibility to fuse at this first level as
different, but similar captors may be needed to get better
quality on a single modality (e.g. three sensors for the three
red green and blue color components of an image as in high
fidelity cams, or microphone arrays).

Fusing information at the feature level means to mix to-
gether the features outputted by different signal processors.



Features must be pseudo-synchronized in order to provide
satisfactory results. For example features can be the posi-
tion of some feature points extracted from a video processor
and the prosodic features of a speech signal. This approach
guarantees for multimodal fusion a good amount of exploited
information but it has some drawbacks. Combining at the
feature level needs synchronization and it is more difficult
and computationally intense than fusing at the conceptual
level (see next) since the number of features is more im-
portant and features may have very different natures (e.g.
distances and times). In general HMM (Hidden Markov
Model) or time biased NN (Neural Network) are used to
fuse at the feature level. In multimodal fusion, feature level
fusion can almost always be applied. It can be used to mix
information about voice and lip movements for speech recog-
nition or voice and video features for emotion (expression)
recognition.

Combining information at the conceptual level does not
mean mixing together features or signals but directly the ex-
tracted semantic information. This implies combining rep-
resentations obtained from different systems that may also
be correlated just at the semantic level (e.g. positions of
object, with speech indicating them). Conceptual level fu-
sion has the advantage to avoid synchronization issues and
generally to use simple algorithms to be actually computed.

A complete example showing the three possible level of fu-
sion may be a multimodal speech recognition system. Let us
assume we want to create a high fidelity gesture and speech
recognition system. One of the first things we can do is to
implement a microphone array instead of using one single
microphone. The audio signals coming from the different
microphones can therefore be fused together to get a bet-
ter audio signal (signal level fusiom). This improved sig-
nal can therefore be treated to extract audio features (e.g.
phonemes). Those features may be coupled with video fea-
tures obtained from a lip movement recognition system (e.g.
visemes) (feature level fusion). These coupled features can
be used to understand the speech part of a voice-gesture
command. At a decision level fusion, we can fuse the infor-
mation about what was said with the information coming
from a gesture recognizer and understand to which objects
some words refer to (as in the sentence ”Put that there”).

Several works have discussed multimodal fusion; in par-
ticular Sharma et al. [55] resume the main issues and tech-
niques of multimodal fusion. Several works on multimodal
fusion have been developed which follow the well known “put
that there” paradigm [4] in which speech and gesture recog-
nition are fused to interact with a 3D environment; see for
example works from Bolt, Corradini, Liao and Kettebeckov
[4, 8, 27, 20].

2.3 Multimodal Affective Cues Fusion

More recently some works have described how multimodal
fusion mechanisms can be used for emotion/affect recogni-
tion, see as example works from Pantic, Sebe, Li, Busso
and Chen [42, 53, 25, 5, 6] where vocal and facial emotion
recognition are performed together to reach better results.
Generally fusion is performed at the feature level and the
usual clustering techniques are applied to the training data.

Busso et al. in [5] compare the feature level and the deci-
sion level fusion techniques, observing that the overall per-
formance of the two approaches is the same, although they
present different weakness and strength.

Multimodal
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Figure 2: Fusion paradigm for emotion recognition

Busso concludes that the choice of the approach should
depend on the targeted application.

For example in the case of multimodal emotion recogni-
tion, to fuse at the decision level would mean to mix to-
gether emotion; (extrapolated for example from video sig-
nal), emotions (extrapolated from audio signal) etc. If the
fusing mechanism is reliable enough then the recognition of
the found emotion would have more reliability. In other
words:

R(emotion) = f(emotioni, ..,emotiony) > R(emotion;);

Vi € [1,n];

Where R(emotion;) represents the reliability of the recog-
nition of the emotion emotion;. One should note that each

emotion; component derives from different treatment processes

and probably from different input signals.

To fuse at a feature level would mean, for example, to
mix together features; which will be a set of n features
obtained from video (in the case of the CPT are sets of Ek-
man’s Action Units [10, 12, 11]) to featuress (m features)
obtained from audio (with Scherer’s theory pitch, energy,
low frequency energy and duration) and to search clusters
in the multi-dimensional space of dimension n + m. In this
case it is assumed that:

R(emotion™) = f(featuress, .., features,) > R(emotion;);

Vi € [1,n];
And the results from Busso et al. [5] show that:

R(emotion™) ~ R(emotion);

Nothing prevents from having more than one output from
one single raw input that comes from different, or even
slightly different, signal processing and/or feature interpre-
tations. At the same time it is possible to have, for example,
the emotion, coming from the treatment of the video signal
through AU interpretation and Scherer’s theory (see next
section), emotions coming from audio features treatment,
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Figure 3: Human Centered Multimodal Affective User Interface. (derived from Lisetti & Nasoz, 2002)

emotions coming from video signal treatment according to
some eigen-face like recognition algorithm and emotions com-
ing from a feature mix of AUs (video) features and prosodic
(audio) features.

One of the main limitations of these systems is that they
are not upgradeable to new modalities and algorithms. In
other words the described fusion algorithm are designed ad
hoc for fusing information coming from two (or more) spe-
cific unimodal systems but cannot accept new modalities.

Moreover, usually the existing fusion algorithms are not
adaptive to the input quality and therefore do not consider
eventual changes on the reliability of the different informa-
tion channels. Another limitation is that the systems can-
not take in account long term affective phenomena; in other
words they work on short sequences of video and sound (2
to 5 seconds) and cannot consider affective phenomena such
as mood or affect of the user which need to be considered
over longer times.

Our main objective is then to propose a system where the
different fusion algorithms are automatically able to take
into account new uni or multi modal emotion recognition
systems and to dynamically adapt to the various channel
conditions in order to find an optimal (not always the opti-
mum) solution. The recognized emotion will be computed
in real time and considered by our cognitive architecture on
different time scales in order to get estimations of the dif-
ferent affective phenomena. In other words the estimated
appraisals of the affective processes (i.e. 25 estimations
per sec) are considered in time windows and averaged to
get different estimations for the different affective phenom-

ena (emotions, moods, affects and personalities). Therefore
these affective phenomena estimations are used to describe
the user affective model.

3. MAUI FRAMEWORK

Our current work builds upon the MAUI (Multimodal Af-
fective User Interface) paradigm [31] designed to give guide-
lines about the development of multimodal affective user
interfaces for Human-Computer interaction focusing on the
affective information flow.

As shown in Figure 3, three main parts are identifiable:
the User-Centered Mode referring to the various modalities
used by humans to express emotions, the ASIA (Affective
Social Intelligent Architecture) which processes this emo-
tional information, and finally the Agent-Centered Mode or
emotive expression generation for the agent’s adaptive ex-
pressive behavior.

Looking at the interaction cycle starting from the user
and following the counterclockwise arrows one can observe
how the affective information can flow from the user to the
agent through several different communication channels like
the facial expression, the voice expression as well as the Au-
tonomous Nervous System (ANS) signals. The agent inter-
prets those signals, and translates them in term of an affec-
tive phenomena by fusing the information processed from
the different sensors.

The task of the block named ASIA (Affective Social Intel-
ligent Architecture) is therefore to use that affective infor-
mation together with the knowledge about the environment



and the user (Beliefs) to take social, affective (Emotive) and
intelligent decisions (Intentions) in order to reach the agent’s
objectives (Desires).

These decisions can be designed to have effect on the agent
affective state and therefore on the agent expressed emotion,
via the various agent-centered modes. All the taken deci-
sions will influence the environment and probably influence
the user (most probable in a HCI scenario) who may feel
different emotions, display them and so on and so forth.

4. SCHERER'STHEORY

Among the different theory representing emotions, the
ways they arise and the way they can be represented, there
is one that better than the others link to the MAUI frame-
work: this theory is the Component Process Theory (CPT)
developed by Scherer [49, 50, 51, 24, 52]. We chose this
theory to define our user model and simulate agent emotion
generation. There are two main reasons for choosing this
particular theory:

1. It considers emotions with their complex three levels
(sensory motor, schematic and conceptual) nature.

2. Tt addresses emotive multimodal expressions' and gives
guidelines for developing both emotive expression gen-
eration and recognition [51].

Scherer’s CPT [51] describes emotions as arising from a
process of evaluation of the surrounding events with respect
to their significance for the survival and well-being of the
organism. The nature of this appraisal is related to a se-
quential evaluation of each event with regards to some pa-
rameters called SECs or Sequential Evaluation Checks.

According to Scherer’s theory, emotion appraisal consists
of five components corresponding to the five distinctive func-
tions that justify their existence and the human need for
emotions. Those five functions are:

1. Evaluation of objects and events which is related to
information processing functions

2. System regulation which is related to support functions

3. Preparation and direction of action which is related to
ezecutive functions

4. Communication of reaction and behavioral intention
which is related to action functions

5. Monitoring of internal state and environment which is
related to monitor functions

Sequential Evaluation Checks (SECs) [52] are chosen to
represent the minimum set of dimensions necessary to differ-
entiate emotions (see last column at right of Figure 6 for the
complete SECs list) and they are organized in four classes
or in terms of four appraisal objectives. Those objectives
are the answers to the following questions:

e How relevant is the event for me? (Relevance SECSs)

e What are the implications or consequences of this event?
(Implications SECs)

facial expressions, voice emotive expressions and ANS emo-
tive expressions.

e How well can I cope with these consequences? (Coping
Potential SECSs)

e What is the significance of this event with respect to
social norms and to my self concept? (Normative sig-
nificance SEC's)

One of the primary reasons for the sequential approach
is to provide a mechanism whereby focusing of attention
is only employed when needed and information processing
(computational loading) is theoretically reduced.

Scherer in his relatively recent paper [52] discusses the
SEC approach within the context of three levels of emotion
processing, as also suggested by Leventhal [23], which un-
derlies the design of our affective-cognitive architecture [3§],
[30]:

e Sensory-Motor Level: Checking occurs through innate
feature detection and reflex systems based on specific
stimulus patterns. Generally it involves genetically de-
termined reflex behaviors and the generation of pri-
mary emotions in response to basic stimulus features.
For example if something big and black approaches,
then the reaction of moving back and the elicited emo-
tion of fear will both belong to this level.

e Schematic Level: The learned automatic non-deliberative
rapid response to specific stimulus patterns largely based
on social learning processes. For example the small
talk sentence Good afternoon when meeting someone
is a typical behavioral or schematic reaction as the
emotions arising from the victory of a sport team.

e Conceptual Level: Checking is based on conscious re-
flective (deliberative) processing of evaluation criteria
provided through propositional memory storage mech-
anisms. Planning, thinking and anticipating events
and reactions are typical conceptual level actions. Emo-
tions arise from cognitive processes, as the reproach for
a non moral action or anxiety for the result of an im-
portant exam.

5. MAUI AND SCHERER

5.1 Emotion Recognition

According to Scherer’s theory, it is possible to design dif-
ferent unimodal emotion recognition systems. For example,
according to CPT [51] human facial expressions are dynam-
ically displayed as consequences of the process of appraising
occurring events.

Figure 4 shows the dual link between facial expressions,
on the right, and SECs?, on the left. Scherer’s CPT de-
scribes predictions about the facial expression showed when
appraising a specific SEC.

In that manner for emotion recognition, knowing the in-
volved facial expression action (in terms of AUs), it is pos-
sible to retrieve the original eliciting SECs.

The approach we propose shown in Figure 5, is to recog-
nize which facial parameters are changed by comparing the

2Novelty representing if the event was novel for the agent;
intrinsic pleasantness representing if the event is pleasant or
unpleasant; goal conduciveness, representing if the event is
goal conducive or obstructive and discrepant to the agent
goals; control and power representing how much the agent
thinks he/she is able to cope with the appraised event
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Figure 4: The facial expression process according to
Scherer’s CPT

current facial expression in terms of some parameters (e.g.
feature points or facial motion measures), to the neutral fa-
cial state and to deduce which muscles (which Action Units®
(AUs) [10, 12, 11]) are activated. Finally comparing the ac-
tivated action units with the predictions given by Scherer’s
CPT, we can estimate the activated SECs, which represent
the recognized emotion.

In a similar way it is possible to recognize emotions from
speech (in this case parameters would be pitch, energy, low
frequency energy and duration) or ANS signals (heart rate,
skin conductivity, salivation, pupil diameter, etc.) starting
from the descriptions of the influence that SECs have to
these signals given by CPT [52].

5.2 Emotive Expression Synthesis

An interesting aspect of CPT is that the process used for
recognition can also be used for the generation of believable
emotive expressions [39, 14]. Looking at Figure 5 one can
observe how the process is virtually almost the inverse of
the process developed for emotion recognition.

Paleari and Grizard in [39, 14] showed the feasibility of fa-
cial animations based on CPT. They converted SECs chains
in term of AUs [52, 10, 12, 11]) and then adapted those AUs
sequences to show dynamic facial expressions on a graphical
animated facial avatar [57, 39] and the Philips iCat robot
[68, 14]. Adaptation was necessary since questions about
how to fuse the different SECs predictions were raised and
because iCat was not able to show all the desired AUs (due
to limited degrees of freedom). The results were evaluated
by user studies and the developed expressions showed to be
recognizable and perceived as believable and not too much
exaggerated.

The principal advantage of such an approach is that the
cognitive architecture uses the same SECs representation for

3Ekman’s AUs are defined as the complete set of the mini-
mal independent facial movements that humans can perform
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Figure 5: One algorithmic approach to emotional
facial expression process based on CPT

the reasoning that are used for recognition and generation
of emotive expressions, in the whole system emotions do
not have to be linked to labels, e.g. happiness, sadness or
fear, maintaining then the emotional nuances that otherwise
might be lost.

5.3 Affective Social Intelligent Architecture

The approach we propose includes:

e emotion expression recognition based on Scherer’s SECs
appraisal model; it takes as inputs video, audio and
ANS signals and provides as output SECs chains .

e emotion expression generation basing on the same the-
ory; it takes as input SECs chains and output believ-
able, and psychologically grounded, facial expressions.

e user affective state model and emotion simulation, once
again, basing on CPT and allowing complex and be-
lievable behaviors.

ASIA (Affective Social Intelligent Architecture) is based
on a BDI+E (Belief, Desire, Intention + Emotion) architec-
ture (described by Lisetti and et al. [30]). BDI+E couples
the well known Belief Desire and Intention paradigm, [46,
47] to Emotion capabilities at different levels. The architec-
ture is designed on three layers: reactive layer, behavioral
layer and deliberative layer and links to Scherer’s CPT three
levels of emotions.

The internal user emotional model is based on Scherer’s
CPT SECs [51] allowing the system to reason over complex
and complete emotional representations.

6. MULTIMODAL FUSION FRAMEWORK

We hence currently propose a generic framework to per-
form multimodal fusion at the three possible fusion levels
(see Figure 6).

The objective is to develop a system allowing researchers
to add their input signal, if missing, and insert their emo-
tion recognition system into a multimodal context. New
multimodal systems will be allowed to use signals, or fea-
tures from other inputs, and would have constraints on the
output format (SECs and confidence values).

In our proposition decision or conceptual level fusion is
automatically done by the architecture but is also tunable
through the modification of simple text files.
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Figure 6: Double chain for signal, feature and decision realignment

In particular the algorithm analyzes different possible fu-
sion algorithms (e.g. maximum, voting, averaging combin-
ing, and product combining) and automatically chooses the
most stable one during a training phase.

In the future, the algorithm would possibly also be con-
trolled automatically by the cognitive architecture which
will be able to deliberately simulate the user’s appraisal of
the surrounding events and eventually manipulate it.

The framework, shown in Figure 6, has been thought for
our Affective Social Intelligent Architecture, and will work
on Scherer parameters. The output of each emotion recogni-
tion system is a vector representing an appraisal in terms of
SECs coupled with a confidence value used by the algorithm
to fuse data.

Furthermore two different fusion chains (see Figure 6)
would be active in parallel. The first chain, at top in Figure
6, will treat close to real time signals and interpretations re-
turning fast interpretations of the recognized emotion. The
second chain will work on the same bufferized and re-aligned
data in order to have the possibility to resynchronize data
just before fusion.

There are two main reasons for this bufferized approach:

e First there are modalities, like ANS signals that are
very interesting and apparently reliable but that have
responses time in the order of a dozen of seconds and
will not be usable for real time purposes.

e Second we are interested in having a better, more ac-
curate appraisal of the user affective state, regardless
the computational time it will take.

In other words the objective of this double chain would
be to have both a fast but less reliable and a longer but
more accurate evaluations of user affective states. Sensory
motor (and behavioral) processes would probably use the
fast appraisal while conceptual (and sometimes behavioral)
processes would use the longer but more accurate version.

Finally the different fusion algorithms may be able to
control the dimensions of the resynchronization buffers. In
other words, if one algorithm, comparing the different esti-
mations, observes that the ones coming from ANS signals
at time t correspond to those coming from the other multi-
modal signals at time (¢ — n) it may control the length of
the ANS buffer in order to realign the different evaluations.

Buffers at feature and decision fusion levels are used by
the algorithms for searching resynchronization patterns; the
signal fusion level buffer is then the one used for the actual
resynchronization given the commands coming from the al-
gorithms working on the two higher level buffers.

Constraints would be applied to assure the stability of
the system by insuring that buffers length cannot diverge.
The resynchronization algorithm working on the signal level
buffers will not be able to de-align signal, and signal, more
than a certain time t,_p or less than the time ¢y_g.

In both cases of fast and bufferized emotional responses
the resulting emotions will be evaluated averaging on dif-
ferent time windows (e.g. 1 sec, 3 sec and 10 minutes) to
be able to take into account different affective phenomena,
e.g. fast emotional responses like surprise or fear, concep-
tual emotions like contempt or pride but also moods and
affects.



7. CONCLUSIONS

We have presented a generic framework for multimodal fu-
sion for emotion recognition. The objective of such a project
is to provide researcher in multimodal emotion recognition
with a flexible platform that can accept new recognition
modules based on Scherer theories. The algorithm almost
automatically takes into account the new recognition system
and use it to improve the emotion expression estimations.

The main reasons for basing this approach on Scherer’s
theory are three:

e Scherer’s theory models in a very detailed and psycho-
logically grounded way the appraisal process of emo-
tions.

e CPT allows for a three level model of emotions.

e CPT links both emotion generation and emotion recog-
nition to the process of appraisal and therefore to the
user and agent models.

The use of such a theory implies some constraints on in-
puts and outputs of the recognition systems. We propose
to use audio, video and ANS signals as inputs of the fu-
sion framework (but other inputs may be added in future
work). The output of each recognition system must be a
SECs chain as represented in the last column of Figure 6,
plus information about the reliability of the system.

The algorithm we propose takes as input the SECs chains
and fuse them. In doing this operation three operations are
done:

e The fusion framework automatically takes into account
new recognition system.

e The algorithm computes the channels / recognition
system reliabilities, comparing the different recogni-
tion system evaluations and adapting the algorithm to
find optimal solutions.

e The complete system treats in parallel two chains, one
near to real-time and one bufferized and more reliable
one.

The fusion platform is proposed as part of the implemen-
tation of the MAUI framework and in particular will be
added as a module of ASTA Affective Social Intelligent Ar-
chitecture which is a three layer architecture designed to
better link to Scherer’s and Leventhal’s theories.

Inside ASIA information coming from the fusion algo-
rithm is averaged on different time scale to take into ac-
count different affective phenomena like emotion, mood and
personality.

The system we propose allows agents to consider more
modalities and to get computer reasoning and emotive ex-
pressions closer to the human one. This kind of mechanism
is in our opinion fundamental in Human Centered Comput-
ing and will help developers and researchers that will not
have to develop complete fusion algorithms.
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