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Abstract— This paper explores the idea of cooperative spatial multi-
plexing for use in MIMO multicell networks. We imagine applying this
cooperation for several multiple antenna access-points tintly transmit
streams towards multiple single-antenna user terminals imeighbouring
cells. We make the setting more realistic by introducing a castraint on
the hybrid channel state information (HCSI), assuming that each trans-
mitter has full CSI for its own channel, but only statistical information
about other transmitters’ channels. Each cooperating trasmitter then
makes guesses about the behaviour of the other transmitteraising the
statistical CSI. We show two of several possible transmissn strategies
under this setting, and include simple optimization at the eceiver to
improve performance. Comparisons are made with fully coopeative (full
CSl) and non-cooperative schemes. Simulation results shoavsubstantial
cooperation gain despite the lack of instantaneous inforntion.
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Fig. 1. System studied with two base stations; B&ving M; antennas and
two mobile stations MShaving one antenna each.

the other transmitters’ channel conditions. We limit oluse to a
two-cell scenario, more general cases are considered i Q&

The class of so-called cooperative schemes, where two oe meetting is equivalent to a cooperative game, where each dtaten

transmitters collaborate to improve the quality of trarssitn toward
a common destination, currently sees increased interekeyAsce-
nario has been cooperative diversity, where the devicdatmhte to
combat the detrimental effects of fading at any one padicdévice.
Typically, the devices are single-antenna user termireds/ing data
between a source terminal and the target destination [1],[82
A specific signalling scheme is distributed Space-Time BlGodes
(STBC), where the spatial elements of the codewords arghiistd
over the antennas of the collaborating transmitters [3],[B4. With
space-time coding, the transmitters can operate with digniir no
CSl, but it was recently shown that statistical channel rimfation
can be very useful here too [6].

We may also employ distributespatial multiplexing cooperating
by using distributed antennas to jointly transmit indepsridor
correlated flows of data. On the receive side, the flows areicegh by
one multiple-antenna receiver or several distributed jbds single-
antenna) receivers. A typical scenario is in a downlink malk
setting, where multiple base stations want to transmit ttataultiple

optimizes a linear spatial filter based on a guess of what the ¢
laborating base is doing simultaneously. We investigate passible
guess strategies and obtain the corresponding linear mmimean
square error (MMSE) transmission schemes. The cooperghors
are substantial, even when using statistical CSI.

This scenario was first presented in [13], but is extendeé ber
include optimized processing at the receive side. For siagtenna
receivers, this processing reduces to a simple scalings lmgneficial
when investigating the MSE performance for high transmivers.
This assumes that the receiving user terminals have accéds€SI,
trading a slight increase in complexity for the performabesefit.

The introduction of processing at the receive side mearming
w.r.t. a joint transmit/receive MMSE criterion. In the teamitters, we
iterate between finding the optimal transmit filter given tkeeive
filters and vice versa, until convergence is reached.

Il. SYSTEM DESCRIPTION

We consider downlink communication in a two-cell settindgyere

two base stations BSand BS, each with)M,; antennas, communicate

user terminals at once, a problem that is connected to rsaltiuwith two single-antenna mobile stations y&nd MS. We imagine

MIMO. Work in this area include [7], [8], [9], [10]. Finallypne

that MS is associated with BS it is located within BS's cell.

may let each user be served by one transmitter only, usingna n¢lowever, MS also receives part of its data multiplexed from the

cooperative game approach to mitigate the interferencg [11
Unlike with cooperative diversity, cooperative spatialltiplexing

or downlink multiuser MIMO in general requires full CSI ateth

transmitter(s) when the receivers have a single anteniasttit
beamforming only). This means sharing the full, joint mulser CSI
for all transmitters, demanding serious cell-to-cell siging. Here,

BS in the neighbouring cell, BS j # .
In total, two symbols{so, s1} are sent in the symbol vector
1)

such thats € C***, with s; € A, whereA is constellation alphabet.
Symbols; is intended for M$ only, ¢ € {0, 1}, but for cooperation

s = [807 81]T7

we consider instead laybrid CSI scenario where one transmitter hapurposes, we assume that each BS owns a copy of the globabkymb

full knowledge of its own CSI, and only statistical knowledgbout
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vector s (obtained through relay or fibers etc.). The autocorrefatio
matrix of the vectors is given by:

b, =E [SSH] R 2



where®, € C**2. For independent unit-variance da#®, = I. The final equation for optimal precoders can be shown to be the

A. Hybrid Channel State Information following (independent of symbol correlation):

We assume flat-fading channel conditions. The channel fr@n B HYG"GHo + oI, HYIGHEGH, } y
to both MS is given by matrixH; € C>*t_ Hybrid channel H{G"GH, HYG"GH + 1,
state informationat the transmitters is considered in the sense that Ao HYGH
BS; knows H; perfectly, but only has access to tiseatistics of { A, } = { HIGH } - (10)

H,, j # i, communicated to it via a low-rate feedback channel. ) )
This scenario can be considered realistic, because wtatishannel YSiNg G, we find the matricesd, and A, so that the power
information varies much more slowly than Rayleigh fadingdas Cconstraints in (7) are satisfied. The next step is to optirtfieego

easily broadcasted to the various cells. andgs, found from Ao and A;.
When differentiatingl, with respect tog; and g1, only the parts

Hl. LINEAR TRANSMIT FILTERING AND RECEIVE SCALING of L that containsG'’ are of interest, and we create the stripped
Before transmission, each Bdilters the data vectos with the  eypressions..

matrix A; € C"**?, yielding the vectorr; € CM**":
Le = Tr{(GHoAOdssAé{Héq +GHoAoD. Al Hi' +

GH A b, AYHY + GH, A9, AYH + G&,—
S, AUHT - ¢SA¥H{I)GH} S Tr{KGH} , (11)

x;=A;s, i€ {0, 1}. 3)
MS; receives the scalay;, yielding the total signal vectoy € C**!

y = [yo, y1]" = HoAos + H1A1s +v. (4)
. . . . . _and we have
v € C**! represents additive, white, signal-independent noisk wit
oL  OLg 0

- - (K YK )i ) 12
v:E[WH] c %2 5) or ~ Dot Bgr <90( Joo + g1( )1,1) (12)

In addition to the transmit filtering [13], we now extend to!Ne coefficientsy;, i € {0,1}, j € {0,1}, j # i, are given by
receiygr optimization for eac_h MSeparately_, thr_ough use of_a scalar gi= (B AVHI + &, AT HY)
coefficientg;, ¢ € {0,1}. This receive scaling is constructive both

(13)

under full and hybrid CSI, ensuring a continuous decreasthén ((HiAidisAfIHf{—kHiAi@sAfo—&—

MSE when increasing the power used. We define the diagonaixmat - - 1

G 2 diag([g0, ¢1]), and the final vector € C2*' becomes H;jAj®:A7 Hi +H;AjPsAj H; +45v)m-) :
z =Gy =GHoAos + GH1A1s + Go. (6) B. Iterative Search and Receive Optimization

MS; is assumed to have full CSI of its own channdl&f,); . and Starting from an initial guess, the two-step process in €a8h
(H1);.., but does not need to know the other MSs channels. Thec {0,1} of finding 1) the filtering matrixA;, from (10) and 2)
transmit filters used in the BSs are assumed known in both BtSs,the correspondindgo, g1}, from (13), iterates until it converges to
the optimization ofg; is performed with perfect knowledge of;, & solution. The matrixA; is used as in (3), while discarding the.
i € {0,1}. The total system in (6) is depicted in Fig. 1. Recall that for all cooperation scenarios, the receivers Hall
We consider per-base transmit power constraints on thempswe CSI and knowledge of all filtersA,, i € {0, 1}. It is important to
note that each MSthen only needs to know its own chann@if);,.
Tr{Ai®sAi} = P, i€{0,1} ) and(H);,., in order to computdg go, g1 } from (13). Note that these

IV. OPTIMAL SPATIAL FILTERING g; are, in general, not the same as those found by the BSs.

We consider strategies for linear filtering, based on thatjoiC. Hybrid CSI Optimal Filtering

transmit/receive MMSE criterion. As a reference perforogabound, In the case of hybrid CSI, the optimal joint MMSE beamformer
we use the optimal case, where full CSl is shared by all BSs.  cannot be obtained. Now, each BS optimizes its linear filtethie
A. Full CSI Optimal Filtering MMSE sense, from limited knowledge. We let each BS guess what

recoder filter type the other BS uses. We incorporate 8StatisCSI

or two guesses; the transmit MRC and the zero-forcing riaitén
this case with single-antenna receivers, we do not inclhdedceive
filter G in the guesses. This choice allows us to keep a simple
MSE=E. . [||z — s||2} , (8) optimization, while still obtaining good results.

The introduction of guesses means that the iteration destiin
section 1V-B, is performed separately in each BS, yieldiifgedent
MSE = Tr {GHvodisA(I){HglGH+GHvosbsAfIHfGH— rece@vg scaling matrice6r; = diag([g§0)’ gY)]),.i € {0,1}. Each

receiving MS is assumed to have full CSl for its own channel and
GHAo®s+GH A\ ® AV HIG"+ GH,1 A1 8, AT HG™  access to boti;. Then, from (13), the receive coefficieptis found.

GH AP, + GGPvGH—dssA(I){HgIGH—@sA{IH{{GH—F@s}. D. Transmit Maximum Ratio Combining (MRC) Guess

Here, BS guesses that BS4,j € {0,1},i # j uses a scaled
matched filter for transmission.

Here, Ag, A1 andG are all optimized jointly, based on access t
full, instantaneous CSl at both BS € {0, 1}. The filters are optimal
in the joint MMSE sense where the mean square error (MSE) is

which in the full CSI case yields

To optimize the filters under the distributed power constgiwe
use the Lagrangian method with the objective function gibgn

H{
L = MSE + 110 Tr {AogpsA{f} +uTr {AlgpsA{I} ) A= VP (14)



Viewed from BS, given (8) and (14), the MSE averaged oveiThe iterative search and how the receiving MSs find @hehat is

realizations of the unknowiH ; yields
En, [MSE| = Tr { GoHoAo®, A H' GYf — GoHo Ao~

S AYHIGY + VPIGoHoAy®,S1G +
VPG S19. A HY Gi| — VP®,S:1G{ +

PiGoW1GY — VPiGoS18, + GoBu Gl + &, | (15)
.. . N H H
where the statistic§; and W ; are defined a$; = E [HH e ] and

W, & g[HHI®HH]
¢ I1H ;%

W can be found by the estimators:

o (1)’

CHT s
(H<q>) ®.H (H(cn)H

| H ||

]. Estimates of these matrices; and

Q71 H(Q)

=05

q=0

Q-1 H(‘I)

=5

q=0

)

WhereHZ(.q) is the g-th realization of the channel, and found as:

e )= }{,vec H,] ), (16)
VC(H(q)) R}’ ((q))

where vec HS:,I) ~ C-/\/‘(OMtM,‘xthtMTxl) and Ry, =
E [vec (H;)vec” (H;)] is the covariance matrix.

Two Lagrangian multipliers are introduced for the two powe

constraints and then the optimization with respect to thecquler

in BS, is performed on the objective function
Lo = Ex, [MSE + 10 Tr {AoqssAgf } . a7)

Under the considered cooperation strategy, assuming fieaima-
trix @ is invertible and using symmetry for BSthe optimalA; at
BS;, i € {0, 1} can be written as

A= HfIGf{GiHi+uiIMt] 71H51fo[12 - \/chisj] , (18)

where we have that € {0,1} andj # . The equations foA;, i €

{0,1}, can be interpreted as modified MMSE transmit filters, wherd® =
the modification makes the use of the cooperating base’snethan

statistics. .

When finding the optimal coeﬁicient@,ﬁz), i,k € {0,1}, we see
that

0Lo 0

= (%) (0)
oy~ oty

where G; = diag([g$”, ¢{"]) and K is such thatK VG
contains the parts of (15) wittr!’ as the rightmost factor:

K'Y =G H;A®; A H! + VPGiHiAi®:S;+
VPG:S;®;ATH + P,GW; -, A HI -
\/Pj@sSj + GiP,

+ (") (K

11), (19)

used, is described in subsection IV-B.

E. Transmit Zero-Forcing Guess
Here, we look at the case where Bassumes that BSuses a
scaled-down zero-forcing (ZF), on the form of

HY(H,H)™?

A, =P L ,

U HTHHT) |

and vice versa for BSs assumptions on BS From (8) and (20), the
MSE averaged over all realizations of the unknokln, becomes:

Ex, [MSE=Tr{GoHoAcP. AJ Hi' G{ + (21)
VPIUIGoHoAo® G —GoHoAgD+
VPIULGo® AT HY G + PTGy ®. G +God, G-

(20)

VPIULGo®s— P A H GI'—VPiU18:.G{ + 8.},
whereU; £ [ﬁ] and T; & E[W} andt denotes the

Moore-Penrose pseudoinverse [14]. In an analogous way fasebe
finding U; andT; can be estimated usmg

Q q=0 Q q=0
We obtain an objective functior, similar to (17). Assuming an
invertible #; and symmetry, the optimal;, i,5 € {0,1}, 7 # 4, is:
A; :[HfIGf{GzHL + /J,Z‘I]\{JilHZHGZH(IQ —\/ PJUJGL)
These results again correspondriodifiedMMSE filters; incorporart-
ing the statistics of the unknown channel and the guess diiltéring
strategy of the cooperating base. We find the optimal coefftsg(z)

i,k € {0,1}, as in (19) using aK ) such thatk "G contains
the parts of (21) withG¥ as the rightmost factor.

KY=G,H,A®,A"H! — &, A"H + \/P;U,G.H,A,;®.+
VPU,G®ATH + P, T;G:®, + G:®, — \/P;U; .

Then, fori, j,k € {0,1}, j # i andG; = dlag;([g0 , 0 )]) we find
the optimal receive scaling coefficients

V= (. AHI + \/PU;®.),  (HiA:B A H +
\/FjUjHiAiés + \/FJUJésAZI{H"LFI + PJ'TJ'QSS + éu);}c

Again, the iterative search and how the receiving MSs findstiading
matrix G, is described in subsection IV-B.

(22)

’H(Q) H ’H(Q) H

F. Non-Cooperative Case

We assume partial CSI such that Bhows (H);,., the 1 x 2
channel from BSto MS;, i € {0, 1}. Seen from B§, after reception
and scaling, the total signal is assumed to be

(O)(Ho) Aos + g(()o)vo
9 (H1)1:Ars + g1 .
The MSE seen from BsSis then found from (8) and we optimize

the filters under the distributed power constraints, usim@lgjective
function on the form of (17). From this, BSi € {0, 1} arrive at the

; (23)

The above and symmetry together yield what the base statiqBfowing conditions for optimality:

perceive as the optimal coefficients @&; = d1ag([gO , go)])

i,7,k € {0,1}, andj # i
g = (8. ATH! + &, VPiS)), . <[(HiAidis)

—1

(APHI 4 VES) + 0+ VES @Al HE e PW)] )

Ai :(lg(2)|2(HL)’fI(HL)L + pilar, )~ (gz( ) (H) &8, ",

Correspondlngly, each BSarrives at a scaling matrbdG; =
dlag([gé ), g{"]), assumed to be used in the receivérs, € {0, 1}:
-1

gk (5155 SAH( )f{)k k ((Hz)‘AzgpsAiH(H‘)lH—’_ Ug)k,k7

’
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Fig. 2. MSE versus SNR for cooperative transmission, usimgtivo-antenna
BSs and two single-antenna MSs, using noise variarjce= 0.05 andrip =
0 dB, averaged over 1000 channel realizations.

As before, the iterative search and how the receiving MSs tfiied
G that is used, is described in subsection IV-B.
V. SIMULATIONS

Our numerical simulation system consists of two transnuti8Ss
and two receiving MSs. Each BS is equipped with = 2 antennas,
while the MSs have only//,. = 1 antenna.

We obtain the MSE versus signal-to-noise ratio (SNR), ferfthur
described approaches at optimizing the transmit and red#iers
A;, i € {0,1} and G, each using different levels of CSI at the
BSs. We define the SNR as SNR P/o2, whereP = Py = P,
is the power available at each BS and the noise variance id éize

oy =0.05, &, = o, I>. The MSE per source signal at each SNR sy

averaged over 1000 channel realizations.

The intercell loss ratioiy is defined as the ratio between own-cel
and inter-cell average channel gain. In Fig.rg, = 0 dB, signals
from both BSs experience the same average large-scale gsattoh
the way toboth MS. In Fig. 3, we haverjy = 3 dB.

In Fig. 2, the best MSE-results are obtained by the approach

using full CSI. As expected the proposed hybrid CSI schem
yield performance in between the optimal and the non-cajver
scenarios. In the high SNR region, playing the cooperatiamey
using the ZF assumption yields better result than assunnargsmit
MRC, as the optimal MMSE filter is closer to the ZF in moderate t
high SNR levels.

In Fig. 3, we see that more intercell loss hurts the full C®lesue,
because this means less total power received. The appsashe
partial CSl, with the transmit MRC or transmit ZF assumpsioare
not affected much, we observe a slight improvement at higiR. SN
The non-cooperative approach, however, clearly benefits fthis
increased path loss. This makes intuitive sense, as iredeatercell
path loss means that cooperation between cells is less fampor

VI. CONCLUSIONS
We investigate spatial multiplexing signalling betweer tvooper-
ating base stations communicating each with users in twghbeiur-
ing cells. We propose a practical transmission strategy dékploit
hybrid (mixed instantaneous and statistical) channeé stdbrmation
at the transmitters.

SNR [dB]

Fig. 3. MSE versus SNR for cooperative transmission, usimgtivo-antenna
BSs and two single-antenna MSs, using noise variarjce= 0.05 andrip =
3 dB, averaged over 1000 channel realizations.

We show that cooperation is possible thanks to a game soenari
where each base station makes certain assumptions abolethe
haviour of the cooperating base in terms of the spatial filszd.
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