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ABSTRACT

The paper presents a new approach to geometry-based
stochastic channel models that can be used for simulating
MIMO systems. We use twin-clusters to represent mul-
tiply reflected or diffracted multipath components. The
location of the two twins can be chosen independently, in
order to correctly reflect DoAs, DoDs, and delays. The
model is thus more accurate than existing single-scatterer
approaches. Simulation results, using a publicly avail-
able version of our model, show a very realistic behavior
of our model.

1. INTRODUCTION

MIMO (multiple-input - multiple-output) systems have
emerged as one of the most promising approaches for
high-data rate wireless systems [1], [2]. In principle, the
information-theoretic capacity of these systems can in-
crease linearly with the number of antennas. In order
to achieve or at least approach those capacities, sophis-
ticated signal processing algorithms (like BLAST [3])
and coding strategies [4] have been developed, and re-
search on those topics continues. Furthermore, MIMO
systems are now being introduced into standardized sys-
tems, including the IEEE 802.11n standard for high-
throughput wireless local area networks [5], and the long-
term evolution (LTE) of the third-generation cellular stan-
dard 3GPP, as well as for metropolitan area networks like
IEEE 802.16 (WiMax).

In order to design MIMO systems and assess their per-
formance, realistic channel models that are suitable for
multi-antenna systems are required. Due to the high im-
portance of this topic, a lot of effort by the channel mod-
elling community has been spent on this, and two types of
channel models have emerged: models that describe the
transfer function between the antenna elements, and so-
called ”double-directional models” [6], which describe
the directions-of-arrival and directions-of-departure of
the multipath components (MPCs) in the channel. The
latter models are especially suitable for system design,
because they allow to analyze the impact of different an-

tenna arrangements, channel changes by the presence of
a user, etc.

In general, there are three generic approaches for chan-
nel modelling [7] (i) stochastic models, (ii) determinis-
tic (ray-tracing) based models, and (iii) geometry-based
stochastic models (GSCMs). GSCMs are an efficient and
natural way to simulate propagation channels: the loca-
tion of scatterers and other interacting objects is placed
at random, according to a certain probability distribution;
during the simulation, the propagation of the MPCs from
the transmitter to the receiver is then traced. GSCMs have
been used for the simulation of systems with receive di-
versity antennas since the 1970s [8], and developed in
more detail in [9], [10], [11] A more general, cluster-
based model was introduced in [12]. Ref.[13] also in-
cludes the Doppler effect. The GSCM was also suggested
as one method for implementing the standardized COST
259 channel model [14].

The GSCM papers mentioned above are based on the as-
sumption that MPCs undergo only single-interaction pro-
cesses on the way from the transmitter to the receiver.
Even in those cases where an MPC undergoes multiple
interaction processes, all those processes could be repre-
sented adequately by ”equivalent” single-interaction pro-
cesses. If there are multiple antennas only at one link
end, then it is always possible to describe the properties
of an MPC (delay, angle-of-arrival) by an ”equivalent in-
teracting object (IO)”. In other words, we can always
place an IO in such a way that a single-interacting pro-
cess leads to the desired delay and angle-of-arrival[15].
However, such an equivalent representation is not pos-
sible in MIMO systems. A number of attempts have
been made at generalizing GSCMs to the MIMO case.
[16] suggested a two-ring model (scatterers placed near
the BS, and near the MS) that explicitly models double-
interaction processes, and allows an explanation of the
so-called ”keyhole” effect. [17] gave a comprehensive
model that included single- and double-interactions, as
well as wave guiding and other effects; however, the large
number of parameters makes this model difficult to pa-
rameterize from measurements.

In this paper, we propose a new approach that is based on
the concept of ”twin clusters”. In essence, we geometri-



cally place two closely coupled clusters of IOs. MPCs
originate from the transmitter, travel from there to the
first cluster, are transferred to a corresponding IO in the
”twin cluster”, and from there to the receiver. The posi-
tion of the clusters is chosen in such a way that both the
directions-of-departure and the directions-of-arrival are
reproduced correctly; the transferring between the two
clusters adds a delay that also matches the measured de-
lay of the MPCs. Thus, the method is capable of pro-
ducing any desired DOA/DOD/delay distribution of the
MPCs; furthermore, the method is very computationally
efficient. For this reason, it has also been adopted as a
fundamental modelling approach for the COST 273 stan-
dardized model, [18]. For the parametrization of our
model angular and delay statistics of the MPCs are re-
quired. [19] and [20] propose a methodology of analyz-
ing measurements based on clusters and MPCs. These
statistics can be used for the parametrization of our
model.

The remainder of the paper is organized the following
way. Section 2 describes the basic model structure, fol-
lowed by a discussion on the visibility of clusters due to
the movement of the MT. The intra cluster power weight-
ing and distribution of the MPCs is discussed in Sec-
tion 4. In Section 5 we give a reference on the source code
of our model which we used for deriving all of our results
described in Section 6. Finally concluding remarks are
made in Section 7.

2. MODEL STRUCTURE

In geometry-based stochastic channel models, it is as-
sumed that each wave is reflected or diffracted at an in-
teracting object (IO) and propagated towards the receiver.
IOs are usually grouped into clusters, corresponding, e.g.,
to groups of buildings or objects in a room. In contrast
to ray-tracing models the IOs are placed in accordance
to stochastic distributions and not real world scenarios
(maps). We have chosen a set of nine parameters that de-
scribe the propagation properties of a single path includ-
ing polarization. The parameters are given in Table 1.
The paths are defined as they are observed by the anten-
nas. From the Tx antenna towards the first interaction
and from the last IO towards the Rx antenna. There is no
difference between single-bounce and multiple-bounce
paths.

The impulse response can be written as the sum of all the
MPCs

H(τ, θDoA, θDoD, φDoA, φDoD) =
∑S

s=1
Γsδ(τ − τs)δ(θ − θDoD,s)δ(θ − θDoA,s)

δ(φ − φDoD,s)δ(φ − φDoA,s), (1)

where S denotes the number of paths, H keeps the im-
pulse responses of all four main polarization combina-
tions

H =

[

hV V hV H

hHV hHH

]

, (2)

and Γ is the polarization matrix of the attenuation coeffi-
cients

Γs =

[

AV V,s AV H,s

AHV,s AHH,s

]

. (3)

The elements of Γ are typically complex valued allowing
for independent phase shifts of polarization components
of each path. Note that all the parameters are time-
dependent. To keep the formula readable the time-index
is omitted for all the parameters.

The detailed properties of the antennas remain unspeci-
fied at this point. The directivity and orientation of the
antennas will have strong influence on the radio chan-
nel. In the simplest case of omni-directional antennas
at both sides, H simplifies to hV V and all the other pa-
rameters can be neglected since none of the antennas can
’see’ the corresponding contributions. For this paper we
will restrict ourselves to the vertical-to-vertical polariza-
tion component only. An extension to the dual polarized
cased can be found in [21]. The polarization matrix Γ is
therefore reduced to AV V,s which will be called As in the
following for simplicity.

In single-bounce geometry-based models, it is assumed
that there is only interaction with one IO for each wave
[22], [23], [24]. Such models are well suited for smart an-
tenna systems with an antenna array only at one link end.
Due to the geometrical placement of objects in space the
relation between DoD, delay and DoA is given by a tri-
angulation. Only two out of these three parameters can
be chosen, the third one is derived from the geometry. In
MIMO systems, however, this is approach is insufficient1.
To avoid the limitations of single-interacting clusters re-
searchers have started to include double-bounce paths in
their models [25]. Each path interacts at an IO related to
the transmitter and an IO related to the receiver. The in-
crease in complexity of such a model is tremendous. For
a set of SN objects at the transmitter and SM objects at
the receiver the total number of paths S, which have to be
evaluated, is the product of both values

S = SNSM . (4)

To overcome this limitation, we introduce the concept of
twin-clusters in COST 273. One cluster is split up into
two representations of itself: one that represents the clus-
ter as seen by the BS and one as it is seen by the mobile
terminal (MT) (Figure 1). The two representations are
linked via a stochastic cluster link delay τC,link which is
the same for all IOs inside a cluster. The cluster link de-
lay ensures realistic path delays as, for example, derived
from measurement campaigns, whereas the placement of
the clusters is driven by the angular statistics of the clus-
ter as observed from BS/MT respectively. Note that this

1Geometry-based channel models show an abstract illustration of
measured scenarios and the obtained parameters. Measured parameters
are quantized to pdfs and these pdfs are taken to generate single realiza-
tions for the model. Even, if in real life the propagation is dominated via
single bounce MPCs, it cannot be assured that the mapping of clusters
based on individual statistics of delay, DoD, and DoD gives meaning-
ful results. Joint statistics of these three parameters would be necessary
to model an environment dominated by single-bounce MPCs via single
interacting objects only.



approach is different from any multi-bounce model [26]
since the twin-cluster is only one cluster having a defined
shape and placement of IOs inside the cluster. It is placed
twice on the map and both realizations look identical, like
twins. Each ray propagated at the transmitter is bounced
at each IO in the corresponding cluster and reradiated at
the same IO of the twin cluster towards the receiver. In
between the two representations of the cluster only the
cluster link delay is added which is the same for all MPCs
of a cluster. The shape of the cluster is an ellipsoid where
the sizes of the main axes are defined by the delay spread
and the angular spread in azimuth and elevation. Due
to different angular spreads at MT and BS the cluster at
the MT might become a scaled version of the BS cluster.
Such a scaling applies on the positions of the IOs as well.
Furthermore each IO at the BS-side cluster has exactly
one counterpart at the MT-side. Therefore the total num-
ber of multipath components is equal to the number of
IOs. The distribution of IOs within a cluster is discussed
in Section 4.

BS
MT

d
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d
MT

d

d
C

d

Figure 1. The Twin-cluster concept.

In the following the concept of how to model a cluster
based on above assumptions is developed. The large-
scale behavior is an essential part of the model. All
components of the model are placed on a map covering
the simulation environment. This facilitates to model the
movement of MTs and clusters compared to an approach
in the delay-azimuth plane.

In a first step the start positions of the BS and MT are
assigned (Figure 1). The spreads ϕBS/MT and directions
φBS/MT of a cluster in azimuth are assigned at random
from the corresponding distribution functions

φBS = F(ΦBS), (5a)
φMT = F(ΦMT), (5b)
ϕBS = F(ΦBS), (5c)
ϕMT = F(ΦMT). (5d)

The distance of the cluster from BS or MT are given
as a stochastic parameter dBS = F(DBS) and dMT =
F(DMT)(Figure 1). If this parameter is not available we
use the following geometric approach. The goal is to get
a circular cluster shape in the azimuth-delay plane. The

size of the cluster in delay direction dτ (following the line
away from the BS/MT) and the size in azimuth direction
dC are by definition the same: dC = dτ . The position of
the cluster in space is therefore computed by

dBS =
dτ

2 tan(ϕBS)
, (6a)

dMT =
dτ

2 tan(ϕMT)
, (6b)

where dτ = 1

2
τc0. Note that the parametrization is not

based on any physical argument. The size of the cluster in
elevation is now straight forward using the angular spread
in elevation

ϑBS = F(ΘBS), (7a)
ϑMT = F(ΘMT), (7b)

of the cluster. Geometrical considerations lead to

hBS
C = dBS tan ϑBS, (8a)

hMT
C = dMT tan ϑMT. (8b)

The angular directions of the cluster in elevation

θBS = F(ΘBS), (9a)
θMT = F(ΘMT), (9b)

are now obtained from their corresponding distribution
functions as the last step to fix the cluster in space.

Note also that if talking about spreads and the result-
ing dimensions of clusters, we always mean the σ-RMS
spread. A cluster should cover an area of about 3σ for
simulations. Figure 1 shows the cluster definition for the
2-dimensional case. Note that the spreading of the cluster
can be represented either in the geometrical plane (like in
Figure 1), or in the delay-azimuth plane. It is obvious
that the position of a cluster as seen from the BS is not
the same as it is seen from the MT. An additional cluster
link delay τC,link is introduced, which ensures that the to-
tal delay of the cluster τC corresponds to the definitions
of the scenario

τC = τC,BS + τC,link + τC,MT, (10)

where τC is obtained from the cluster delay pdf F(τC)
which is an exponentially declining function [27]. The
cluster link delay τC,link is calculated once when the clus-
ter is placed. It may happen that this cluster link delay
τC,link of a cluster becomes negative. A negative link de-
lay occurs if the delay of the propagation path from the
BS to the IO plus from the IO to the MT together is
larger than the total path delay. Note that the distance
of the cluster from BS/MT and the cluster delay are cho-
sen from independent distribution functions. As long as
there are no joint distribution functions of the inter cluster
delay spread and the angular spreads defined this effect
may happen but has no influence on the validity of the
model. In [28] joint angular and delay statistics are pro-
posed. This novel approach avoids negative cluster link
delays. However, a negative cluster link delay is some-
how non physical and can be avoided via replacing the



corresponding cluster.
For a better illustration of the idea of the twin clusters
Figure 2 shows a simulation scenario which covers 4 twin
clusters. Each cluster has the shape of an ellipsoid. The
IOs are depicted as small spheres. Due to different angu-
lar spreads at the MT and the BS the corresponding twins
of one cluster are scaled versions of each other. This is
the same as in real life: if you look at a twin from an-
other perspective it may look different. But the distribu-
tion of IOs inside the cluster remains the same, it is just
distorted. The clusters are numbered from 1 to 4 and the
cluster number 1 at the BS side corresponds to its twin
at the MT side. Different clusters may overlap. Overlap-
ping may occur between two clusters of one side or one
BS and one MT cluster twin. In the given example in Fig-
ure 2 clusters 1 and 3 overlap at the MT side but do not
overlap at the BS twin.

Figure 2. Example for the distribution of 4 twin clusters.

3. CLUSTER VISIBILITY

In contrast to the local cluster (i.e., the cluster around the
MT) all other clusters are visible in certain regions only.
In literature two differing approaches can be found: the
placement of visibility regions [22] and a more stochas-
tic approach using a birth-death process [29]. We have
chosen the approach using visibility regions since it fits
naturally into the geometric description of the simulation
environment. The approach follows the method of COST
259 [30] and is repeated here for the convenience of the
reader. The visibility regions are placed uniformly within
the simulation area. Each visibility region corresponds
to exactly one cluster and determines the position of the
cluster. This may result in a huge set of clusters but only
few of them are visible at a time and have to be consid-
ered for the computations. If the MT is in a visibility
region, then a cluster is active and contributes to the im-
pulse response; if the MT is outside the visibility region,
the cluster does not contribute. The visibility region is
characterized by RC: size of the visibility region [m].
LC : size of the transition region [m]. The size of such a
visibility region depends on the simulation environment
and is in the range of a few meters for pico-cells up to
several hundred meters in rural areas. A smooth transi-
tion from a non-active to an active cluster is achieved by
scaling the path gain of the cluster by a factor A2

m. The

transition function used is

Am (r̄MT ) =
1

2
− 1

π
arctan

(

2
√

2y√
λLC

)

(11)

with
y = LC + |r̄MT − r̄m| − RC . (12)

where r̄m is the center of the circular visibility area and
λ is the wavelength. Furthermore, the visibility region
is characterized by the probability density function of its
location which depends on the distance between the vis-
ibility region and the BS. In order to give a constant ex-
pectation for the number of clusters that equals NC, the
area density of the visibility regions needs to be [27]

ρC =
NC − 1

π (RC − LC)
2

[

m−2
]

. (13)

ρC denotes the probability of a cluster center at any po-
sition of the simulation area. If RC increases the total
number of clusters needed for a scenario decreases.
The position of the cluster belonging to one visibility re-
gion is discussed below. The positions of the clusters
should be fixed only once the MT enters a visibility re-
gion. Note that the resulting cluster is fixed in space and
stays fixed as long as it is visible.
To combine the idea of visibility regions with the MT po-
sition dependent distribution of clusters each cluster has
to belong to exactly one visibility region. Since the MT
is moving through the visibility region but the cluster is
fixed in space, the MT position is not taken into account
for the cluster placement. Instead the center of the vis-
ibility region is used for the cluster placement. This ap-
proach even allows to place all the clusters before the start
of the simulation which is a benefit for real time channel
simulators since the real time computational effort is re-
duced.

4. MULTI-PATH COMPONENT DISTRIBUTION
AND WEIGHTING

We have chosen an approach where small scale effects
are separated from large scale effects and the individual
parameters represent the structure of the model based on
clusters and MPCs:

As = PclAMPC,s, (14)

where Pcl denotes the attenuation coefficient of the whole
cluster cl which allows for easy inter-cluster power ad-
justment. The attenuation of the single MPCs AMPC,s in-
fluences the intra-cluster power delay profile and angular
spreads and is discussed in detail in Section 4. The goal
of the MPC placement and weighting is to achieve prede-
fined angular-delay power-spectra (ADPS) for each clus-
ter. Such spectra are, for example, defined in COST 259
and COST 273. The intra-cluster delay spread is defined
there as exponentially decaying and the azimuth-spread
has a double-sided Laplacian shape in [22]. In [31] the
von Mises distribution is proposed for the placement of
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Figure 3. The rotation of the twin cluster at the MT and
the BS side.

IOs inside a cluster instead of defining the intra-cluster
angular and delay spread2. For our model the placement
of the IOs inside the cluster follows a specific rule to
ensure the predefined size of angular and delay spread.
First, IOs are distributed according to a three-dimensional
Gaussian distribution with variance σ = 1 inside a sphere

−→r = N
(

0,

(

1 0 0
0 1 0
0 0 1

))

, (15)

where N denotes a Gaussian distribution. This distribu-
tion of IOs is then transformed separately to the BS-side
cluster and the MT-side cluster by

−→r BS
C,IO = −→r





dC
dC
hBS

C



T(φBS, θBS), (16)

−→r MT
C,IO = −→r





dC
dC
hMT

C



T(φMT, θMT), (17)

where T denotes the rotation matrix in space

T(φ, θ) =

(

cos(φ) cos(θ) − sin(φ) cos(φ) sin(θ)
sin(φ) cos(θ) cos(φ) sin(φ) cos(θ)
− sin(θ) 0 cos(θ)

)

(18)
The rotation of the cluster is also depicted in Figure 3.
This approach differs slightly from the COST 273 ap-
proach where an additional rotation of the MPCs at the
MT side was proposed. It turned out that this additional
rotation is not necessary for realistic PDPs.

5. IMPLEMENTATION OF THE MODEL

To exemplify the description of the model given in this
paper and to aid further developments in the field, a Mat-
lab implementation of the model is published under the
GNU public license agreement. The source code can be
downloaded from www.ftw.at/cost273/. It contains the
twin clusters as part of the COST 273 MIMO channel

2For the IO placement the shape of the von Mises distribution is
close to the shape of a truncated Gaussian distribution but easier to com-
pute.

model where the twin clusters were first introduced. The
novel concept of twin-clusters is based on measurement
evaluations and allows the usage of the model for several
environment. As an example, a parameter set for a large
urban macro cellular environment is given in Table 2.
The parameter set is based on the COST 273 large ur-
ban macrocell scenario. However, our model only needs
a subset of parameters of the comprehensive COST 273
model.

6. RESULTS

All the results of this section are based on the publicly
available implementation of the model (see Section 5).
The parameters of the large urban macrocell scenario (Ta-
ble 2)were chosen. The COST 273 LUM scenario in-
cludes a local cluster around the MT. This cluster can be
modelled using the twin cluster approach by placing both
twins above each other at the position of the MT. The ad-
ditional cluster link delay τC,link has to be set to zero for
this cluster. The size of the cluster is determined by its
angular spread as seen from the BS. All other clusters are
placed according to the standard rules for placing twin
clusters (see Section 2)
The transmit and receive side are using uniform linear
arrays (ULA) with a spacing of λ/2. The characteristic
of all antennas is isotropic. Furthermore a UMTS sys-
tem with a center frequency of 2 GHz and a bandwidth of
5 MHz is assumed.
In Figure 4 the receive power levels of the first two Tx
and Rx antennas of a 4x4 system with an antenna spac-
ing of half a wavelength are shown. The signals show the
typical small scale fading due to the multi path propaga-
tion with some deep fading dips. The resulting MIMO
capacity is given in Figure 5. In addition to the standard
antenna spacing of λ/2 we have also computed the ca-
pacity for an antenna spacing of λ/10, 5λ, and 15λ. As
expected, the capacity increases for larger antenna spac-
ings. For comparison the capacity of the i.i.d. channel is
shown as well. Finally Figure 6 shows the Doppler spec-
trum of a single realization of the channel and the av-
erage Doppler spectrum averaged over 500 realizations
of the channel. The speed of the MT was chosen at
vMT = 50 m/s resulting in maximum Doppler shifts of
νD = ±vMT

fc
c0

= ±333 Hz. The average Doppler spec-
trum shows the classical ’bath-tube’ effect of the well
known Jake’s spectrum [33]. It is slightly flatter since
the channel model takes the elevation into account and
is therefore not a 2-d model which is a precondition for
obtaining the Jake’s Doppler spectrum.

7. CONCLUSIONS

We are proposing a new way of modelling multiple inter-
actions of multipath components with IOs between trans-
mitter and receivers. The model is based on the concept
of twin clusters that allow an independent adjustment of
DoAs, DoDs, and delays, possibly based on measurement
results. The model is therefore well suited for MIMO
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Figure 4. The receive power of the first 2 Rx and Tx an-
tennas of a 4x4 MIMO system. Curves using the first Tx
antenna are plotted in red and for the second Tx antenna
in black. The solid lines denote for the first Rx antenna
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Figure 5. The MIMO capacity of a 4x4 MIMO system
with antenna spacings of 0.1, 0.5, 5, and 15λ. For com-
parison the capacity of an i.i.d. channel is shown (red,
dash-dotted line).

channels.
The concept of the model allows for easy adaptation to
several environments. Local clusters and far single inter-
acting clusters, as e.g. in COST 259, can be modelled as
special cases of the twin-cluster concept. In both cases
the BS cluster twin and the MT cluster twin have to be
placed on top of each other and the cluster link delay is
set to zero.
The results show a very realistic behavior of our chan-
nel model. Properties of the wireless MIMO channel like
the Doppler shift of the MPCs are inherently given by the
model due to its geometry based design. The achieved
MIMO capacity strongly depends on the antenna spacing
but also on the environmental parameters like number of
clusters and angular spreads.
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Figure 6. The Doppler spectrum of a single realization
of the channel (black curve) and the Doppler spectrum
averaged over 500 realizations (red, dash-dotted line).
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R. S. Thomä, “Measurement and analysis of mimo
channels in public access scenarios at 5.2 ghz.” in
Proc. WPMC Wireless Pers. Multimedia Commun.,
Aalborg, Denmark, 2005.

33. W. Jakes, Microwave Mobile Communications.
New York: John Wiley, 1974.



AV V,s Attenuation of the vertical co-polarized path component of path s
AV H,s Attenuation of the cross-polarized part of the sth path (from V to H)
AHH,s Attenuation of the horizontal co-polarized path component of path s
AHV,s Attenuation of the cross-polarized part of the sth path (from H to V)

τs Path delay of path s
φDoD,s Direction of Departure in Azimuth of path s
θDoD,s Direction of Departure in Elevation of path s
φDoA,s Direction of Arrival in Azimuth of path s
θDoA,s Direction of Arrival in Elevation of path s

Table 1. Set of parameters defining one MPC.

Parameter Value Comments, including references
fc [Hz] 900 MHz - 2 GHz 2 GHz is typical because of UMTS
hBS [m] 50 from COST 259
hMS [m] 1.5 pedestrian walking−→r BS [m] (0,0,0) origin of coordinate system−→r MS [m] uniform distributed in cell area
cell radius [m] 1000
Visibility region

RC [m] 100 from COST 259
LC [m] 20 from COST 259

Average number of clusters NC 2.18 from COST 259 (BU)
Number of MPCs per cluster NMPC 20 from [32]
Cluster delay F(τC) 0.5 / 3
Inter cluster angular spread at BS

F(ΦBS) [o] U[0, 360[
F(ΘBS) [o] U[−10, 0]

Inter cluster angular spread at MT
F(ΦMT) [o] U[0, 360[
F(ΘMT) [o] U[0, 45]

Intra cluster delay spread
µτ [µs] / στ [dB] 0.4/3

Intra cluster angular spread at BS
F(ΦBS): µϕBS [◦] / σϕBS [dB] 0.81/0.34 from 3GPP;
F(ΘBS): µϑBS [◦] / σϑBS [dB] 0.5/3 from COST 259

Intra cluster angular spread at MT
F(ΦBS): µϕMT [◦] / σϕMT [dB] 35 / 0 from 3GPP
F(ΘBS): µϑMT [◦] / σϑMT [dB] 10 / 3

Table 2. Parameter set for a large urban macro cell environment [21].


