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Abstract— We consider some known techniques for transmit-
ting an analog source under the quadratic distortion criterion
over a slowly-varying fading AWGN channel. We examine the
case where the source is actually compressed, i.e., the source
bandwidth is larger than the channel bandwidth. This makes
the problem non-trivial. We optimize progressive transmission,
superposition coding and a analog-digital hybrid approach in
order to achieve minimal average distortion. Then, we compare
the resulting optimized systems in terms of average and instan-
taneous reconstructed signal to noise ratio.

I. INTRODUCTION

Modern telecommunications often involve the transmission
of analog sources over digital channels. Paramount examples
are digital TV and audio broadcasting (DTV, DAB) and
transmission of pictures over wireless radio channels in 3G
mobile phones. In this case, bit-error probability at the output
of the channel decoder is no longer a good measure of
performance. On the contrary, the end-to-end distortion is
more representative of the quality of transmission. In some
lucky sporadic cases, such as a Gaussian source over a
Gaussian channel with the same bandwidth, it is well-known
that “analog transmission”1 is optimal [1]. Nevertheless, the
main interest in using digital techniques is to improve spectral
efficiency, i.e., to maximize the number of source samples per
channel use. In order to achieve high spectral efficiency, the
source must be compressed. Digital systems can be optimized
to achieve asymptotically optimal performance at a given
target

� � � �
, but they perform poorly for SNR below this

target and they do not take advantage of better channel
conditions when the actual SNR is above the target SNR. This
is called “threshold effect”. On the contrary, analog schemes
improve gradually their reconstruction signal to noise ratio
as the channel signal to noise ratio improves. Traditionally,
digital schemes are designed based on Shannon’s separation
principle that states that no loss in performance is incurred
when designing source and channel coding scheme separately
[2]. However, this does not take into consideration complexity

1By analog transmission we indicate that the source is sent directly through
the channel up to some scaling (in order to meet the transmit power constraint).
This can be seen as regular analog AM.

and delay and it does not hold for non-ergodic scenario such
as the slowly fading AWGN considered here.

In this paper we consider the simplest possible scenario
of this kind, which is, nevertheless, not yet fully solved. We
consider a Gaussian i.i.d. source with bandwidth � 	 that has
to be transmitted over a band-limited channel with bandwidth

� � under the end-to-end quadratic distortion criterion. As mo-
tivated before, we assume spectral efficiency �


� � 	 � � � � � .
We consider the so-called block-fading (BF) AWGN channel,
for which the channel gain is random but constant over the
duration of a codeword. The coding block length is assumed
large enough such that any rate below the instantaneous chan-
nel capacity for the given fading realization can be decoded
with negligible probability of error, while any rate above
the instantaneous channel capacity yields probability of error
close to � . The BF-AWGN channel is a useful mathematical
abstraction that models very slowly-varying fading channels
as for example stationary terminals such as TV receivers, or
the path loss determined by the distance to the base station
in a mobile cellular communications. In these cases, the
fading changes much more slowly that the coding delay and
the channel behaves non-ergodically (see [3] for a thorough
discussion). Moreover, the BF-AWGN channel under the as-
sumption made here that the transmitter is not informed of the
channel fading (but it knows its statistics), may also model a
Gaussian broadcast channel [4] with � � � users, such
that the empirical distribution of the users SNRs converges
almost everywhere to the fading cdf. For this scenario, we
optimize and compare three well-known strategies: progressive
transmission, superposition coding and a hybrid digital/analog
scheme ( HDA). We optimize these schemes by minimizing
the average end-to-end distortion for given transmit power �
and fading statistics (assuming a continuous pdf � � �  " and
cdf # � �  " ).

“Progressive transmission” is an approach widely used in
practice. The source is split into independent streams mapped
onto channel codewords with different coding rate and possi-
bly different energy per channel symbol. The codewords are
sent through the channel in sequence (time-sharing). In [5]



the optimization analysis is carried out for Binary Symmetric
Channel (BSC) and Binary Erasure Channel (BEC). Using this
principle, [6] characterizes an achievable average distortion
region for the broadcasting of a common source. The splitting
of the source is represented by an ideal successive refinement
source encoder [7] that provides independent levels of infor-
mation.

A broadcast approach to the BF-AWGN channel was pro-
posed and analyzed in [8] in order to maximize the average
transmission rate. It consists of splitting the information mes-
sage into � � � parallel streams and mapping each stream
onto a layer of a superposition coding scheme. Each layer
is modulated with a power level and optimized such that the
average successfully received rate is maximized. Following
the approach of [8] yields unmanageable expressions due
to the fact that the distortion is a non-linear function of
the rate and the elegant solution of [8] does not apply. A
more practical approach for the multiresolution/superposition
framework is given in [9], where the authors give an algorithm
that jointly optimizes the multiresolution source codebook,
the (multilevel) modulation constellation and the decoding
strategy by minimizing the overall distortion.

Finally, in [10] some hybrid digital/analog schemes based
on bandwidth and power splitting are proposed. These schemes
generally outperform the superposition or time-sharing ap-
proach in terms of the achievable distortion region for a two-
user broadcast channel, thanks to the presence of the analog
signal. In particular, for the case � � 	 , [10] proposes a
scheme formed by two layers, analog and digital, modulated
with different power levels and superimposed. While the
authors optimize the system in order to achieve asymptotically
optimal performance for a particular target SNR, here, we op-
timize the scheme in order to minimize the average distortion
for a given fading distribution.

II. PROGRESSIVE TRANSMISSION

A multiresolution source encoder splits the source into �
independent layers of information. Each level has a source
coding rate 
 � bits/source sample and it is mapped onto a
codeword belonging to a channel code 
 �� , modulated with a
different power coefficient. We consider ideal source and chan-
nel codes characterized by their rate-SNR pair � 
 � � � � (channel
codes) and their rate-distortion pair � 
 � � � � (source codes).
Under the hypothesis of a Gaussian source and quadratic
distortion measure, the source is successively refinable, i.e the
distortion-rate function is achieved at each level � � �  " # % �
and � ' � 	 . Codeword ( has coding rate 
 � � )* , , where-

is the number of bits output by the ( -th layer of the
multiresolution source coder and . � is the blocklength and
the SNR threshold is � � . Figure 1 illustrates this scheme. The
spectral efficiency is given by

� � 	
 � 1 3� 5 7 7# , 8 39 � 5 7 	
 � � 	� 
 �

Define ; � as the energy per channel symbol used to transmit
the < = th codeword. The total power > can be computed as

> � 39
� 5 7 . �1 3� 5 7 . � ; � � � 
 � 39

� 5 7 ; �
 �
Define a set of fading thresholds ? A C 7 A E E E A C 3 (whereC 3 I 7 � � ) such that layers up to < can be decoded if J LM C � � C � I 7 N . Assuming ideal Gaussian channel codes, the < -th
code rate is given by 
 � � P R S " � 	 V C � ; � � . Call now X � � 7# Y
and Z � � \ Y# Y . It follows that

C � � _  7 ` b Y = 	 d X �Z � (1)

We wish to solve the following minimization problem

e f gh i j � k l m s n o n 39 � 5 7 X � � 	� 
 � � r 39 � 5 7 Z � � >� 
 � (2)

where � k l m � 
 � � t � v � has the following expression

� k l m � 
 � � t � v � � w x � C 7 � V 39
� 5 7 � � � w x � C � I 7 � = w x � C � � � (3)

with C � defined in (1) and 
 � is fixed.
The associated Lagrangian functional } is given by

} � � k l m � 
 � � t � v � V � 39 � 5 7 X � V � 39 � 5 7 Z �
For the Kuhn Tucker’s conditions it follows that the partial
derivative with respect to X � and Z � has to be greater or equal
to 0,� }� X � � � � � � x � C � � � _  7 ` b Y = 	 d X � =  7 ` b Y P g  X � Z � � V � � ?� }� Z � � � � � � x � C � � � = X � _  7 ` b Y = 	 dZ "� � V � � ? (4)

(5)

where � � � � � � � 7 = � � . Z � can be found as a function of� � � and X �
Z � � 	� _  7 ` b Y = 	 d X "� 7 ` b Y P g  = _  7 ` b Y = 	 d X � (6)

where � is defined as � �� �� . The value X � is then obtained
as = � � � � � X � � � � V � � ? (7)

where � � X � � � � is defined as

� � X � � � � �� � x � �  7 ` b Y P g  = _  7 ` b Y = 	 d X �X � � E
� � _  7 ` b Y P g  = _  7 ` b Y = 	 d X � d "

X �� _  7 ` b Y = 	 d � (8)
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Fig. 1. & ( * Progressive transmission-based scheme, & + * Superposition-based scheme.

III. SUPERPOSITION-BASED TRANSMISSION STRATEGIES

We consider now a superposition-based approach where
each level is mapped onto a codeword of “a basic channel
code” , . modulated at different power levels. The codewords
are superimposed and sent through the channel. Each layer
has source coding rate / 0 bits/source sample and channel
coding rate / 2 bit/channel uses, so that 3 4 / 2 5 / 0 . Figure
1 shows the block diagram of the superposition scheme. The
SNR threshold of the mother code , . is 7 4 9 : ; < = ? 49 : A ; C = ? . The transmitted superposition codeword is given
by E 4 F GH I J K L H N .H where L H and N .H are the power level
and the codeword of , . associated to level O , respectively.
Define again the set of fading thresholds P Q S J Q U U U Q S G(where S G X J 4 Y ) such that layers up to O can be decoded ifZ \ ] S H ^ S H X J _ . The condition for successive decodability of
the superposition code up to layer O is given byS H L H? a S H F Gd I H X J L d e 7 (9)

The levels S H are uniquely defined by the power levels L H by
imposing the constraint (9) with equality,S H 4 7L H = 7 F Gd I H X J L d (10)

Conversely, the L H ’s can be expressed in terms of the S H ’s by
solving the triangular linear system S H L H = 7 S H F Gd I H X J L d 4 7
for all O 4 ? ^ f f f ^ g which yields

L H 4 7 i H a 7 : i H X J a Gjd I H X : 7 : i d k ? a 7 l d m H m J
(11)

where i H n4 Jo p . We wish to minimize the average distortion
defined in (3) with respect to q L J ^ f f f ^ L G s subject to the
constraint F H L H 4 t . The associated Lagrangian functional
is u 4 v w y k / 0 ^ L J ^ f f f ^ L G l a z GjH I J L H (12)
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Fig. 2. Hybrid digital-analog scheme.

Kuhn-Tucker’s conditions yield� �� � � � � � ��� � � � � � �� �� � � � �� � � � � � � �� �� �� � � � �� � � ¡ ¢ ¤ ¥
(13)

With the substitution ¦ � � �§ ¨© � � « �§ © ¬ , the system given by­ ®­ ¯ © � ¥ is linear and lower triangular, and the solution is
given by ¦ � � ¢ � ± � ¡ � ² � � �

� � � � � � � � ¢ ´ �
(14)

where we have defined ´ � �� � � � � � � © 	 �
� © 	 � � � © .

Finally, the derivative is greater or equal to zero if

�
�§ ¨© � � « �§ © ¬´ � ¡ ¢ ¤ ¥ (15)

IV. HYBRID ANALOG/DIGITAL SCHEMES

The scheme of the encoder and decoder is shown in figure
2. The bandwidth of the source 
 � is split so that 
 � � � � 
 �
dimensions are uncoded and 
 � � 
 � � � are sent to the tandem



encoder with rate � � � source symbol per channel use. ‘Tan-
dem encoder’ refers to source/channel codes independently
designed [10]. The two signals are modulated by a different
power coefficient, superimposed and sent through the channel.
In [10] the system is designed to give asymptotically optimal
performances for a particular value of

� � 	 
 � � 	 �
. This is

called a ‘nearly robust’ scheme. This yields a particular power
splitting between the digital and the analog part. Here, we find
that the power allocation that minimizes the average distortion
does not coincides with that of [10], and does not yield an
optimal distortion point at any SNR. The “analog code” is a
linear coder/decoder with coefficients that minimize the mean
squared error.

In [10] the authors consider a matched tandem encoder.
The encoder is said to be matched if the channel input is
a scaled version of the first � components of the source
code reconstruction point, where � is the blocklength. The
advantage is that, when the SNR is low, the tandem decoder is
replaced by a linear decoder that estimates the source symbols.
In the following we derive the optimality conditions for both
the matched and non-matched tandem encoder.

Let us consider first the non-matched scheme. This scheme
has only one digital layer so we will define only one fading
threshold � 
 s.t. � � � 
 � � � . Call � 
 the power allocated
to the digital layer and � � the power allocated to the analog
layer, such that � 
 � � � 
 � . The SNR threshold of the channel
code is � 
 � � �  � � 
 � � � % & 
 � � ' � � and the condition for
successful decodability is given by

� 
 � 

� � � 
 � � + � (16)

where the analog layer is treated as additional noise by the dig-
ital decoder. By imposing the equality in (16) and substituting
the total power constraint, we obtain � � 
 �� 


- � � � �. 	 � 

- � � .

Note that for a given fading value � , if � � � 
 the digital signal
cannot be decoded correctly, i.e the output of the channel
encoder acts as noise for the linear estimator of the analog
layer. The distortion due to the analog layer is given by

1 � 3 5 6 7 � 
 8 


 



- . 9 � if � + � 

� � . 9 �


- . � else
(17)

The average distortion can be written as

1 < > @ 3 5 6 7 � 
 8 
 � � �
� 3 1 D E � 3 � 
 8 � 1 
 3 � � E � 3 � 
 8 8 8 � �

��
E � 3 � 
 8 � � . 	

D
� � � L � 3 � 8 � �

� � � � � � �. 	 L � 3 � 8 � �
� � � � � � (18)

where 1 D 
 � . The result of the unconstrained minimization
of (18) is obtained by finding � 
 solution of

L � 3 � 
 8 3 � � 1 
 � � �
� 8 � � � � 
 L � 3 � 
 8

� 3 � � � 
 � 8 � L � 3 � 
 8
� 3 � � � 
 � � 8

� �
� 3 � � � 8 � � 


� � . 	
D

� L � 3 � 8 � �
� 3 � � � � 8 � � �. 	 � L � 3 � 8 � �

3 � � � � � 8 � � 
 �
(19)

The matched tandem encoder is used to lower the distortion
when � � � 
 , i.e. when the digital decoder can not recover

the information with arbitrarily small error probability. It this
case, it can be shown [10] that the distortion of the digital part
is given by

1 � 3 5 6 7 � 
 8 
 � 1 
 �

 & � 	


- � � 		  � � � if � � � 

1 
 if � + � 
 (20)

The distortion due to the analog layer is still given by (17),
and the average distortion is given by (18) where, now, 1 D
is equal to the right end side of (20). The value of � 
 that
yields minimum average distortion can be found by solving
the following equation

L � 3 � 
 8 3 � � � � �
� 1 
 8 � � 
 L � 3 � 
 8

� � � 
 � " 3 � � 8 � L � 3 � 
 8
� 3 � � � 
 � � 8

� " U 3 � � 8 � . 	
D

� L � 3 � 8 � �
� � � � � �

� � � 
 3 � � � 8 � �. 	 � L � 3 � 8 � �
3 � � � � � 8 � 
 �

(21)

where " 3 � � 8
V
 


% � � � 3 � � 1 8 % & 

% 3 � � � � 8 , and " U 
 $ & � 9 � �$ 9 � .

V. RESULTS

We consider Rayleigh fading so that the pdf of the fading
power gain in given by L � 3 � 8 
 ( * , 3 � � 8 . The spectral
efficiency � is fixed to � W - source symbol per channel use. Note
that in all the above systems 5 6 is left as a design parameter
and numerical optimization w.r.t 5 6 is further carried out. For
the superposition strategy by letting X arbitrarily large with

5 6 arbitrarily small our numerical computable solution will
approach arbitrarily closely the optimal solution of [8] when
the average distortion is minimized instead of maximizing the
average rate. For the progressive transmission approach, the
optimal performances are, as well, obtained for 5 6 Y � .
For the HDA scheme however the optimal 5 6 is a fixed
non vanishing value 5 �6 . For comparison, a system based on
the separation principle [11] that transmits a single layer
is considered. This can be regarded as the baseline system
representative of today’s technology, such as terrestrial and
satellite DTV, or DAB. We consider the minimization of
average distortion with respect to the source coding rate 5 6 .
The average distortion of the one-layer digital system is given
by

1 / @ 0 
 E � 1 � % � ' � �
� 2 � � & � � '

�
� � E � 1 � % � ' � �

� 2 �
(22)

For Rayleigh fading, the optimal value 5 �6 is given by the
solution of �

� Z % � �
Z � 5 � � �

� Z % 7 
 �

with Z 
 � � 9' . Figure 3 shows the results in terms of RSNR
defined as � � \ ^ _ 
 D


� ; = > where 1 ? 0 @ is the optimal average
distortion vs the average channel signal to noise ratio � . In the
figure the average performances of progressive, superposition,
and the non-matched/matched HDA (‘HDA � ’ in the figure)
schemes are compared. Also plotted are the schemes based
on the separation theorem and the nearly robust HDA of
[10] (‘HDA A B ’ in the figure). For the progressive-based and



superposition-based schemes, when vanishing � � is optimal
we plot the average performances for a � � “small enough”,

� � � � � � � . For practically small rate the gap from the optimal
performances becomes negligible. For fixed � � the solution
of the minimization problem for the progressive transmission
and the superposition approach gives also the optimal number
of layer. Reducing � � increases the optimal number layer
and since a small enough value of � � let achieve optimal
performances, practically there is no need to make too many
layers. For the separated approach and for the HDA the value
of � � is fixed to � �� . As expected, that the matched/non-matched
HDA � outperform all the fully digital schemes, thanks to
the presence of the analog layer. Finally, note that there
is practically no difference between the separation theorem
based approach and the progressive transmission in terms of
average distortion. Figure 4 shows the performances in terms
of RSNR vs instantaneous SNR,i.e. 	 � , for average SNR set to

� � � � dB. In this figure we add, as a comparison, the Shannon
limit given by 
 � � � �

� �
� � � � 	 � 
 . As announced before the

enhancement of the performances due to the matched encoder
is small and concentrated in a range

� � � � � � � � � 	 � �
because in that range the tandem decoder becomes a linear
decoder that estimates the symbols. Moreover the construction
of such codes is not straightforward. The HDA � schemes and
the superposition scheme gives smooth performances for a
wide range of SNR providing more graceful degradation under
mismatched channel condition compared to the separation
theorem based scheme and the progressive approach . Finally,
most of the gain in RSNR of the HDA is due to the presence
of the linear encoder. A key issue is the practical construction
of source/channel codes for the hybrid schemes. Of course, a
joint source-channel approach has to be considered in order
to design a scheme robust to channel errors and that performs
as close as possible to the theoretical limits. Results on code
construction for the HDA scheme can be found in [12], [13].
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