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ABSTRACT

We addressthe problem of downlink interference rejectionin a DS-
CDMA system. Periodic orthogonal Walsh-Hadamard sequences
spread different users’ symbols followed by scrambling by a sym-
bol aperiodic base-station specific overlay sequence. This corre-
sponds to the downlink of the European UMTS wideband CDMA
proposal. The point to point propagation channel from the cell-
site to a certain mobile station is the same for all downlink signals
(desired user as well as the interference). The composite channel
is shorter than a symbol period for some user signals, while other
users can have significant ISI owing to a faster transmission rate.
In any case, orthogonality of the underlying Walsh-Hadamard se-
quences is destroyed by multipath propagation, resulting in mul-
tiuser interference if a coherent combiner (the RAKE receiver)
is employed. We propose linear zero-forcing (ZF) and minimum
mean-squared-error (MMSE) receivers which equalize for the es-
timated channel, thus rendering the user signals orthogonal again.
A simple code matched filter subsequently suffices to cancel the
multiple access interference (MAI) from intracell users.

1. INTRODUCTION AND PREVIOUS WORK

While complex joint multiuser detection techniques are being pur-
sued for the uplink of the third generation wireless systems mostly
due to the inability of the RAKE receiver in combatting the near-
far effect, downlink situations are considered to be much too defi-
cient in terms of information and processing power to implement
multiuser techniques. However, the capacity of the overall com-
munication system can only be increased if both links can support
similar transmission rates.

In situations where a relatively small number of users are active
(= 20% of the processing gain), the RAKE receiver [1] might per-
form in an adequate manner and more complex signal processing
might be unnecessary. Increasing the number of users to approach
the spreading gain, however, has a catastrophic effect on the per-
formance since small contributions of multipath signals of of each
interferer captured by the matched-filter bank add up to large val-
ues, even in the power controlled case. This effect is simply due to
the suboptimal treatment of the MAI as uncorrelated noise by the
RAKE receiver.
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As an alternative to the RAKE, linear receiver techniques based
upon single user a priori information have lately been an active
topic of research [2] (and the references therein). These receiver
algorithms are based upon symbol rate wide sense cyclostationar-
ity and have been shown to converge to the MMSE solution. The
application of these techniques in existing systems, however, is
not straightforward, since symbol rate cyclostationarity no longer
exists when aperiodic overlay sequences spread/randomize the or-
thogonal user sequences.

It is to be noted that in the structure of the downlink problem, the
only entity fixed over the processing interval is the propagation
channel. Burst processing techniques can thus be applied once the
channel has been estimated, and single user information (symbol
spreading code of the user of interest) and cell specific randomiz-
ing codes of active base stations are available.

In the 1S-95 CDMA standard, a perpetually present known down-
link pilot signal is used to estimate the downlink channel. This
pilot is much stronger than other user signals and a correlation
based searcher constantly searches the best fingers for building the
RAKE. Channel estimation on the downlink using the known pi-
lot symbols was presented in [3], where it was assumed that all
downlink codes were known. Such an assumption is reasonable
in the case of the UMTS WCDMA norm [4], where a fixed num-
ber of downlink codes can be used at one time, and all common
cell information is constantly broadcast over the entire cell. Some
blind algorithms exploiting the i.i.d. nature of the spreading se-
quences and symbols have been presented [5] [6]. However, these
algorithms are statistically inefficient.

In this paper, we introduce linear zero-forcing (ZF) and MMSE re-
ceivers for the DS-CDMA downlink which equalize for the prop-
agation channel, once the latter has been estimated, thus rendering
the user signals orthogonal again. Oversampling/multiple sensors
are used at the mobile station to facilitate equalization. Multichan-
nels can also be created by treating real and imaginary parts of a
signal when the input constellation is one dimensional.

2. DOWNLINK SIGNAL MODEL

Fig. 1 illustrates the downlink channel model. The J intracell
users are assumed to transmit linearly modulated signals over a
linear multipath channel with additive Gaussian noise. It is as-
sumed that the signal is received at the mobile station through
multiple (diversity) discrete-time channels, obtained from over-
sampling the received signal multiple times per chip or through
multiple sensors (or a combination of the two schemes). We shall



consider the signal to be received through precisely M channels
where, M = no. of sensors x oversampling factor. The signal
received through the mth channel can be written in baseband no-
tation as
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where the subscript 5 denotes the user index; 7' is the chip pe-
riod; the chip sequences {b,(k)};=, are assumed to be inde-
pendent of the additive noise {v,,(¢)}; and h.,;(t) character-
izes the channel impulse response between the jth user signal

and the mth sensor or phase of the received signal. Let us
by (k
(o)==t |
“1(‘")U \7}\) \T v(k)
. wi (k mod 1) 99 Ho(2)
s(n; k) & M
s (k mod Py) y(k)
o S S W |
am\ 2 T TSk
= v(k)
b(k
(L () = H,(z)
y(k)

Figure 1. The Downlink Model

denote by c;(n) = [c;(n;0) ¢j(n;1)---¢c;(n; Py ©1)]", the
structured aperiodic spreading sequence vector for the nth sym-
bol of the jth user. The aperiodic spreading sequences con-
sist of a periodic Walsh-Hadamard spreading sequence w; =
[w;(0) - - - w;(P; 1)), overlaid by a base-station specific scram-
bling sequence s(n; k). Then, c¢;(n;k) = wj(k)s(n; k), k €
{1,---,P;j}. We can write the chip sequence {b;(k)} corre-
sponding to the data symbol, a;(n), for the jth user as

bi(k) = aj(n)c; {n; k &(n <1)P;}. 2

The chip period T' is a constant, while the symbol period 7', V7,
is a function of the transmission rate of the jth user. The symbol
and chip periods are related through the processing gain P;: T; =
P;T.

In the DS-CDMA downlink, the propagation channel for the de-
sired user’s signal and the interference is the same as seen by the
mobile station. Therefore, we shall suppress the subscript j from
hm;(t) in the following development. We consider that there are
no intercell interferers (or are considerably weaker) and their effect
is momentarily ignored. We assume that the timing information
has already been acquired from the initial synchronization proce-
dure. Due to the synchronous nature of the channel, user signals
will be considered to be perfectly aligned. The oversampled cyclo-
stationary received signal at M times the chip rate can be stacked
together to obtain the M x 1 stationary vector signal y (k) at the
chip rate, which can be expressed as

h(i)b; (k <) + v(k)

~v(k)+v(k)=HnBy(k)+v(k), ©)

yar (k) B (k)

Hy = [h(N &1)--h(0)]

b= [ 1)1 (0]
Bj(k) = C;(k)An; (k)

B (k) = [Ci(k) ... Cs(k)] An(k)

Ank) = [AZ () al ]

An () = [ kom 1) 0] @

n=3 . n; n; =[(N+P;&1)/P;], and the superscript =
denotes Hermitian transpose. The matrices C;(k) are N x n;
matrices with n; giving the degree of ISI for the jth user’s signal,
while the index & accounts for the aperiodicity of spreading
sequences. Let us make the following assumptions:

(Al). The spreading codes are binary i.i.d.
(A2). The user data symbols are also i.i.d.

Based upon these assumptions, and due to the linearity of the mod-
ulation and the channel model, the chip-rate vector signal as de-
scribed in (3) can be thought of as a single input multiple output
(SIMO) model with a modified input alphabet given by the ele-
ments of the composite chip-sequence (k). See fig. 1.
Let us stack L successive vectors y (k) in a supervector

Yi(k)=T(h)Byyr-1(k)+ V (k) (5)

where 77, (h) is a block Toeplitz convolution matrix filled up with
the channel coefficients grouped in %, and has in general full col-
umn rank.

3. DOWNLINK RECEIVERS
3.1. The Zero-Forcing Receiver

In the CDMA downlink problem, there are several kinds of zero-
forcing criteria that can be pursued. We shall consider the follow-
ing two special cases:

3.1.1. Zero-Forcing conditions for ISl and MAI

In a deterministic framework, the overall channel including the
code filter C;(k), as seen by the jth user symbol sequence is a
time-varying filter expressed in symol rate co-efficients, g, (k) =
(C;(k) ® In)h. Letus denote by G;(k), the composite chan-
nel convolution matrix for the jth user. Then we can write the
received signal (5) as: Y (k) = Y7_, Gi(k)Aryn,; (k) =
G(k)Aryn—1, with G(k) = [Gi(k)---Gs(k)] and N =
Zle n; is the channel length in symbol periods. Consider now,
afractionally spaced (--) receiver vector F 1, (k) of length L sym-
bol periods, which is a time-varying filter. Then, the condition for
the receiver to be zero-forcing at the kth instant is that

Fr(k) Gr(k)=[0---010---0], 6)



where, G (k) is now a tall matrix assumed to be of full column
rank, and the 1 lies in a position so as to correctly select the desired
column of G;(k). To enable ZF solution, we need to choose the
receiver length such that the system of equations (6) is exactly or
underdetermined. Hence,
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where, (M Pj)eg = min{M P;, N} is the effective number of
channels.

The receiver in (6) results in perfect ISI and MAI rejection, in
the noiseless case, with the inconvenience that it is a time-varying
filter from symbol to symbol and that the L is fairly long for satu-
rated systems.

3.1.2. Zero-Forcing conditions for 1SI only

Alternatively, given the i.i.d. nature of the input chip sequence,
which results in a modified constellation of the chip sequences,
and the knowledge that the downlink channel is the same for all
signals, we can treat the problem as a single-input multiple-output
(SIMO) vector channel transfer function, obtained from the single
input b(k) = 3°7_, a;(n)c;{n; k & (n <1)P;} to the multiple
outputs: H (z) = S°75" h(i)z ™, so that we can write the vector
received signal: y(k) = H(q)b(k) + v(k), where, g~ 'b(k) =
b(k <1). This gives us a reduced set of constraints

FT.(h)=[0---010---0], ®)

with 1 in the 6 4 1st position from the end. To be able to satisfy
all the constraints (8), we need to choose the filter length such that
the system of equations is exactly or underdetermined. Hence,
N &l "
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where, Mes = rank{H n} is the effective number of channels,
and L is measured in chip periods as opposed to (7).

At the output of the equalizer, we obtain the chip-sequence
bi(k ©6) = F.Y(k), where § is the equalizer delay ex-
pressed in chip periods. After filtering and downsampling, regen-

erated PN sequences are applied for first descrambling, d(n; k) =

b(n; k)s(n; k) and then despreading
8 = dec [wJD(k)] , (10)

~ ~ ~ H
where, D(k) = [d"(n;k &0 &1) - d" (n k&6 & P,)| s
the descrambled chip sequence, dec is the decision operator, and
7 is the equalizer delay in symbol periods.
As an alternative scheme, we can first despread y(k) at L chip
spaced delays in a successive fashion:

Xo(n) = [Y (1) Y o(P)] e (), (1)

where ¢;(n) is the jth user spreading sequence during the kth
interval. We can further write X 1,(n) as

c(n;g)
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where, B = 3.7 B;. Let us denote by R, the ma-
trix consisting of the product 7z (h)Bc(n; 5)c” (n; 5)BY T (h)
and by R;, the matrix consisting of the diagonal of the ma-
trix Tz (h)B;c(n;j)c” (n; 5)BY T (h). Then the instantaneous
SINR for the jth user is given as
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and, the desired symbol estimate is given by
Gjn—r =dec[Fr X (n)], (13)

and F . is the one that satisfies (8), and 7 is the same as in (10).
Hence, there is no essential difference in the order of the despread-
ing and filtering operations [5], once the receiver has been deter-
mined. The subtle difference lies in the observation that the former
approach suggests some kind of decisions (soft if no quantization
is applied) at the chip level and then removing the effect of the
MAI by the despreading operation. The other method, on the con-
trary, relies on first despreading the received signal and then ap-
plying further processing, which is more in the spirit of traditional
spread-spectrum systems.

3.2. Linear MMSE Receiver

From the standpoint of noise enhancement, the MMSE criterion
gives better performance than the ZF receiver. The MMSE re-
ceiver can be obtained as: min g,, E||bx < FarY(k)||* which

gives the MMSE receiver: Fy = aith;ly, and h; is the
corresponding column of the matrix 7 (k) in (5). The MMSE
receiver might incur some performance loss due to residual non-
orthogonality resulting from non-perfect zero- forcing but is more

robust to noise enhancement.
3.3. Discussion

It is meaningful to suppress both the ISI and the MAI as in (6)
in order to enhance the SINR at the receiver output. However,
doing so means imposing a large number of constraints (equal to
N + J(L 1) for agiven L). This corresponds to a small num-
ber of degrees of freedom resulting in significant noise enhance-
ment, and eventually lowering the output SINR. It is advantageous,
therefore, to exploit inherent properties of the data/channel model
(here the orthogonality of the underlying spreading sequences)
thus reducing the number of constaints to the ones in ISI ZF-
equalization problem (8) with N < J + J(L < 1) constraints.
Equation (8) when written in the same way as (6) corresponds
to keeping one column for each user’s composite channel matrix
G;(k), Vj scaled by an arbitrary scalar, while forcing all others to
zero. Hence we have more degrees of freedom and a better perfor-
mance is obtained. The resultant MALI is automatically suppressed
due to the orthogonality of user codes.

It is clear from (8) that in the single user case, the ZF solution
would be sub-optimal since all the energy is concentrated in one
tap and due to the resulting noise enhancement . Such is not the
case for the RAKE receiver which collects the energy from all
paths to maximize the SNR at the output (being a matched filter).
However, when interferers are present, constraining all the energy
in one tap is still suboptimal for the user of interest vis-a-vis the
noise enhancement, but a better SINR is achieved since the inter-
ference is perfectly cancelled.



4. CHANNEL ESTIMATION

Consider a downlink synchronous slot corresponding to the trans-
mitted data vector of length A; 4.,-1,¥7, which can be writ-
ten as a sequence of transmitted chips B ; .+~ —1,Y5. The corre-
sponding observations are Y = [y (0)---y* (L &1)]", and
the noise is denoted by V. The relationship can be written in a
concise fashionasY = 7B + V.

4.1. Training-data Based Channel Estimation

We suppose here that the training symbols are known over the
common training period of the frame/slot. In the UMTS WCDMA
downlink, the control/data slot contains a fixed number of train-
ing symbols for all users which are time-aligned due to the syn-
chronous nature of the downlink. As in the current GSM stan-
dard, the training symbols A (k) can be pre-selected quantities.
In the case of intracell users, the number of active users and their
rate information is broadcast on acommon downlink channel, thus
making the spreading code information available to all mobile sta-
tions managed by the cell site. Then, the estimation of the chan-
nel is the one obtained by the least-squares criterion. By exploit-
ing the commutativity of the convolution, we get: 7B = Bh,
B= Brnv®lIum (® = tensor product)

b_ny1 b_ng2 - bo
where, Biy = b_n42 '
br_n cee brg
Then, solving the maximum likelihood criterion
min |[Y &TB|’ < min ||Y & Bh|?, (14)

for the channel, admits as solution: h = (BZB)~"'BYY. The
inputs B(k) are from a modified discrete constellation alphabet
which comes about from the linear combinations of the individual
user chip alphabets (which are the same for all users).

4.2. Blind and Semi-Blind Methods

The SIMO model can be solved for the channel coefficients from
the second-order statistics of the received signal (blind methods)
or by optimizing jointly for the blind and training sequence in-
formation (semi-blind methods). We shall refer to [7] (and the
references therein) for the details of these methods.

5. MULTICELLULAR ENVIRONMENT

In the presence of signals from U base stations, the L received
vectors, y(k) = >.o_, Hy, B, (k) + v(k), can be stacked
together to give

Yi(k) =3 T(ha)Buysioa (k) + Vi(k).  (15)

u=1

We also assume, further to (Al) and (A2), that given fairly long
i.i.d. binary sequences, their linear combination is an i.i.d. non-
binary sequence.

Once again, the channel can be estimated jointly from the least
squares criterion, and a zero-forcing equalizer satisfying (8) can
be determined, given a certain smoothing factor.

5.1. Dimensional Requirement

Consider the noiseless case (v(¢) = 0). Then we can write (15) as

Yi(k)=T(h)Byir—1
:[T(hl)"'T(hU)][b{{N1+L—1 "'ngU+L—1 : (16)

Now, 7 (k) is of dimension ML x N + U(L 1), with N =
Y, N.. Then in order to be zero-forcing in the noiseless case,
L has to be such that 7 (k) is a tall matrix of full column rank

in general. Then, L > L = [MN;JUW, where, U is the number
of active base stations for the mobile user. Note that Mg > U
is a condition that is easily satisfied for worst-case scenarios, i.e.,

U = 3, in the hexagonal cell geometry.

]H

5.2. Cyclostationary nature of intercell interferers

It is interesting to observe the behavior of intercellular interfer-
ence in terms of its statistical properties. Due to the aperiodic
overlay sequences, the out-of-cell interferers add up as cyclosta-
tionary noise at the chip rate, o7 >_"_, T (ha)T" (hu) = o7 Ra,
under the assumptions (A1) and (A2). Ry is a banded toeplitz
matrix with a strong diagonal element (considering chip-rate sam-
pling is performed) and R, — I as the delay spread of the chan-
nel reduces. If these interferers are weak, then their effect can be
ignored due to the relatively small terms on the bands of R,.

6. NUMERICAL EXAMPLES

The simulation framework modelizes the downlink of a UMTS
wideband CDMA type system with orthogonal channelization
codes overlaid by a cell-site specific scrambler randomizing the
periodic user code sequences. A spreading gain of 16 is assumed.
We consider a channel shorter than the symbol period (about 40%
of T, the symbol period, assumed to the same for all users. There
is no change in the model if users with different rates are present,
since the basic signature waveforms are orthogonal. However, we
consider shorter channels since it is pointless to employ a RAKE
receiver in the case where ISI spans quite a few symbol periods.
The input signal constellation is QPSK with the primary spreading
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Figure 2. Eye of the received and equalized signals with
as SNR=30 dB. and 9 intracell users, P=16, with an input
constellation of QPSK

sequences from the binary Walsh-Hadamard set, followed by the
randomly selected scrambler with an alphabet s(n) € {+1, <1}.
The eye of the received and equalized signals are shown in fig.
2. Itis seen that the equalized signal vectors are combinations of
the input alphabets. A root-raised cosine pulse with a roll-off fac-
tor of 0.22 is used in these simulations conform with the UMTS



WCDMA norm [4]. We choose a relatively long (64 chip periods)
equalizer in these simulations in order to satisfy L in all cases. Fur-
thermore, it is a well-known result that longer equalizers give bet-
ter results. Fig. 3 compares the output signal-to-interference-and-
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Figure 3. SINR comparison of RAKE, ZF and MMSE

noise ratio (SINR) performance of the ZF and the MMSE receivers
with the RAKE receiver. It is seen that the performance of the
RAKE receiver is effected by finite cross-correlations among de-
layed versions of spreading sequences. A flooring effect is hence
noticeable. As for the ZF and MMSE receivers, once the channel is
equalized, the effect of other users can be perfectly removed owing
to the underlying orthogonality. At low SNRs, some performance
loss for the ZF receiver is incurred due to the noise enhancement.
For reference, the SINR of single user case are also shown. The
coherent RAKE is a code-channel matched filter in that case. The
figure also shows the performance degradation as intercellular in-
terference starts to creep in. We have 14 users in a code space
of 16, of which 8 are orthogonal users sharing the same downlink
channel. The other 7 issue from the neighboring cell site and are
all 10 dB weaker than the user of interest. The figure depicts per-
formance loss incurred by ignoring such interference. ”SU” stands
for single user, and "MC” for the multicellular case.

Fig. 4 shows the performance of the ZF and MMSE receivers as a
function of the signal-to-interference ratio (SIR) corresponding to
the 5 out-of-cell interferers at 5 dB SNR with 5 in-cell users. The
ZF receiver suffers some performance penalty in the high noise
case. Finally, fig. 5 shows the degradation of the training se-
quence based channel estimate as 7 intercellular interfereres (10
dB weaker) from a different cell sites are introduced.
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Figure 4. SINR vs. SIR in multicellular case

7. CONCLUSIONS

We presented linear ZF and MMSE receivers for the downlink of
a DS-CDMA system. It is seen that given an estimate of the com-
mon downlink channel, perfect zero-forcing equalization is possi-

ble in the noiseless case, irrespective of the number of users, as
long as their inner spreading sequences are orthogonal (which is
the case in various existing CDMA norms), and if sufficient spatio-
temporal diversity is made available. Performance comparison

——  Single user
B -+ 10in cell users
-1 -~ 8incell, 7 extra—cell

b

Normalized MSE

5 0 15 2
SNR (dB)

Figure 5. Channel estimation perf. for T.S. method,P=16

with the RAKE receiver shows that in the absence of intercellu-
lar interference, these receivers are near far resistant and provide
promising gains. Extension to multicellular environments is also
possible if all downlink channels can be estimated. However, more
diversity channels will be needed to zero-force in this case. To-
wards the end of this work, we became aware of [8] which pro-
poses block processing schemes for downlink orthogonal trans-
mission. However, the processing involves complex matrix op-
erations over blocks of data and the being tall condition of the
channel matrix is satisfied by considering zeros transmitted before
and after the burst instead of multiple channels in our formula-
tion. Furthermore, in our approach, performance of the receivers
is expected to be much better due to the multichannel aspect.
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