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ABSTRACT to the received cyclostationary signal. Direct estimation of the
MMSE receiver was introduced in [4] following the observation
We consider multiple users in an asynohous DS-CDMA sys- that the MMSE receiver lies in the signal subspace. MMSE re-
tem operating in a multipath environment. Treceived cy- ceiver constrained to the signal subspace in the case of channels
clostionary spread signal sampled at the chip rate is convertedlonger than a symbol period was investigated in [5], where a
to a stationary vector signal, leading to a linear multichannel singular-value decompii®n (SVD) was used to determine the
model. Linear receivers for niiple access interference (MAI)  orthogonal subspaces. The channel estimate in this work was ob-
suppression are studied with emphasis on computationally sim-tained as a generalization to longer delay spreads of the subspace
ple algorithms. The desired user channel estimate is obtainedtechnique originally proposed in [6]. Identifidity issuesunder
by a newblind technique using the spreading sequence proper- long delay spread conditions were however not elaborated upon.
ties and second-order statistics. A blind MMSE-ZF receiver is Moreover, the above mentioned schemes have high complexity
subsequently obtained. Equivalence to #mehoredMOE re- since an estimate of subspacesis required.
ceiver is shown. Since the blind receiver relies on the inversion =~ Semi-blind approaches, on the other hand, have recently
of the signal covariance matriRyy, a consistent estimate of  kicked off with the intuitively attractive idea of employing as
which requires a large number of data points if a large number mucha priori knowledge as is available. Forthcoming third gen-
of users are concurrently activesami-blindalternative for the eration mobile cellular systems like the European UMTS Wide-
estimation of the interference canceling filter is presented. Iter- band CDMA and TDMA/CDMA [7][8] standards both antici-
ative improvements of this estimate based upon exploitation of pate the use of a training sequence integrated within the signal
the finite-alphabet are investigated. Performances of different frame. It is worth mentioning that in the context of blind estima-
interference cancellation schemes are compared in terms of thetion, CDMA systems possess the most desirable characterstics
output signal-to-interference-plus-noise ratio (SINR). of all existing multipleaccess systems with the necessary (ex-
tra) bandwidth and integrateal priori knowledge in terms of
spreading sequences. Any further information, like known train-

|. INTRODUCTION AND PREVIOUS WORK ing data, should provide further gains réigg in more efficient
interference suppression and reduced computational complexity.

Blind solutions for DS-CDMA systems have received consid-  Although scant, the CDMAiterature onsemi-blindhas had
erable attention since the pioneering work of [1], which is based the term employed with varying significations. Semi-blindness
upon aranchoredninimum output energy (MOE) criterion. The {0 Some comes from known spreading (_:od_es of |ntracell users,
anchored receiver constrains the inner product of the receiverWith the inter-cell co-channel users contributing to the blind part.
signal with the spreading sequence to be fixed, thus restricting!n our problem, we shall consider knowledge of only the spread-
the optimization problem to within the constrained space. The iNg Sequence of the user of interest, with known training symbols
desirable feature of such a scheme is that its informational com- for this user (thus a semi-blind problem).
plexity is the same as that of a matched filter detector, i.e., only ~We propose, in this work, a new blind MMSE zero-forcing
the desired user signature waveform and timing information are receiver for DS-CDMA systems in ritipath channels. This re-
required for its operation. Besides, it is desirable in some appli- ceiver expoits spreading sequence properties to estimate the de-
cations, like at the mobile terminal, to employ an algorithm that sired user channel at a low cost. This channel estimate compen-
banks simply on single user information. sates somewhat for estimation errorsir-y. Further improve-

The problem addressed in [1] was that of DS-CDMA com- ments are obtained by employing semi-blind and finite-alphabet
munications over a channel without fipath. A constrained  information. The delay spread is assumed to be possibly more
optimization scheme was proposed in [2] forltipath channels ~ than a symbol period, and channel lengths of different users can
where the receiver's output energy is minimized subject to ap- be unequal depending upon the type of service. Long delay
propriate constraints. Connections with @aponphilosophy ~ spreads can occur in UMTS TDMA/CDMA and in the case of
were drawn in that paper. The above mentioned receivers canhigh-rate users in UMTS W-CDMA.
be shown to converge asymptotically (SNRx) to the zero-

_forcing (ZF) or decorrrelating solution. It was shown in [3] that || MULTIUSER DATA MODEL

in order to accommodate a number of users approaching code

space dimensions, longer receivers are required for the ZF so- o )
lution to be achievable. Moreover, we presented in [3] the op- ~ Thep users are assumed to transmit linearly modulated sig-
timal MMSE receiver for mliipath channels and asynamous nals over a linear multipath channel with additive Gaussian

conditions, obtained by applying multichannel linear prediction Noise. Itis assumed that the receiver employs a single antennato
receive the mixture of signals from all users, although the model

*Eurecom’s research is partially supported by its industrial part- Can easily_ b_e extended to the case of multiple antennas. Over-
ners: Ascom, Cegetel, France Telecom, Hitachi, IBM France, Motorola, sampling is inherent to CDMA systems due to the large (extra)
Swisscom, Texas Instruments, and Thomson CSF bandwidth and the need to resolve chip pulses. The received




continuous time signal can beitten in baseband notation as

y(t) =D > a;(k)g;(t — KT.) + v(t),

j=1 &

@)

wherea; (k) are the transmitted symbols from the uget’; is
the common symbol period, (¢) is the overall channelimpulse
response for thgth user. Assuming théa;(k)} and{v(t)}
to be jointly wide-sense stationary, the procégg)} is wide-
sense cyclostationary with peridd. At the sampler output,
we obtain the wide-sense stationanyx 1 vector signaly (k)

at the symbol rate. The overall channel impulse response for

jth user’s signaly; (¢), is the convolution of the spreading code
andh;(t), itself the convolution of the chip pulse shape and the

actual channel (assumed to be FIR) representing the multipath

fading environment. This can be expressed as

3

=3 es(o)hy(t = sT),
0

whereT' is the chip duration. We consider that the FIR channel
length for thejth user ism;T. Letk; € [0,m — 1] be the
chip-delay index for thgth user:h;(k;T) is the first non-zero
chip-rate sample of;(¢). The parametel; is the duration of
g;(t) in symbol periods. It is a function of:; andk;. We
consider uset as the user of interest and assume fhat= 0
(synchronizationto user 1). Lé&f = Zle Nj;. The vectorized
chip-rate samples lead to a discrete-timex 1 vector signal at
the symbol rate that can be expressed as

p Nj—1

gy (t) 2

o
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y(k) =3 3 g,k =)+ o(k)
:zp:G],NjAJ,Nj(k)Jrv(k):GNAN(k)+v(k) ®)
where, _
y1(k) 915 (k) v1(k)
yk)=| v g, (k)= : olk)=1]
ym (k) gm; (k) vm (k)
Gijj = [g](N] — 1). . .g](O)] y GN = [(;17]\71 .. ~Gp,Np]

gy (k) = [af (k= Ny + 1) .af (k)]

H
An(k) = [y, (k). AL, (0)]
and the superscript denotes Hermitian transpose. The matrix
G1,n, (for user 1) can be written in terms of the spreading code
and the channel vectdr, asG1 n, = [g,(N1 —1)---g,(0)]
with g, (i) = Ci(i)h1, and, the matrice€; (1) are shown
in figure 1, and the band consists of the column vector

[cf -] " shifted and displaced successively to the right.

For the interfering users, we have a similar setup except that

owing to asynchrony, the band in fig. 1 is shifted dowrkbyo-
sitions and is no longer conincident with the top left edge of the
box. We denote by, the concatenation of the code matrices
given above for user I, = [C(0)---CH (N, — 1)]7.

setup with a possiblity of joint interference cancellation for all
sources simultaneously [9] provided the timing information and

Figure 1. The Code Matric;

Ill.  BLIND MMSE ZERO FORCING RECEIVER

We stackM successivg (k) vectors in a super vector

Y u(k)=Tu(Gr)Antpr-1)(K)+V u(k),  (4)
where, Tu(Gx) [T (Grwy) -+ Tarp(Gypo, )]
and 7Ta(x) is a banded block Toeplitz matrix withy/
block rows and [@ 0,y—1)] as first block row
(n is the number or rows inxz), and Anypar—1)(k)
is the concatenation of user data vectors ordered as

H
[ ATy (6), AT g () -+ Al g (6)]
Consider the scenario depicted in fig. 2 for a single user. Due

Y (k)

Ta(Gn.1) Az, (k)

Y N, S a(k—d)

Figure 2. The ISl and MAI for Desired Symbol

to the limited delay spread, the effect of a particular symbol,
a1 (k — d), propagates to the nex¥; — 1 symbol periods,
rendering the channel a moving average process of order
Ny — 1[9]. For the other users, the matricgs (G, ), where
1 = 2---p, have a similar structure and can be viewed as being
superimposed over the channel matfix; (G, ) in fig. 2.
Same applies for the data vectafs v, 1 —1(k), Vi # .
The overall effect of the ISI and the MUI is therefore that of
engendering the shaded triangles in the figure, which need to be
removed fromY y, . To this end, let us introduce the following
orthogonal transformation:

0

01,

I ®)

0
_ Cf'
0

T

I
[0 Ccf o], T2:[0
0

where,Ci-# is the orthogonal complement 6f;, the tall code
It is clear that the signal model above addresses a multiusermatrix given in section Il. CC; = 0). Then,CfY y,

T.Y » and the middle (block) row of the matri¥, acts as
a blocking transformation for the signal of interest. Note that

spreading codes of all of them are available. As we shall see Ppw + Ppr = I, where,Px is the projection operator (pro-

later, it is possible to decompose the problem into single userjecﬁon on the column space &). This gives us a possiblity of

ones thus making the implementation suitable for applications gstimating the:, (k — d) contribution inY x, blindly. We have,
such as at mobile terminals or as suboptimal processing stage at

the base station.

Z(k) = [T1 — QT2]Y m(k), (6)



and the interference cancellation problem settles down to mini- step:1 Unbiased MOE
mization of the trace of the matriR ; z for a matrix @, which
results in

. 1 - o
min FYRyyF=F= ﬁRylyglf

-1 F:FHG =1 "R
Q= (TleTf) (TszTf) , 0 9 g1 Nyy (12)

and where R? is the noiseless (denoised) data covariance ma- With MOE(%1) = UI% followed by,
trix, Ry v, with the subscriptremoved for convenience. The out- 91yt

put Z (k) can directly be processed by a multichannel matched step:2 Capon’s Method

filter to get the symbok. (k — d), the data for the usér

MOE(hi) = min hy (TiR7LTY) by,

ar(k —d) = FPY (k) = h¥ (T — QT») Y (k) © houthe 1 A . 12)
An estimate of the chann@, (z) = Ci(z)hi(z) can be ob-  from where,h1 = Viuin(T1 R TH). It can be shown that if
" - T> =T, then
— T, +f Ryt T, Ry, T = (TleI) Ry (TleI) . @3)
T, Q where,R ;7 is given by (9), and?, given by (7), is optimized

to minimize the prediction error varianc®¢ replacesRyy in
the above developments. From this, we can obhaimsh; =
Vinao {(T1TT) ™" Rz (T2T) ™'} In order to evaluate the
tained as the by product of the interference cancellation schemeduality of the blind eceiver obtained from the above criterion,
Notice that the interference canceler is analogous to a MMSE- We consider the noiseless received signét{ = 0). We have
ZF in the form of a smoother or two-sided linear predictor for the the following two cases of interest.

single user case [10] witl’;, = [0 I 0] andT'» without the

middle (block) row, which when employed in a multiuser sce- 1. Uncorrelated symbols

nario is no longer capable of MAI suppression coming from the
middle block ofY (k) of fig. 2, unless a fair amount of data
smoothing is introduced [10]Z (k) corresponds to the vector
of predictionerrors, and the covariance matrix of the prediction
errors is given by

Figure 3. MMSE-ZF Receiver

In the absence of noise, witti.d. symbols, the stochastic
estimation of7,Y from T,Y is the stochastic estimation of
T1 T3 (G1p) A from T2 Tar (Gip) A with R4 = o2 1. Hence,
it is equivalent to the deterministic estimationBff (G1.,)TT
from T3 (G1:p) T3 || Ta (Grp) T — Tii (Grp) TH QY.

-1
Rys=T\R'T{ ~T: R'T;! (T2RdT§) T2RdTH’(9) Then, given the condition
H 7
From the above structure of the two-sided (or rafoéirdimen- span{T'} N span{Tas(Grp)} = span{Tu (Ghip)eq}
siona) linear prediction problem, the key observation is thatthe = span{7ar(G1.p)} C span{T3 } & span{g, }
matrix Rz is rankd in the noiseless case! Using this fact, one . Tu(Gip)ey = Tu(Gi)ea = g, = T1ha, (14)

can identify the composite channel as the maximum eigenvector

ofthe matrixRzz, sinceZ (k) = C1hia(k —d). and whereg., ande are vectors of appropriate dimensions with

all zeros and oné selecting the desired column ¥ (G1.p)
and7x;(G1) respectively. We can write the channel convolution
matrix 7a (G1:p) @s

A. Relation with Unbiased MOE Approach

Suppose thaF' is a linear receiver vector applied to the re-
ceived dataY (k). F is unbiased ifF¥g, = 1, where, g o
G, = T h,. Then the following relation holds. Tu(Grp) = gr€a” + Tu(Grp) P =[9: T2 ]A,

(15)
arg Ir}l]ip MSEunbiasea = arg Ir}l]ip OE = arg max SINR,

FTa=t FrTn =t (10) for someA. Then we can write,
This simply implies that the minimum mean-squared error TH(G )(TH —THQH) .
(MMSE), and the minimum output energy (MOEjre inter- M tp/ o1 2 TH_ 0
changeable criteria under the unbiased constraint, and are equiv- e hZ T, TH# + AH [910 ! ] — AH [ ] QF

H
alent to the maximization of the output SINR. - o [T o T2Z;2 = (16)
The unbiased MOE criterion proposed in [2], which is a = € TiTy + ATV gy Ty — Az (T-T2') Q".
generalization of the instantaneous channel case of [1], is in
principle a max/min problem solved in two steps with, Note thate,” A¥ = 0,7 € {1,2}. This implies that the first

term on the R.H.S. of (16) is not predictable from the third.
Lalso known as minimum variance distortionless response (MVDR), Therefore, if the second term is perfectly predictable from the
a particular instance of the linearly constrained minimum-variance third, then the two terms cancel egg:h other out &, turns
(LCMV) criterion. outto be rankt, andhy = (T1T1)™ Vi (Rzz).




2. Correlated symbols 1. A Note on Sufficiency of Conditions

In the case of correlated symbols, with a finite amount  We consider first the conditions).( Furthermore, in the

of data, given the conditions in (14), it still holds that

span{Ts; (G1:p)T5'} = span{P_ . Tar(Gi.p)}. Now, we can
d

write the received vectdY »; (k) as

Tar(Grp)A = Tar(Grp)eqar (k — d) + T mA.
17)

Y m(k) =

Now, the estimation ofT,Y in terms of T.Y =

T2>Tu(Grp)A = T2T 1 A is equivalent to estimation in terms

of A.
TY|py=TY-TY

—TY - (TlRény) (TQRC;VYTf)_1 T,Y

T\Y| 5 = T1Tu(Guyp)eqis (k — d)
=TT hidr (k= d)| 5. (18)
This results in,
—1
(TiBTSTT) " = o2 magpahahl,  (19)

following developments, we consider that < m, which is
easily achievable when multiple sensors (or oversampling)
is employed. The effective number of channels is given
by mesg = rank{Gx}, where Gy is given in (3). Let
Gi(z) = Y27 g, (k)2~" be the channel transfer function
for userl, with G(z) = [G1(z) - - - Gp(z)]. Then let us assume
the following:

(8). G(z) isirreducible i.e.,
(b). G(z) is column reduced

rank{[g,(N1 —1)--- g, (N, = D]} = p.

Given that the above two conditions hold, the FIR lengfre-
quired is given by,

rank{G(z)} = p,Vz.

Meft — P

M>M= [MW (24)

Note that conditiond) holds with probabilityl due to the quasi-

orthogondity of spreading sequences. As fdy)( it can be vio-

lated in certain limiting cases e.g., in the syrmiwus case where
(N; — 1)’s contain very few non-zero elements. Under these

g,
The ranki results in a normalized estimate of the channel. It circumstances, instantaneous (static) mixture of the sources can

must however be noted that the estimation error variance of the zero out some of the, (N,

desired symbol is now smaller], (;_, < o2).

B. Identifiability Conditions for Blind MMSE-ZF Receiver

Continuing with the noiseless case, or with the denoised ver-

sion of Ryv, i.e., Ry = 02 Tar(G1.p) Tiz (Giop),

min FYRLyF =02 iff FPTu(Gi,) =ef’,
F:FPHG =1 (20)

e., the zero-forcing condition must be satisfied. Hence, the
unbiased MOE criterion corresponds to ZF in the noiseless case.

if g, # §,. We consider

This implies thaMOE(g, ) < o2
that:

(). FIR zero-forcing conditions are satisfiegind
(ii). span{Tar(G1.p)} Nspan{TH} = span{TT h.}.

The two step max/min problem boils down to

~ - —1.
 max h,lH(TlTlH) TlTMP;HTHTij{J(TlT{’) b,
hy:lhy =1 M2 (21)
where,Px = I — X (X" X)~' X*. Then identifiability im-
plies thatTas Pty n Tii = TUhihITTy = §,37, or
M T2

PrurpTit (Gip) = P Taf (Giop), (22)

Condition (i) above implies that; € span{7:% (G1.p)}. From
condition (i), sincel'{ h, = Tar(G1.p)eq, We have
P} =span{PF T (G1,p)}

d 7
p)}=span{Ty} (G1.,)T3 }Bspan{e (23)

span{7u (G,
span{TJ\I/f(Gl

from which, T (G1.) = Prys pTif (Guip) +P,1 Tilf (Ghp),
which is the same as (22).

—1) (more specifically, at mogt— 1
of them). ThenV gets reduced by at mogt- 1. However, even
then,M given by (24) remains sufficient.
The conditionif) can be restated as the following dimensional
requirement:
rank{7Tx(G1.p)} + rank{Tl Y < row{Tu(Giip)} + 1,
(25)

from where, under the irreducible channel and column reduced
conditions,

(26)

M>M= [—N‘”ml‘ﬂ,

Meft — P

where,m; is the channel length for usérin chip periods. If

(26) holds, then conditioniif is fulfilled w.p. 1, regardless of

the N,’s, i.e., thespan{T{'} does not intersect with all shifted
versions ofg,’s, V5 > 1, which further means that no confusion

is possible between the channel of the user of interest and those
of other users, whether the mixing is static (same lengths) or
dynamic (different channel lengths), with lengths measured in
symbol periods.

2. \Violation of conditioni{)

If the channel lengthn; is over-estimated, such that gets
over-estimated, then conditioi)(is violated w.p.1. In that case,
more than one shifted versionsgf will fit in the column space
of T¥. The estimated channel in that case can be expressed as
Gi(z) = Gi(2)b(z), where,b(z) is a scalar polynomial of the
order equaling the amount by which the channel has been over-
estimated. A solution to this would be to try all orders fgr
and stop at the correct one.

C. Maximization of SINR

The signal part inY 3;(k) is Y, = g,a1,x—a4, Whereas the
interference (MAI & ISI) plus noise i¥i, = TumA + Vi,



where, T = Tu(G1.p) except for the colum@, . Then, for V. UPLINK CONSIDERATIONS
an arbitraryF', assuming uncorrelated symbols, we obtain,

Consider the situation at the base station of a cell. If we sup-
FYR.F c2FHGg gt F pose that interfererers are limited to the intracell users, then,

SINR = FR.F pH (R _ 20 ~H) F (o7 given the information available at the base station of timing and
Y ad191 @7 spreading sequences of all users, we can build the better estimate
of the correlation matrix as
from where,
r
~ ~H
H Ryvv = C h h ct °1,

maxSINR ¢ min SINR™! ¢ min 227 F v ZT( DT R)T (h )T(C) +o a1

? " P 3| F g, 2 =1 S
= min FYRyyF, (28)

F:FHg =1 where, the channeléj,\fj of all users can be estimated by
the MMSE-ZF receiver algorithm. The code matX; and

its orthogonal complemem‘/‘]L are known (pre-calculated) at
the base-station. It is to be noted that the channel estimation
method of section Ill. has minimal complexity and a single ex-

i ) treme eigenvector is to be determined per user.
Fig. 4 shows the bit-error rate performance of the MMSE

(employingRy}-) and the MMSE-ZF receiver of sectidh. It A. Noise Variance Estimate

can be seen that the receivers are plagued by the finite-data ef-

fect. When training data side-information is available, this prob- |n (31), the noise variance? is still to be determined. We
lem can be partially alleviated. To this end, we proceed with propose to determine the noise variance as the minimization of
the full-length linear prediction problem described in section lll. - the following Frobenius norm:

First, the channel vectog, is determined as an initial estimate
from the blind problem, and the scale factor can be adjusted by . | -~ “\ - ~H " 3112
means of the training sequence. Secondly, semi-blind informa- ™5" 1Ryy = > aaT(C)T(hy) T (hy )T(CS') + o0 |-
tion can be used to improve the estimate of the fifferTo in- ’ =1 (32)
corporate the training information, we formulate the following  Tis mimimization problem results in

weighted least-squard®/LS) cost function:

which is the unbiased MOE cost function of (11).

IV.  SEMI-BLIND RECEIVER

~ ~H I

2 . D 2

(4 . ) av=avgéuag{|Rw—zaafr(cj)"r(h])”r(h] )T(C; )}) ,

mind— >N Z (k)= DI Z() T ak—d)|3 (33)

Q |%brgrs. UpeT s, (29) ) _ )

andavg stands for the averaging operation. It is to be noted that

where,a; (k — d) is constrained to lie within the training se- minimum length, M, vectors need to be used to estinfaie
quence. The weighting factorss ands? can be determined  (as long as a noise subspace exists), since then, a better time-
respectively as the ensemble averageo(k)||; and|| Z (k) — averaged version of the covariance matrix would be available.
T hia,(k — d)||3 for the blind and training sequence parts of

the given data sequence. The denoised signal covariance matri®/l-  SIMULATIONS
R’ = Ryy — Amin(Ryy)I, where,\yin is the minimum

. A ) . We consider8 asynchronous users in the system with a
eigenvalue of the estimated covariance matrix, and

spreading factor of: = 16. The channelfor thgth useris mod-

~ 1 a1 o eled as an FIR channel of length; ranging from8 — 21 chip
Ryy=— RO — > Yuyi periods for differentj. The channel delay spread is therefore
b keTs. Y keTS. (30) shorter than one symbol period for some users while longer for

others. Near-far conditions prevail in that the interfering users
are randomly (ranging from 8 to 10 dB.) stronger than the user
of interest. Fig. 4 shows the error-rate performance of the blind

MMSE-ZF receiver and the MMSE receivef%;) . It can be
seen that the performance depends on the quality of the corre-
lation matrix estimate. Better results are therefore obtained if
more data is available. This figure highlights the major drawback
in the implementation of blind linear receivers obtained from
second order statistics and motivates the use of semi-blind tech-
niques. Under power controlled conditions, with good choice of

An iterative implementation of the MMSE-ZF algorithm is spreading sequences, a simple rake receiver may outperform the
possible when decisions are re-used at each iteration to re- P gseq ’ P y outp

estimate the filte€). We propose to start from a semi-blind cost inear receivers, unless a good estimatésfy is available. On
fuction and make hard-decisions, thus exploiting the finite signal t€ other hand, as seenin fig. 5, the channel is estimated fairly
constellation (BPSK in this case). Upon each iteration, more cor- 2ccurately (normalized mean squared EnBIMSE) of the or-

rect decisions are available resulting in improved performance. 9€r of -25 dB at 20 dB. SNR) withi0 symbols from the rank-
We compare results with the limiting case where all symbols are ££2z. Performance of the noise-subspace based algorithm [6] is
known at the receiver and their effect is removed from the esti- /S0 Shown for several input SNR's.

mation of@Q. The hard-decision algorithm converges to this state

T.S. in the above refers to the training sequence.

The algorithm is semiblind for the estimation of the interfer-
ence cancele® but involves a blind estimate of the channel.
An update of the channel vector, in iterative implementations,
is however also possible based upon the knowledge that in the
noiseless casRz 7 is rank one.

A. Exploitation of Finite Alphabet

L2 _k (i) 2
in a small number of iterations, as seen in fig. 6. 2NMSE= E%‘J— =Llsr W
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Figure 5. Channel estimation performance

In fig. 6, we show the performace of blind and semi-blind
MMSE-ZF receiver and compare it with that of the theoretical
MMSE (Ryy = ¢2Tm(G1.p) T (Gr:p) + o2 1). It comes as
no surprise that the optimal unbiased MMSE is not approached
by any of the other receivers due to finite data effect. A theo-
retical curve for the MMSE-ZF is also provided. It can be seen
that the semiblind MMSE-ZF does relatively well. Improved,
hard-decision (HD) based receiver converges in a small numbe
of iterations (one or two here) to the case where all symbols are
considered known (ASK). In these simulations we considerd 25
training symbols in a packet of 160 symbols. If the number of
training symbols is small, slow convergence takes place with a
larger number of iterations required.

VIl. CONCLUSIONS

The blind MMSE-ZF receiver for DS-CDMA was presented.
Its equivalence to the unbiased MOE receiver was shown in
terms of optimization criteria. The blind algorithm, like the
MMSE linear receiver, requires a large amount of data for the es-
timation of the channel covariance matrix thus making it rather
unpractical for rapidly changing environments and large num-
bers of user§m — p). Such algorithms can find their utility
in indoor wireless LANs where channel changes at a relatively
slow rate and a fair amount of data is available for the estima-
tion of the covariance matrix. A possible implementation can
be at the uplink, where, knowledge of spreading codes and tim-
ing of all users in the cell can be exploited to obtain a better
Ryv. Identifiability conditions for long channels (longer than
a symbol period) were given and it was shown that the channel
is blindly identifiable w.pl (upto a scalar phase factor), unless
it is overestimated. The semi-blind algorithm was presented and

. [5]
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Figure 6. Output SINR performance of different receivers

shown to offer promising gains. An iterative hard decision based
algorithm was also proposed which exploits the finite-alphabet
property of the signal-constellation to improve the receiver per-
formance.
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