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Abstract— Knowledge of link capacities is essential, e.g., for
ISPs to troubleshoot paths outside the boundaries of their
networks. However, the vast majority of capacity measurement
tools are based on active probing, which is not suitable for
large scale studies of Internet paths characteristics. In this paper
we present PPrate, a completely passive tool, that can extract
capacity information of a path from the packet trace of a TCP
connection. We validate PPrate using synthetic traces and real
traces collected on PlanetLab. We compare PPrate with Pathrate,
which is very accurate active tool, and show that they perform
comparably. We finally apply PPrate on a large publicly available
ADSL trace.

I. INTRODUCTION

Measuring network characteristics such as capacity or avail-
able bandwidth is important for wide-area Internet services
and distributed systems. The capacity of a path is defined
as the maximum IP-layer throughput that a flow can get on
the path. It is determined by the link with the minimum
transmission rate. We refer to that link as the narrow link
of the path, following the convention of [18]. The available
bandwidth is the maximum rate at which a new flow can send
without impacting the rate achieved by the existing flows.

As noted in previous work [6], [19], knowledge of network
characteristics can be useful in many cases: ISPs can acquire
a good picture about the characteristics of their own links
and links outside the boundaries of their network, and plan
their capacity upgrades. Also, multimedia servers would be
able to determine appropriate codecs and streaming rate.
So far, a large number of tools and techniques have been
proposed to estimate the capacity of a network path [10],
[15], [6], [8], [3], [19], [13], [11]. A vast majority of these
techniques employ active approaches to probe the networks
and estimate link capacities. Active estimation is based on the
injection of measurement packets in the network. From an
end-user’s perspective, using active measurements to assess
the capacity of a network path is a reasonable approach.
However, for large scale study of Internet paths characteristics,
active measurements become difficult because of the probe
overhead and the need not to bias the characteristics being
measured. Also, active measurements often assume access to
both the sender and the receiver, which prevents large scale
measurements; and they cannot be applied on the large set of
Internet traces collected over the years by the traffic analysis
community. A set of accurate, passive, capacity measurement
tool is therefore required.

This paper presents PPrate, an accurate tool for the passive
measurement of path capacity. PPrate uses algorithms similar
to the ones of Pathrate [6] to passively discover capacities

from traces collected at the sender or the receiver-side. PPrate
uses packet or ack inter-arrival times to investigate questions
about the link capacities along a path.

The paper is organized as follows. In Section II, we survey
the related work about capacity estimation. In Section III,
we further discuss the notion of packet pair dispersion and
provide a short overview of Pathrate. We present PPrate in
Section IV. We present validation results using simulations
and Planetlab experiments in Section V. We demonstrate the
use of PPrate on a publicly available ADSL trace in Section
VI. Some conclusions and perspectives for future work are
presented in Section VII.

II. RELATED WORK

Many of the proposed capacity estimation schemes are
based on the packet-pair dispersion principle. A packet pair,
which consists of two packets sent back-to-back in the net-
work, is dispersed at the narrow link according to the link
capacity. If the packet pair reaches its destination experiencing
no other perturbation, identification of the narrow link capacity
is possible. In practice, dispersion or compression of the packet
pair might occur before or after the narrow link, due to cross
traffic. Expansion leads to under-estimation and compression
of dispersion leads to over-estimation of the narrow link
capacity.

Paxson [16] shows that the packet pair dispersion distri-
bution can be multi-modal, and proposes the Packet Bunch
Modes (PBM) technique to select a capacity estimate from
these modes. More recently, the packet pair technique has been
largely revisited, explaining the multiple modes that Paxson
observed based on queuing delay and cross traffic effects [2],
[15], [12].

To eliminate cross-traffic effects, various refinements have
been proposed, including sending packet trains of various sizes
[3], [16], and better filtering techniques to discard incorrect
samples [13], [12]. The filtering problem is complicated by
the multi-modality of the distribution of the packet-pair dis-
persion, and the observation that the dominant mode may not
correspond to the capacity [6].

An alternative to the packet pair/train approach is to infer
the narrow link capacity from the relationship between packet
size and delay. Such an approach is used by pathchar [10],
Clink [8], and pchar[15]. However, delay measurements rely
on ICMP time-exceeded messages from routers, which limits
both the applicability and the accuracy of these tools (for a
study of these tools, see [9]).



III. BACKGROUND

In this section, we first describe the packet pair technique
on which a number of capacity estimation techniques such
as Pathrate are based. We next present a short description of
Pathrate.

A. Packet Pair dispersion

Formally, the dispersion of a packet pair can be described as
follows. Consider a network path

�
defined by the sequence of

link capacities
���������	��
�����������

, where
���

is the capacity
of the sender and

� �
the capacity of the last link before the

receiver. Let � � be the index of the narrow link of the path.
A sender emits a pair of probe packets (packet pair) back-to-
back, each of the same size � . The dispersion ��� of the packet
pair after link � is the time interval between the complete
transmission of the first and the second packet at link � . As-
suming no cross traffic on the path, � � ��������� � � � 
�� �"! � �$# ,
with � ��� ��! �%�

. In addition, we obtain that � � � � �'& for
�)(*� � as by definition,

� �'& �+�-,'. � �/� �/# . The narrow link
capacity can then be calculated as:

�0� ��!�� �'& . In practice,
interference with the cross-traffic invalidates this assumption.
It has been observed that cross-traffic can causes compression
or expansion, and subsequently, an under or over-estimation
of the capacity.

Compression may happen when the narrow link is not the
last link in the path. If the first packet of a pair queues at a post-
narrow ( �213� � ) link, while the second experiences queuing
for shorter time than the first one, the dispersion between the
packets decreases; and the capacity is then over-estimated.

On the other hand, if the dispersion of the packet pair at the
destination is larger than the one introduced at the narrow link,
the capacity is under-estimated. An increase of the dispersion
may happen when cross-traffic packets are inserted in between
the probe packets. Such a phenomenon can happen anywhere
on the path, before, at, or after the narrow link.

The dispersion � �
observed at the receiver side varies when

we repeat the experiment many times. Those capacity values�4� ��!�� �
will thus form a certain distribution 5 . The

challenge is to infer the path capacity 6� from this distribution.
It may seem at first sight that using packet trains, instead

of packet pairs, makes the capacity estimation more robust
to random noise caused by cross-traffic. However, Dovrolis
shows [6] that this not the case. Indeed, the use of packet train
leads to the estimation of the so-called ”Asymptotic Dispersion
Rate” (ADR). The ADR has been shown to lie between the
available bandwidth and the capacity of the path [6].

B. Pathrate

Pathrate is based on the dispersion of packet pairs and
packet trains. To circumvent the problem of multi-modality
of the packet-pair dispersion distribution, Pathrate uses packet
pairs to uncover a set of possible ”capacity modes”. It further
uses long packet trains to estimate the ADR and select the
capacity mode. We provide a brief description of the main
phases of Pathrate:

7 Phase I: Packet pair probing. In this phase, Pathrate
generates a large number (1000) of packet-pairs. The
goal here is to discover all local modes in the packet-pair
bandwidth distribution 5 1. One of the Phase I modes is
expected to be the capacity of the path. The packets that
Pathrate sends in Phase I are of variable size, in order to
make the non-capacity local modes weaker and wider.7 Phase II: Packet train probing. In this phase, pathrate
generates 500 trains of 8 packets and measure the
packet trains dispersion2. Gradually, the resulting band-
width distribution 5 � 8 # of the packet train dispersion
becomes unimodal, centered at the so called Asymptotic
Dispersion Rate R. The capacity mode is selected as the
strongest and narrowest phase I mode among those larger
than R. In fact, two methods have been successively used
in Pathrate to pick the capacity mode. We futher discuss
this point in Section IV-B.

Pathrate was designed to be robust to cross-traffic effects,
meaning that it can measure the path capacity even when the
path is significantly loaded. However, the lack of scalability
and the need to access to the two end points of the path,
make Pathrate not suitable for a large scale study of Internet
paths characteristics. To address those limitations, we present
in the next section PPrate, a passive measurement tool, that
use techniques similar to the ones of Pathrate.

IV. PPRATE

A. Introduction

A requirement for a passive capacity measurement tool is
to be able to handle TCP connections. Indeed, despite the
emergence of new applications (e.g. p2p file sharing) that have
deeply altered the Internet traffic characteristics, TCP is still
the most popular transport protocol in the Internet today. In
addition, TCP is a natural candidate for capacity measurement
techniques based on the packets dispersion principle, as with
the delayed ack strategy, a TCP sender often injects packets
in pairs in the network.

PPrate takes as input a tcpdump trace, or a set of inter-
arrival times obtained by other means, and automatically
estimates the capacity of the narrow link. PPrate can work with
measurements collected at the receiver side or at the sender
side. In the remaining of this section, we first present the
receiver side case, where one can observe arrivals of the packet
pairs sent by the sender. We next present the more intricate
sender side case where one can only indirectly observe the
packet pairs arriving at the receiver using the ACK streams.
In the last part of this section, we discuss the influence of the
TCP layer and the application on top of TCP on the quality
of the estimation.

1Note that we use two equivalent representations of the packet pair
dispersion histograms. Either we plot directly the histogram of the inter-arrival
times 9;:=<?> or we plot the bandwidth histogram of @BA CEDFD?G	9�:H<I> , whereCEDJD is the maximum segment size in bytes of the connection.

2Defined as the time elapsed between the arrival of the first and the last
packet of the train at the receiver.
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B. Receiver side algorithm

Assume a packet trace captured at the receiver side. The
packets inter-arrival times can be seen as a time series of
packet pair dispersions (similar to the case of active probing).
So we can use it to form the bandwidth distribution of the path,
which is multi-modal in general. We present in Figure 2 an
example of such histogram. Preprocessing of the histogram
(data cleaning) will be detailed in Section IV-D. The local
modes in the packet pair dispersion distribution are candidate
values for the capacity of the path. The challenge, here, is to
select the local mode corresponding to the narrow link.

The main idea here is that by aggregating the inter-arrival
durations 8 by 8 , we can build the distribution of packet
trains 5 � 8 # ; and, as in the active probing case [6], by
increasing 8 , make 5 � 8 # unimodal. By analogy, we refer
to the center of the unique mode as the ADR.

Algorithm 1 shows the pseudo-code of PPrate. Initially,
PPrate, constructs a packet pair dispersion distribution 5 , and
scans it for local modes. For the detection of local modes, the
bandwidth resolution, or bin width is an important parameter.
In general, a bad choice of bin width may conduct to erroneous
results [4]. In this work, we set the bin width to 5% of the
interquartile range 3 of the capacity measurements. Thus, a
wider distribution of measurements leads to a larger bin width,
in accordance with standard statistical techniques for density
estimation [20]. If 5 is unimodal, PPrate decides that this
mode represents the narrow link capacity of the path. If there
are multiple modes, PPrate starts a second phase in order to

3Let K?LNM (resp. K?ONM ) be the P	Q th (resp. RSQ th) percentile of a distribution,
then the interquartile IQR is defined as 9�TVU)WXK?LNMZY[K�ONM

estimate the ADR. To do so, PPrate aggregates the inter-arrival
times samples 8 by 8 , constructs the packet trains dispersion
5 � 8 # and scans it for modes. PPrate starts with 8 �]\

, and
repeats the procedure till 5 � 8 # becomes unimodal. PPrate
chooses that mode as the Asymptotic Dispersion Rate R. The
next step is to select in the packet pair dispersion histogram,
the mode that corresponds to the capacity. We implemented
and evaluated the two methods proposed in [7] and [6]. In
[7], the authors propose to select the first peak larger than
R. In [6], they propose to select as the capacity mode, the
strongest and narrowest mode of 5 among those larger than
R. Our evaluation of the two methods led us to the following
conclusions:7 If there is a large number of samples to form the packet

pairs dispersion histogram, say over 5000, there is no
significant discrepancy between the results returned by
the two methods;7 Conversely, if there are less than 5000 samples, the
estimation returned with the first method is more prone
to errors.

The main reason behind the above observations is that the first
method is more likely to pick a non significant peak in the
histogram as the capacity peak. This situation is less likely to
occur when the number of samples increases as non significant
modes should disappear. Considering the case of Figure 2, if R
is 70 Mbits/s, the first algorithm might pick the mode at value
80 Mbits/s as the capacity mode, whereas the second method
will chose the peak at 90 Mbits/s. We will further illustrate
the two above observations on the experiments we made on
Planetlab in Section V-B.

Compute connection inter-arrivals from packet trace file
Compute packet pair dispersion 5
Find the Modes
if there is only one mode, at value M then

Output narrow link capacity
�^�`_ba%adcfe ! _

Exit
else

while Number of modes 1hg do
Group inter-arrivals 8 by 8
Compute packet train dispersion 5 � 8 #
Find Modes
8 � 8ji�g

end
Output single mode

_
Compute k[lnm �`_ba%adcfe ! _
Find the mode

_po
larger than ADR among modes of

5
Output narrow link capacity

�^�`_ba%adcfe ! _po
end

Algorithm 1: Pseudo-code for PPrate

C. Sender Side Algorithm

If the traffic was not captured at the receiver side, it is
impossible to know the time dispersion of the packet pair



arriving at the receiver. However we can use the dispersion
of the pure acks (that carry no data) as an approximation of
the packet pair dispersion at the receiver. Indeed, pure ack
packets are 40-bytes packets, having no payload data, and
generally acknowledge two data packets due to the delayed ack
strategy. We ”cancel” the effect of delayed acks by dividing
by two the inter-arrival times of acks that acknowledge two
MSS worth of bytes. Once the multi-modal distribution of the
path is constructed, the capacity mode is selected as described
above.

D. Impact of TCP layer and application on top

PPrate uses as input packets or acks inter-arrival times from
TCP connections over which PPrate has no control. Hence the
accuracy of the capacity estimate might be biased by the TCP
layer and also by the application running on top of TCP. We
list in this section the factors that might lead to errors and
discuss how to handle them.

Let us first consider the case of the TCP layer. The main
hindrance caused by TCP is the constraint imposed by the
receiver advertised window on the maximum observable size
of the trains. Indeed, if PPrate can’t observe long enough
packet trains, it will be difficult to correctly estimate the
Asymptotic Dispersion Rate R. In practice, it turns out that
the packet trains sizes that we require to form R is relatively
small as compared to commonly observed advertised window
sizes in the Internet, as we will see on simulation results in
Section V and on real traces in Section VI.

As for the application on top of TCP, it can impact PPrate
in a number of ways. First, the application can send data in
both directions of a TCP connection. This is for instance the
case with BitTorrent [5] that uses the two directions of a TCP
connection to transfer data. In this case, PPrate can be applied
at the receiver side, upon reception of the packet pairs from the
other party, but not on the sender side as acks are likely to be
piggybacked. Note however than when a peer has completed
the download of the file and is only acting as a source of data
for the other peers in the BitTorrent session, PPrate can be
applied at the sender side and at the receiver side.

Second, the application can generate idle periods on the
TCP channel if no data is to be exchanged. This is for instance
the case with persistent HTTP connections, when the client
is reading a page between two queries on the same server.
Long idle periods will lead to long packet inter-arrival time
samples. This will affect both the histogram of packet pair
dispersions and the histograms used to infer R, leading to an
underestimation of the narrow link capacity. As a counter-
measure, we filter the largest inter-arrival time values prior
to any computation of histogram. To do so, we remove all
values that are larger than q)�sr �ut�vxw i�yIz{m � t}|xw # . The latter
formula means that we remove either the samples that are
far away from the 75th percentile of the distribution if they
represent more than 5% of the samples, or 5% of the samples.
In addition, we filter the values in the distribution smaller thantF~ w�� y�z�m , i.e. the values that are far from the core of the
distribution. The idea behind this second filtering is not to fight

against any application effect but against some measurement
errors [17] that lead to extremely small interarrival times. To
illustrate the impact of those filtering mechanisms, consider
the bandwidth histogram in Figure 1 obtained from some raw
data. We observe on this histogram abnormaly high bandwidth
values, up to 1 Gbits/s. Figure 2 depicts the same histogram
once raw data has been filtered.

Third, the application can enforce some rate limitations.
This is the case for instance of many p2p applications like E-
donkey and BitTorrent. We note however that many different
techniques exist to limit the rate of an application [21]. For
instance, the application can deliver small amounts of data
to the TCP layer and set the PUSH flag to force TCP to
output packets smaller than the MSS. This can be observed for
some E-donkey clients [21]. Another option for the application
is to send bursts of bytes (that will generate bursts of MSS
packets at the TCP layer) separated by idle periods. This can
be observed with some BitTorrent clients [21]. More generally,
there is a need for a method that automatically detects the
periods in a TCP connection where the application is limiting
the transfer rate of the connection. Such a method has been
proposed in [21]. We have already integrated both methods
in a single tool and conducted some preliminary experiments
on some p2p traffic. However, in the context of this paper,
we will focus on some applications that should not apply rate
limitations, such as FTP, SCP and HTTP transfers.

V. VALIDATION

In this section, we validate our tool using both simulations
and experiments over the Internet using Planetlab.

A. Validation on Simulated Network

In this section we investigate the accuracy of PPrate via
simulation. In our experiments, we used the ns-2 [1] simulator,
with the configuration shown in Figure 3, consisting of a 9-hop
path.

1 3 9Source Sink

Sources
Cross Traffic

Cross Traffic
Sinks

2
C0 C2C1

Fig. 3. Simulation configuration.

We ran several simulations for different loads and narrow
link capacity values. Each simulation consists of a 30 second
FTP transfer from a source to a sink. In order to produce Long
Range Dependant (LRD) cross-traffic, we used a number of
Pareto sources with shape parameter � � g  �

. The aggregation
of many Pareto sources with ����� has been shown to
produce LRD traffic [22]. Cross-traffic is both path-persistent



and non-persistent. Cross-traffic is path-persistent when its
packets follow the same path as the FTP packets, whereas the
non-persistent cross-traffic packets exit one hope after they
enter the path. This scenario is similar to the one used in [6],
[11].

We first investigate the accuracy of the estimation made with
PPrate for different loads and narrow link capacity values. We
next discuss the impact of the advertised window value of the
FTP transfer on the PPrate algorithm.

Cross-traffic effect: We first investigate the cross-traffic
effect. To do so, we vary the narrow link capacity (link
between nodes 2 and 3 in Figure 3) from 5 Mbits/s to 100
Mbits/s, and its load from 30% to 80%.

Tables I and II summarize the results of the PPrate es-
timation using data packets and ack packets. Overall, we
observe that PPrate always outputs accurate results for the
whole range of load and narrow link capacity values that we
consider. A comparison between the two tables shows that
the procedure we devised to handle ack streams (esp. when
delayed acknowledgments are used as it is the case here)
enables to obtain accurate estimates of the capacities. Note
however that the load on the reverse path is low in the context
of our simulations. We further exemplify the use of PPrate
with ack streams in Section VI. We also observe that the
estimation error might be either positive or negative (over or
under estimations of the narrow link capacity). This is to be
expected as PPrate, like Pathrate is based on the dispersion of
packet pairs that is prone to both types of errors (see Section
III).

Set capacities (Mbits/s)
Narrow link load

30% 50% 80%
5 5 5 5
10 10 10 10
20 20 19.5 20
40 39.1 39.9 42.5
55 54.8 57.3 59

100 100 97.5 99

TABLE I
CAPACITY MEASUREMENTS ON DATA INTER-ARRIVALS

Set capacities (Mbits/s)
Narrow link load

30% 50% 80%
5 5 5 5
10 10 10 10
20 20 18.5 19
40 39 39 41.1
55 54.8 54 53

100 100 99.3 98

TABLE II
CAPACITY MEASUREMENTS ON acks INTER-ARRIVALS

TCP advertised window effect: As we aggregate several
inter-arrivals to estimate the ADR, we can expect that the TCP
advertised window value will affect the accuracy of PPrate. To
investigate this issue, we vary the advertised window of the
receiver of the FTP stream as a function of the bandwidth

delay product of the path. We plot in Figure 4 the ratio of
the capacity estimation made when the advertised window is
set to ��� of the bandwidth delay bandwidth product of the
path to the capacity estimation made without any advertised
window limitation (i.e. � � g��?� ). The value of the advertised
window has no impact when the ratio is equal to 1. We plot
in Figure 4 the case when the estimation is performed on the
ack stream, which constitutes a worst case from the tool point
of view. We observe that only for very small values of the
advertised window, the estimation becomes inaccurate. When
working on the data stream, where we have two times more
samples, the estimation remains accurate (ratio of 1) even if
the advertised window is equal to �?� of the delay bandwidth
product of the path. This result suggests that one in general
needs small train sizes ( 8 values) to infer the ADR of the
path. We further investigate this issue in Section VI.
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B. Planetlab Validation

PPrate is derived from Pathrate. We thus need to compare
the two tools with one another. Our methodology consists in
comparing the estimations given by Pathrate and PPrate on the
same paths under similar conditions. We use Planetlab4 ma-
chines. Planetlab is an attractive platform for the comparison
of Pathrate and PPrate as it enables us to connect on the two
sides of a path, which is a requirement to run Pathrate.

We selected 33 paths between PlanetLab nodes. On each
path, we first conduct one scp transfer (of a 20 Mbytes file),
and collect a tcpdump trace at the receiver side. Note that
PlanetLab does not allow collecting traces at both end points
of a path. Immediately after the scp transfer, we run Pathrate
on the same path. This procedure is repeated 10 times for each
path. As Pathrate returns two estimates for each run [6], we
use their average. As it takes on average 15 to 30 minutes for
Pathrate to output an estimate and 1 to 5 minutes to perform
an scp transfer, the total number of measurements span over
a few hours for each path.

Figure 5 summarizes the results for the 33 paths that we
considered. A given index on the x axis corresponds to a

4http://www.planet-lab.org/
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single path. For each path, we use circles to depict the 10
estimates returned by PPrate and crosses for the 10 estimates
returned by Pathrate. The method proposed in [6] is used to
pick the capacity mode. Results when the method in [7] is
used, are similar to the ones in Figure 5 due to the large
number of samples (approximately 12,000) obtained with the
scp transfer, as stated in Section IV-B. To ease interpretation of
the results, we have formed 3 groups of paths labeled as group
1, 2 and 3 on Figure 5. In group 1, we put the paths for which
each tool returns a consistent estimates and, in addition, the
estimates of the two tools are consistent with one another. This
group consists of 22 paths, that is over two third of the paths.
Group 2 consists of paths for which each tool return consistent
estimates but the two tools do not fully agree with one another.
A relatively small number of paths (4) fall in this group. Group
3 consists of the paths for which one or both tools return non
consistent estimates. We note that both tools might exhibit a
high variance in its estimates. It is difficult to comment on
the paths in this group as many factors might explain why the
tools do not work properly. We hypothesize that a possible
reason is the use of slices and the rate limitations on Planetlab
nodes. We leave for future work a more in-depth investigation
of those issues, and we note that other studies of Pathrate over
Planetlab nodes have also observed a number of problems [14].

The main conclusion that we draw from those experiments
is that for a significant number of cases, Pathrate and PPrate
fully or partially agree with one another.

Another issue that we want to address with those Planetlab
experiments is the impact of the number of samples used
by PPrate on the consistency of the estimation. To tackle
this issue, we consider the 330 scp transfers that we did (10
experiments per path with a total of 33 paths) and applied,
for each transfer, PPrate on the first 300, 500, 1000, 2000
or 5000 first packets of the transfer. We next compute for
each case, the ratio between the estimate obtained with the
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Fig. 6. Boxplots of ratio between the estimates obtained with � packets and
the ones obtained with the full FTP transfer - version 1 of PPrate
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Fig. 7. Boxplots of ratio between the estimates obtained with � packets and
the ones obtained with the full FTP transfer - version 2 of PPrate

first � packets to the estimate obtained using all the packets.
Ideally, if the ratio is one for all � values, this means that
PPrate provides a consistent estimate whatever the number of
samples used is. We plot in Figures 6 and 7 the boxplot5 for
the different � values for all the transfers on all the paths.
The difference between Figures 6 and 7 is the method used to
pick the capacity mode. In Figure 6, we use the method from
[7] (first peak larger than R), while in Figure7 we use the
method from [6] (largest peak larger than R). We first observe
from both figures that as � increases, the distribution of the
estimates obtained with the first � packets are consistently
closer and closer to the estimates obtained with all the samples.
However, we also observe that the second version of PPrate is
able to work with a significantly smaller number of samples
than the first one. Indeed, the estimates returned by the second
version of PPrate for � ��\ �?� are already close to the ones
obtained with all samples as most of the mass is close to 1 in
the boxplot. Those results are consistent with the explanations

5A boxplot is a graphical representation of a distribution where the upper
line of the box is the P	Q th percentile K LNM of the distribution, the lower line is
the RSQ th percentile K�ONM and the central line is the median of the distribution.
In addition, two lines are added on each side of the box at ��G�Y��SA QS9�T%U . 50%
of the mass of the distribution in the box while, intuitively, one expects most
of the samples to lie between those two lines. Values outside those boundaries
are marked with a cross as they are extreme values of the distribution.



provided in Section IV-B on the robustness of both versions
of the algorithm.

VI. ADSL TRACES ANALYSIS

We applied PPrate on two traces extracted from the same
public set of traffic traces of an ADSL access network6. The
first trace consists of FTP connections while the second trace
consists of HTTP connections. All the traffic was collected by
a probe located close to the ADSL clients. The only informa-
tion we have on the clients is that their access link capacities
range from 256 kbits/s to 8 Mbits/s. We applied PPrate on
the ack streams of the FTP and HTTP connections which
should, with high probability, flow from the ADSL clients
to servers outside the ADSL platform as we can reasonably
expect most of the FTP and HTTP servers targeted by those
connections not to be hosted by ADSL clients. We selected
the ack streams with more than 300 samples, which represent
20% of the observed ack streams for the FTP connections
and 8% of the ack streams for HTTP connections. We plot in
Figure 8 the distribution of the capacities estimated by PPrate
on both the FTP and HTTP connections. We first observe
from Figure 8 that there is a quite good agreement between
the distribution of capacities for the FTP connections and the
HTTP connections. Note that we could not expect a perfect
matching between those two curves as the anonymisation of
the traces prevent a precise identification of the clients and
thus it is possible that for some clients of the ADSL network,
we do have only one FTP or one HTTP sample connection.
We also observe from Figure 8 that approximately 72% of the
estimated capacities fall in the interval � ����� kbits/s

�xe
Mbits/s� .

In addition, we do observe for these capacity values some
peaks around values close to 500 kbits/s, 1 Mbits/s and 8
Mbits/s, which are typical capacities of ADSL clients. The
reason why do not observe mass only at those characteristic
values might be due to the fact that the actual ADSL capacity
decreases with increasing distance of the phone line between
the customer premise and the ADSL concentrator. As for
the overestimation, they represent less than 5 % of the FTP
connections and less than 10% of the HTTP connections. On
the other hand, values that fell below 256 kbits/s represent
around 18% of the values. As discussed in Section IV-D,
those underestimations might be due to the application on top
of TCP. We expect to obtain better results by first isolating
periods in connections where the application does not limit
the rate of the connection [21]. We leave this topic as future
work. However, we note that the FTP traffic is more likely
than the HTTP traffic to consist only of traffic that is limited
be the network and not by the application; and we can indeed
observe that the smallest capacity estimation obtained with
the FTP traffic is 15 kbits/s for the FTP traffic while it is 0.6
kbits/s for the HTTP traffic.

PPrate needs to estimate the ADR of a path to correctly
infer its capacity. The ADR is computed for the smallest 8
value for which the dispersion of trains of size 8 is unimodal.

6M2C Measurement Data Repository: http://m2c-a.cs.utwente.nl/repository/
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Intuitively, if 8 is small as compared to the advertised window
of the path, we can expect the estimation of the ADR to be
made correctly. We present in Figure 9 the distribution of 8
for all the connections that we considered. We distinguish in
the figure between the FTP and HTTP connections. Overall,
we observe that for both types of traffic, 80% of the ADR have
been estimated with trains of less than 5 samples and over 93%
with less trains of less than 10 samples. As we apply PPrate
on the ack streams, 5 (resp. 10) samples correspond to 10
(resp. 20) data packets. These are relatively small values if one
considers that an advertised window of 65 Kbytes corresponds
to approximately 43 packets of 1500 bytes.

VII. CONCLUSION

In this paper we studied the feasibility of a passive estima-
tion of the capacity of an Internet path. We propose PPrate, a
tool based on the Pathrate algorithm, one of the more robust
and accurate active capacity estimation tool. Simulations show
the high accuracy of the proposed tool under different load
conditions. Experiments on PlanetLab further demonstrate that
the accuracy of PPrate is comparable to the one of Pathrate.
We also exemplify the use of PPrate on a large ADSL trace.

As future work, we plan to study the possibility to do
capacity measurements ”on line”, and the ways to incorpo-
rate PPrate’s techniques into Internet applications (e.g. p2p
systems) that would benefit from rapid and accurate capacity



estimations. PPrate may be downloaded from: http://www.
eurecom.fr/˜ennajjar/.
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